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ABSTRACT 

Differential cross sections have been measured for the 

- + - + -reactions pp ~ n n and K K at 5 beam momenta between 390 

and 780 MeV/c with higher statisitical acurracy than the 

previous experiments. + -Typical 600 events for n n and 150 

events for K+K- were obtained at each momentum. For the 

- + - + -both reactions pp ~ n n and K K , significant 

resonance-like structures were observed at around 500 MeV/c. 
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CHAPTER 1 

INTRODUCTION 

Strong interaction is believed to be described by 

quantum-chromodynamics (QCD) which is a non-Abelian SU(3) 

gauge theory having a remarkable property of "asymptotic 

freedom" at short distances [GW73,Pol73]. Because of the 

asymptotic freedom, it has become possible to calculate 

various physical quantities at high energies using 

perturbation techniques. Generally, good agreements have 

been observed between the QCD predictions and the 

experimental results in the high energy region. 

However, in the low energy region, the running coupling 

constant as grows large and perturbation techniques cannot 

be applied any more. Hence, some important problems are 

left unanswered regarding strong interaction in this region. 

They are, for instance, as follows. 
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1. Why can quarks not be observed directly? 

2. Why are quarks combined into the only two types of 

hadrons, i.e., mesons (qq) and baryons (qqq)? 

A quark is considered to bear a color degree of freedom 

from the requirement of Fermi-Dirac statistics. Only the 

color singlet states are considered to be allowed to exist 

as the physically observable hadrons because of the 

non-observation of the free quarks. In other words, colored 

quarks are permanently confined in the color singlet hadrons 

by a strong long-range force. This is well known as the 

"quark confinement". 

Which types of color singlet states are allowed to 

exist physically? It is generally believed that OCD does 

not exclude the possible existence of the exotic hadrons 

which are the color singlet states with quark and gluon 

combinations different from the mesons and baryons. 

However, it is not possible to solve the OCD Lagrangian 

non-perturbatively. Instead, there are some theories which 

describe the dynamics of quarks and gluons in the low energy 

region. 

A lattice gauge theory is the only fundamental theory 

based on OCD [Wil74]. In principle, it provides a means to 

calculate the dynamical variables non-perturbatively. 

However, at least at present, it is not possible to 

analytically calculate these quantities, and therefore we 
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have to resort to the Monte-Carlo method which requires lots 

of computing time even for the calculation of simple 

quantities. Hence, only the masses of some mesons, baryons 

and glueballs have been calculated so far under very 

simplified assumptions [Tep83]. These results are still far 

from the reality. It is therefore unlikely, at least for 

the moment, that the lattice gauge theory provides an answer 

to the question of the exotic hadrons. 

On the other hand, some phenomenological theories of 

hadrons such as the MIT bag model [Cho+74] and the string 

model [RV77] are successful in describing certain aspects of 

hadron physics in the low energy region. In particular, the 

bag model is quite a flexible model which easily 

accommodates multi-quark states or mixed states with quarks 

and gluons. Within the framework of the bag model, the 

following exotics states are seriously considered: 

qqqq baryonium [Jaf78] 

qqqqqq di baryon 

GG,GGG,GG ••• --- glueball [BCM82] 

qqG --- hybrid meson [BC82, CS83, Tan82a] • 

However, as yet none of these exotic hadrons have been 

experimentally established. If exotic hadrons would not. 

exist physically, and if QCD is a true theory for quarks and 

gluons, QCD should give an explanation for the non-existence 
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of the exotic hadrons. Whichever is true, existence or 

non-existence of the exotic hadrons, search for them has an 

important bearing on getting better understanding about the 

long-range part of the interactions between quarks and 

gluons. 

Among various types of possible exotic hadrons, 

baryonia have been extensively investigated, because their 

existence was suggested by Rosner about fifteen years ago 

(i.e., before QCD) based on the duality arguments for 

baryon-antibaryon scattering [Ros69]. 

At first, three enhancements were observed in the pp 

formation experiments at 1936, 2190, and 2350 MeV. They 

were called S, T, and u resonances, respectively [Car+69, 

Abr+67]. Among them, the S resonance attracted particular 

attention due to its substantially narrow width c~9 MeV) in 

spite of its high mass (1932 MeV). It was considered as a 

strong candidate for a baryonium. Later, observations of 

the S resonance have been reported in the measurements of pp 

total cross sections [Cha+76, Sak+79], pp elastic [Cha+76] 

and annihilation cross sections [Cha+76, Bru+77]. After 

1980, measurements of pp and pd total cross sections were 

performed with better statistical accuracy and mass 

resolution than the previous experiments [Ham+80, Kam+80, 

Sum+82]. The existence of the narrow S resonance was not 

confirmed in these experiments. No other candidates for the 

narrow pp resonance were found either. Thus the existence 
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of the narrow pp resonance is now quite suspicious. 

On the other hand, the T and U resonances have broad 

widths. It is not clear whether they are single resonances 

or not, because a partial-wave analysis of the reaction pp ~ 

+ -n n suggests the existence of several broad resonances in 

the T and U region, as further discussed later in this 

section. 

How about the existence of broad resonances in the S 

region? The situation is not very clear. In the pp and ~d 

total and annihilation cross sections, Hamilton et al. 

suggested possible existence of a broad enhancement (~u N 3 

mb) at a mass of 1940 MeV with a width of 23 MeV [Ham+80]. 

However, Sumiyoshi et al. measured pp and pd total cross 

sections in this region with higher statistical accuracy and 

smaller systematic errors, and observed no evidence for the 

broad enhancement suggested by Hamilton et al. (~u < 1 mb -
for r N 50 MeV) [Sum+82]. On the other hand, Defoix et al. 

reported the observation of a broad bump at 1940 ± 10 MeV 

with rN 80 ± 20 MeV/c and ~u N 5 mb, in the annihilation 

channel pp~ Sn [Def+80]. 

Consequently if a resonance exists in the S region, it 

would possibly be a small and broad resonance. If such a 

picture is true, it would be difficult to search for these 

small and broad resonances in the pp total, elastic, and 

annihilation cross sections. This is because many partial 

waves contribute to these cross sections, building up large 
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non-resonant background on the one hand, and a small (less 

than few mb) and broad resonance occurs in a specific 

partial wave on the other hand. 

To search for small and broad resonances, dimeson 

- + - 0 0 + -channels such as pp ~ n n , n n , ~~, K K , etc. are 

considered to be advantageous by the following reasons. 

1. For dimeson channels, there is a strong restriction 

due to the selection rule on the quantum numbers as 

summarized in table 1.1. Therefore, the number of 

partial waves contributing to these channels is 

restricted; 

2. Only a few intermediate states couple with these 

channels as shown in Fig. 1.1. The exotic states 

are considered to couple with the pp system through 

these intermediate states; 

3. Not only the differential cross sections but also 

the target-asymmetry parameters can be measured. 

These data enable us to make partial-wave analyses. 

From 1 and 2, even a small and broad resonance has a 

possibility to be observed as a prominent structure in the 

energy dependence of the total cross sections of the dimeson 

channels. In a simple case, the quantum numbers of a 

resonance will be determined from the angular distribution 
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taking into account the selection rules. Even if some 

resonances overlap, a partial-wave analysis will disentangle 

the contribution of each resonance. 

Let us now turn to other types of exotic hadrons, 

glueballs and hybrid mesons. The J/t radiative decay is 

considered to be the best channel to search for these exotic 

hadrons, and indeed some candidates have recently been 

reported [Tok83]. Although the J/t radiative decay provides 

relatively clean signal, it suffers from some limitations: 

1. The conservation laws restrict the quantum numbers 

of the mesons produced by the J/t radiative decay 

to be a++, 2++, and 4++; 

2. At present the mass resolution for the produced 

meson is more than about 30 MeV; 

3. Statistical accuracy of the data is insufficient to 

determine the quantum numbers of possible new 

mesons due to small branching ratios of the 

radiative decay. 

In comparison with the J/t radiative decay, the pp 
++ interaction can excite dimeson resonances of not only 0 , 

++ ++ --2 , and 4 but also 1 , 3 etc. The mass resolution of 

an pp formation experiment for these mesons is better than 

that of a collider experiment, because the mass resolution 

of the pp system is determined by the beam momentum in the 
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formation experiment. From this point of view, the dimeson 

channels in the pp interaction potentially have some 

advantages over the collider experiment for new meson 

searches. - + - + -In particular, pp ~ n n and K K channels are 

promising due to their clean signals. 

Previously, high statistics data of the reactions pp ~ 

+ - + -n n and K K only exist at incident beam momenta above 0.8 

GeV/c. Eisenhandler et al. measured the differential cross 

+ - + -sections of pp ~ n n and K K between 0.8 and 2.4 GeV/c 

with a step of 100 MeV/c using a counter technique [Eis+75]. 

+ -They obtained about 2000 events for n n and 400 events for 

K+K- at each beam momentum. Later, Carter et al. measured 

the angular distribution of the polarization parameters in 

these reactions from 1.0 GeV/c to 2.2 GeV/c [Car+77]. The 

differential cross sections of the reaction pp ~ n°n° were 

measured for the momentum range from 1.0 to 2.0 GeV/c and 

from 2.12 to 2.43 GeV/c by Dulude et al. [Dul+78a, Dul+78b]. 

Using these data, partial wave analyses for the reaction pp 

+ - 0 0 
~ n n and n n were performed by Martin and Pennington 

[MP80], and by Martin and Morgan [MM78], and possible 

existence of several broad resonances is suggested in this 

region. 

Below 0.8 GeV/c, the present status of the reactions pp 

+ - + -
~ n n and K K is quite unsatisfactory. So far, only a few 

bubble chamber experiments were performed, from which the 

total cross sections of these reactions were obtained with 
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rather large uncertainties [Biz+69, Man+71, Nic+73, Sai+83]. 

The angular distributions were only measured at 590 and 490 

MeV/c by Sai et al. with low statistics. No resonance 

candidate was reported from these measurements. 

Motivated by this, we have conducted a counter 

experiment to measure the differential cross sections of the 

- + - + -reactions pp ~ n n and K K between 390 and 780 MeV/c with 

+ -better statistics (about 600 events for n n and about 150 

+ -events for K K ) than the previous experiments, in search 

of new resonances. In particular, the present experiment is 

the first one to measure the differential cross sections of 

the reactions pp ~ n+n- and K+K- in the S region. We should 

also like to point out that apart from the resonance 

problem, the differential cross sections of the reactions pp 

+ - + -
~ n n and K K are among the fundamental observables in the 

low-energy pp interaction, and these data are eagerly 

awaited for by those theorists who attempt to describe the 

low-energy pp interaction based on the quark model. 

In this experiment, the differential cross sections of 

the pp elastic scattering and charge exchange reaction were 

concurrently measured. The results for these channels are 

given elsewhere [Nak+84, Kag85]. 

This paper is organized as follows. In Chapter 2, 

design consideration for the experiment is discussed. The 

experimental apparatus is described in Chapter 3, and the 
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data acquisition system in Chapter 4. The method of data 

reduction and the discussion of the correction and errors is 

presented in Chapter 5. The experimental results and 

discussion are given in Chapter 6. Finally, conclusions are 

drawn in Chapter 7. 
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CHAPTER 2 

EXPERIMENTAL DESIGN 

Here we describe some characteristic features of the 

+ - + -low energy pp ~ n n and K K reactions, which should be 

considered in designing an experiment for measuring the 

differential cross sections of these reactions. The 

principal design goals of the present experiment resulted 

from these considerations are: 

1. Full coverage of the angles of the produced 

particles in the reaction plane; 

2. Easy and reliable method for selecting the n+n- and 

K+K- events from the background; 

3. + - + -Reliable method for identifying the n n and K K 

events. 

+ - + -In the reaction pp ~ n n and K K , outgoing particles 

emerge over the full range of the angle in the laboratory 
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(lab.) frame in our momentum range. Figure 2.1 shows the 

relation between the emission angle in the lab. frame Blab 

* and that in the center of mass (c.m.) frame 8 for the 

+ -reaction pp ~ n n • Another point to be considered is a low 

+ - + -event rates of the reactions pp ~ n n and K K due to their 

small cross sections and low intensity of antiproton beam at 

low energies. From these reasons, we decided to use a 

cylindrical drift chamber (CDC) surrounding a 

liquid-hydrogen target. For ease of construction, the CDC 

was designed to give only the hit coordinates projected onto 

the horizontal plane. In order to measure the vertical hit 

coordinates, we used four planar drift chambers, surrounding 

the CDC. 

For the determination of the kinematics, we measure the 

emission angles of both final-state particles. 

Consequently, the identification of the n+n- and K+K- is 

possible as discussed below if charges of final-state 

particles are known. Thus, the CDC and the target should be 

located in magnetic fields for the determination of the 

charges of the outgoing particles. Since it is not required 

to measure the momenta of charged particles, we decided to 

use a low magnetic field (2.5 kG) in order to avoid various 

design complications arising from use of a high magnetic 

field. 

+ - + -Since we planned to measure not only the n n and K K 

channels but also the elastic and charge-exchange channels, 
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the trigger scheme must be the one which does not cause any 

bias for any of the measured channels. This raised some 

problem for the design of the trigger. If we adopt a 

+ - + -trigger scheme to select the n n and K K events, for 

example, by the charged-particle multiplicity requirement, 

then we also have to set up trigger schemes to select the 

elastic and charge-exchange events. This would result in a 

complicated mixed trigger. However, because of the low 

intensity of the antiproton beam it is possible to record 

almost all the events in which the incident antiprotons 

interact in the target. This does not require a complicated 

trigger, and we decided to adopt this trigger principle, 

although a vast amount of unwanted events are also recorded. 

Most of the unwanted events are caused by the pp 

annihilation into multipions. For the off-line analysis, it 

is very helpful if these events are tagged by simple 

information. for this purpose, thin scintillation counters 

were attached on the surface of the magnet pole pieces. 

+ - + -The identification of the n n and K K events is 

possible using the opening angle between the two outgoing 

particles. Figure 2.2 shows the relation between the 

+ - + -lab. emission angles (8labl'8lab2 ) for pp ~ n n and K K 

reactions. The difference between the opening angles 

(ABKKnn) for pp 
+ -

~ n n 

* 

- + -and pp ~ K K is shown in Fig. 2.3 as 

a function of cos 8 • From this figure, the required 

resolution for the opening angle is about 1° (rms) to 
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+ - + -identify the n n and K K events at most of angular range 

at a three standard-deviation level. 

However, at the forward and backward angles, a8KKnn 

+ -becomes small and it is difficult to identify the n n and 

+ -K K events using the opening-angle difference. Thus, we 

decided to use a time-of-flight (TOF) method for the 

identification of these channels at the forward and backward 

angles. The TOF method is considered to be the best way to 

identify pions and kaons around 1 GeV/c with a large solid 

angle coverage. + -Figure 2.4 shows P for pions from pp ~ n n 

and for kaons from pp + -
~ K K as a function of Blab at 780 

MeV/c. Prior to this experiment, a large TOF counter with 

good time resolution ( ut N 150 psec) was developed by us as 

mentioned in Chapter 3. Considering the difference of p 
+ - - + -between pp ~ n n and pp ~ K K and the time resolution of 

the TOF counters we could achieve, we decided to use two TOF 

counter planes, one located at a distance of 3-m downstream 

from the target and the other at a distance of 1.5-m 

+ - + -upstream in order to identify the n n and K K events at a 

four standard deviation level. The angular regions covered 

by these TOF counters are shown in Fig. 2.3. 
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CHAPTER 3 

EXPERIMENTAL APPARATUS 

3.1 Overview of Experimental Arrangement 

The experimental arrangement is shown in Fig. 3.1. A 

vacuum chamber containing a 17.5-cm-long liquid-hydrogen 

target was surrounded by a five-layer cylindrical drift 

chamber (CDC). The target and CDC were placed in a magnet 

having 100-cm-diameter pole pieces with a 60-cm gap. The 

applied magnetic field was 2.5 kG at the center. The 

antiproton beam was defined by counters Cl (shown in 

Fig. 3.2), C2, and C3, and its trajectory was determined by 

two multiwire proportional chambers MWPCl and MWPC2. 

Outside of the magnetic field were located four-layer planar 

drift chambers PDC1-PDC4. On the surface of the magnet pole 

pieces were attached scintillation counters called pole-face 

counters (these are not shown in Fig. 3.1). In the forward 

and backward directions, two walls of time-of-flight (TOF) 

counters, TF and TB, were placed. Another TOF counter plane 
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TX was placed to cover large the rather gap between PDCl and 

PDC2. The antineutrons from the charge-exchange reaction pp 

~ nn were detected by iron-scintillator sandwich counters 

NB. All NB counters were preceded by scintillation counters 

TF or S. 

3.2 Antiproton Beam 

The antiproton beam used in this experiment was 

obtained from a low momentum separated beam line (K3) at the 

National Laboratory for High Energy Physics (KEK). This 

beam originated from a 10 x 6 x 40 mm3 platinum target 

placed in a slow-extracted proton beam from the 12 GeV 

proton synchrotron. 

The intensity and profile of the primary proton beam 

was monitored respectively by a secondary emission chamber 

with an accuracy of ±10% and by a segmented wire ionization 

chamber. The targetting onto the production target was 

monitored with a three-fold coincidence of scintillation 

counters placed normal to the beam axis. The intensity of 

the primary proton beam was 1.0 ~ 1.5 x 1012 protons per 

pulse during this experiment. The beam spill time was 500 

msec in every 2.5 sec. 

The arrangement of the K3 beam line is schematically 

shown in Fig. 3.2 and described in detail elsewhere [Sum82]. 

Briefly summarizing the characteristics of the K3 beam line, 
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the antiprotons produced at o0 with respect to the primary 

beam were accepted by the beam channel and transmitted to a 

momentum-dispersive intermediate focus where a mass slit, a 

momentum slit and the trigger counter Cl were located. 

After this focus, the beam was refocused onto the 

experimental target. A typical horizontal beam size was 

about 40 mm (FWHM) and vertical size was about 30 mm (FWHM) 

at 490 MeV/c as shown in Fig. 3.3. Antiprotons were 

separated from other particles by a 1.9-m-long electrostatic 

separator and the mass slit. The electrostatic separator 

was normally operated at a voltage of 600 kV. The momentum 

acceptance determined by the momentum slit was ±2.5%. The 

absolute value of the momentum determined by a dipole magnet 

Dl was known to be with an accuracy of ±0.5%. The intensity 

of the antiproton beam from the K3 beam line is shown in 

Fig. 3.4 as a function of the momentum. 

3.3 Liquid-Hydrogen Target 

The target system consisted of a refrigeration unit, a 

target cell and a vacuum chamber. Hydrogen was liquefied by 

a CTi model 1023 refrigerator and was transferred to the 

target cell through a copper transfer tube. 

A schematic view of the target cell and the vacuum 

chamber is shown in Fig. 3.5. The cylindrical 

80-mm-diameter and 170-mm-long target was made of 250-µrn 
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thick Mylar. In the target cell, a 76-µm-thick Mylar 

cylinder was placed coaxially for screening bubbles 

evaporated from the inner surface of the cell. Endcaps of 

the target were formed spherically and glued to the Mylar 

cylinder with adhesive resin. 

The temperature of liquid hydrogen was controlled 

within ± 0.14 K by a heater attached to the condenser of the 

refrigerator. The effective density of liquid hydrogen 

obtained from the vapour pressure was 0.07028±0.0004 g/cm3 • 

The target cell was placed at the center of the vacuum 

chamber. The 300-mm-diameter cylindrical vacuum chamber was 

made of aluminium and had three large 250-µm-thick Mylar 

windows in order to cover a large angular range (85% of 2n) 

for outgoing particles in the horizontal plane. The vacuum 

chamber was placed at the center of the spectrometer magnet. 

3.4 C-type Magnet 

We used a C-type magnet with 100-cm-diameter pole 

pieces and a 60-cm gap. In the gap the the liquid hydrogen 

target and CDC were located as shown in Fig. 3.6. Thin 

scintillators (pole-face counters) were attached on the 

surf ace of the magnet pole pieces for the purpose of tagging 

annihilation products. 

The applied magnetic field was set to 2.5 kG at the 

center of the magnet at all beam momenta. The magnetic 
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field gradually decreased toward the edge of the pole 

pieces, and fell to a few Gauss at a distance of 700 mm from 

the center. 

Prior to the installation for the experiment, the 

magnetic field was mapped by using a 3-dimensional Hall 

probe. The vertical component of the magnetic field is 

shown in Fig. 3.7. 

3.5 Trigger Counters 

The trigger-counter system consisted of four 

scintillation counters Cl, C2, C3, and C4. Antiprotons were 

identified by using the time of flight and pulse height 

(dE/dX) from each of Cl, C2 and C3. Details are described 

in sects. 4.1 and 5.1. 

A summary of the trigger counters is given in table 

3.1. The counters C2, C3, and C4 were viewed by two 

photomultipliers at both ends, to obtain good resolution for 

both timing and dE/dX. In particular, the counter C2 was 

designed to have good timing resolution, because it was used 

as a start counter of the TOF system. The counter C2 was 

viewed by two 2"-diameter photomultipliers (RCA 8850) with a 

GaP(Cs) first dynode. These photomultipliers have a good 

single-photon timing resolution ut ~ 280 psec (rms) due to 

the high gain of the GaP(Cs) first dynode, in comparison 

with other types of photomultipliers with a BeCu or CsSn 
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first dynode [Tan82b]. The timing resolution of the counter 

C2 for minimum-ionizing particles was measured to be about 

100 psec (rms). The counter C3 was a circular scintillator 

whose diameter was a little smaller than that of the target 

cell. 

The circular scintillator C4 was used in order to 

eliminate non-interacting p events. It was located at a 

distance of about 2.5 m downstream from the target, and the 

fine position of the C4 was tuned at each momentum setting 

in order to effectively veto the non-interacting antiproton 

events. 

3.6 Multiwire Proportional Chambers 

Two multiwire proportional chambers (MWPCs) MWPCl and 

MWPC2 were used for the reconstruction of the beam 

trajectory. These provided both vertical and horizontal 

coordinates of beam particles with a cathode readout 

technique. 

Both MWPCs consisted of a sense-wire plane sandwiched 

between two cathode-wire planes. The frames were made of 

GlO. The sense wires were 20-µm-diameter gold-plated 

tungsten stretched with a spacing of 2mm. The cathode wires 

were 100-µm-diameter BeCu stretched with a spacing of 1.5 mm 

for MWPCl and 2 mm for MWPC2. Strips of one cathode plane 

(six cathode wires of MWPCl and four cathode wires of MWPC2 
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were ganged together to make a strip) were running parallel 

with the sense wires, and strips in the other cathode plane 

were running normal to the sense wires. The gap distance 

between the sense-wire plane and the cathode-wire plane was 

6 mm for both MWPCs. The induced charge on a cathode strip 

was integrated by a charge-sensitive amplifier. An 

amplifier output was transmitted by a twisted-pair cable to 

an electronics hut and digitized by an analog-to-digital 

converter (ADC). 

These MWPCs were operated with the "magic gas" mixture 

which consisted of 70% argon, 30% isobutane, and 0.35% 

freon. Negative high voltages of 4.45 kV for MWPCl and 4.80 

kV for MWPC2 were applied to the sense wires. The cathode 

wires were grounded. 

For determining the avalanche position from the 

measured charge distribution, we used the charge-ratio 

method developed by Chiba et al. [Chi+83]. In this method, 

the ratios of the charges Qi_11Qi and Qi+llQi were used, 

where Qi is the largest charge induced on the strips. The 

relation between these ratios and the avalanche position is 

calculated by a model for the induced-charge distribution on 

the cathode plane. Using this relation, the avalanche 

position is obtained. This method is free from the common 

pick-up noise on the strips, and therefore gives a better 

position resolution than the conventional centroid method. 

The position resolution obtained with this method was found 
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to be 300 µm (rms) for both MWPCl and MWPC2 throughout the 

experiment. The efficiency of both MWPCs was 94±1% for 

incident antiprotons. The efficiencies of the beam chambers 

were monitored by an on-line computer throughout the 

experiment. 

3.7 Cylindrical Drift Chamber 

The cylindrical drift chamber (CDC) was placed in the 

gap of the C-type magnet and surrounded the liquid-hydrogen 

target as a tracking detector covering about 20% of 4n solid 

angle. 

A side view of the CDC is shown in Fig. 3.8. The 

height of the CDC was 30 cm and the diameters of the 

inner-most and outer-most layers were 19 cm and 46 cm 

respectively. The endplate was made of aluminium. In order 

to minimize the material through which particles passed, 

inner and outer walls were made of 100-µm-thick Mylar. 

The CDC consisted of five concentric layers containing 

a total of 328 drift cells. The drift cell arrangement is 

shown in Fig. 3.9. The CDC was divided into four regions. 

There were two types of the cells. Small cells were 

employed in the regions I and III where the beam traversed, 

so as to prevent the loss of efficiency due to the intense 

charged-particle flux. Large cells were employed in the 

regions II and IV where only the outgoing particles passed 
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through. The wire configuration for a unit cell is shown in 

Fig. 3.10. The unit cell size was 17.3 mm x 12 mm for the 

small cells and 34.6 x 12 mm for the large cells. The sense 

wires were 30-µm-diameter gold-plated tungsten and were 

stretched with a tension of 30 g. The cathode wires were 

100-µm-diameter Mo and were stretched with a tension of 120 

g. All sense wires were running parallel, and therefore CDC 

provided hit positions projected onto the horizontal plane. 

The gas used for CDC was a mixture of 50% Ar and 50% 

ethane [Jea+79]. This gas mixture is appropriate for the 

operation of a drift chamber, because of the following 

reasons. 

1. The drift velocity of an electron is saturated at 

about 600 V/cm, which is lower than that for most 

of other gases. This provides good uniformity of 

the drift velocity. 

2. The saturated drift velocity of an electron is 

about 5 cm/µsec, which is slower than that for most 

of other gases. This ensured a good position 

resolution. 

The CDC was operated with the following high-voltage 

setting. 

Region 

I, III (small cells) 

Sense Wire (kV) 

2.20 
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-0.5 



II, IV (large cells) 2.20 -0.8 

A signal from a sense wire was transmitted to the 

amplifier-discriminator board located near the chamber, 

where the signal was amplified and discriminated. A 

balanced output from the discriminator was transmitted to an 

electronics hut through a 30-m-long twisted-pair cable and 

started a time-to-digital converter (TDC). A master trigger 

signal was used as a TDC stop signal. For both CDC and 

PDCs, we used the TDC system developed by Lecroy. This 

system consists of amplifier-discriminator cards, 32-channel 

TDC modules, a TDC controller module, and a memory module. 

When a master trigger was generated, the TDC controller 

scanned all TDC modules and transfered the addresses and 

timings of only the hit channels to the memory module. The 

memory module served as a data buffer and an interface 

between CAMAC and the TDC system. An on-line computer read 

the data of CDC and PDCs through the memory module. The 

full-scale range of the TDCs was adjusted to 500 nsec with 

1-nsec time resolution for the small cells and 1000 nsec 

with 2-nsec time resolution for the large cells. The rms 

spatial resolution obtained for both small and large cells 

was found to be about 200 µ:m at 2.5 kG of magnetic fields. 

The efficiency of each cell was 97±1% for both 

minimum-ionizing particles and incident antiprotons. 

The track reconstruction will be mentioned in 
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sect. 5.2.5. Further details of the construction, 

performance and analysis of CDC are described in [Kag85]. 

3.8 Planar Drift Chambers 

Four planar drift chambers (PDC) surrounding the CDC 

provided both vertical and horizontal coordinates of 

outgoing charged particles. In particular, the vertical 

coordinate was important in identifying the dimeson channels 

from background events. 

Since PDCl covered the forward angles, and was used to 

measure not only the dimeson channels but also the elastic 

and charge-exchange channels, it was essential to minimize 

the thickness of PDCl. Other PDCs (PDC2, PDC3, and PDC4) 

were used only for the measurement of dimeson channels. For 

this reason, we constructed two types of PDCs, Type I (PDCl) 

and Type II (PDC2, PDC3, and PDC4). 

1. Type I 

In order to minimize the thickness, the Type I chamber 

had a wire cathode plane and Mylar windows for gas seal. It 

had a sensitive area of 150 x 100 cm2 • The Type I chamber 

consisted of two independent sets of two-layer staggered 

chambers for resolving the left-right ambiguity. One set 

provided horizontal coordinates (X and X') and the other set 

provided the vertical coordinates (Y and Y'). One layer 
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consisted of a sense wire plane sandwiched between two 

cathode planes. Between the neighbouring layers, a 100-µ.m 

thick aluminized Mylar sheet at ground potential was 

stretched for electric shield. 

The frames were made of 6-mm-thick glass-fiber-epoxy. 

The printed circuit boards for wire supporting and 

electrical connection were glued to these frames. Sense 

wires and potential wires were alternately soldered on the 

same frame with a 24 mm spacing. Cathode wires were 

soldered with a 4-mm spacing. The sense wires of 

20-µ.m-diameter gold-plated tungsten were stretched with a 

tension of 50g. The potential wires and the cathode wires 

of 100-µ.m-diameter BeCu were stretched with a tension of 200 

g. The cathode and potential wires provided a sufficiently 

strong field of about 700 V/cm over the entire drift region 

for obtaining a constant drift velocity. The operating 

voltages were 1.8 kV for sense wires and -2.0 kV for 

potential wires. Over a long drift length (24mm), the 

voltages of the cathode wires were uniformly graded from O 

kV near the sense wire to -2.0 kV at the edge of the cell. 

This voltage gradient was provided by a resistor chain. A 

schematic diagram of the voltage distribution and the 

structure of the cell is shown in Fig. 3.11. 

2. Type II 

Type II chambers had a sensitive area of 150 x 80 2 cm • 
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Four chamber layers were combined together to one module and 

provided the same position information as that of Type I. 

The structure of the drift cells was almost the same as that 

of Type I. For Type II, the cathode consisted of aluminium 

patterns vacuum-evaporated on a 100-µm-thick Mylar sheet. 

These patterns were glued on 10-mm-thick acrylic-foam 

boards. Figure 3.11 shows the structure of one plane of the 

Type II chambers. 

In PDC3, thin Mylar sheets were epoxied to part of 

sense wires where the beam passed through. This procedure 

was needed to prevent avalanches generated by the beam, so 

as to avoid the efficiency loss due to high intensity of the 

beam flux. Also part of acrylic-foam boards where the beam 

passed through was hollowed out with a diameter of 20 cm. 

The voltages applied to the electrodes were the same as 

those for Type I. 

3. Operation and Performance 

Both Type I and Type II chambers were filled with the 

same gas mixture as used for CDC. The output signal was 

processed with the same method used for CDC. The full-scale 

range of TDCs was adjusted to 1000 nsec with 2-nsec time 

resolution. 

The position resolution was about 200 µm (rms) for all 

PDCs. The efficiency of Type I was found to be about 96% 

and that of Type II to be about 91% for each cell. However, 
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the efficiency of D3 was about 70% due to possible 

out-gasing from the epoxy resin used to attach a thin Mylar 

sheet on the sense wires. Figure 3.12 shows the efficiency 

of the Type I chamber as a function of the sense-wire 

voltage. Figure 3.13 shows a typical time spectrum of the 

Type I chamber. 

3.9 Antineutron Counters 

An antineutron counter (NB) module consisted of seven 

layers of 1-cm-thick scintillators interleaved between iron 

plates with a total thickness of 24.8 cm. Two 

photomultipliers viewed the module through air light guides 

whose inner surface was covered with aluminized Mylar. 

These counters were mainly used for the measurement of the 

charge-exchange reaction. In this work, they were only used 

for background rejection by applying a loose cut on their 

timing spectrum (see sect. 5.2.2). Further details of the 

NB counters are described in [Kag85]. 

3.10 Time-of-Flight System 
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3.10.1 Design and Study of TOF Counters 

As mentioned in Chapter 2, the identification of pions 

and kaons at forward and backward angles was designed to be 

done by using TOF counters. In order to cover large solid 

angles, a 150-cm long and 20-cm wide counter at the forward 

angle, and a 100-cm long and 20-cm wide counter at the 

backward angle were designed. As mentioned in sect. 3.5, C2 

counter was used as a start counter of the TOF system. We 

adopted the scintillators SCSN-38 for TF and TB cunters and 

SCSN-20 for C2 both produced by Kyowa Gas Chemical Industry. 

The light output of SCSN-38 is equivalent NEllO and that of 

SCSN-20 about 1.2 times larger than that of SCSN-38. Due to 

the cross-linked structure, the mechanical strength of these 

scintillators are excellent. Some properties of similar 

scintillators are reported in [IT82]. The scintillator was 

designed to be viewed by two 2" photomultipliers through 

light guides in order to reduce time jitter due to the 

difference of propagation times in the scintillator. For 

obtaining enough time resolution to identify pions and 

kaons, the following points of a TOF counter were studied 

and improved prior to the experiment: 

1. Thickness of a scintillator and a type of a light 

guide; 

- 29 -



2. Photomultiplier; 

3. Correction for a time walk. 

Details of each item are described in Appendix A. From 

these studies, a 3-cm-thick counter with fish-tail light 

guides was adopted. We also adopted Hamamatsu Rl332 

photomultipliers for TOF counters. The first dynode of 

Rl332 is made of GaAsP which is characterized by its high 

gain. The correction for a time walk was also found to be 

useful for obtaining the good time resolution. In the test 

prior to the experiment, we achieved a time resolution of 

about 150 psec (rms) with this TOF counter for 

minimum-ionizing particles. For TOF counters with a time 

resolution of better than a few hundred picoseconds, an 

appropriate timing monitoring system is indispensable. 

Hence, a laser-based monitoring system was developed and 

used to detect the deterioration of the time resolution as 

well as the drift in timing down to 50 psec. Details of 

this monitoring system are described in Appendix B and also 

in [Fuj+83]. 

3.10.2 TOF Counters used in the Experiment 

As mentioned in the previous subsection, two TOF 

counter walls TF and TB were placed respectively in the 

forward and backward regions. TF consisted of eleven TOF 
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counters with the size of 150 x 20 x 3 cm3 , and TB of ten 

TOF counters with the size of 100 x 20 x 3 cm3 • TX counters 

were also used for covering the gap between PDCl and PDC4. 

A summary of TOF counters is given in table 3.2. These 

counters were loosely wrapped by black paper and were viewed 

by two 2" photomultipliers (R1332) through fish-tail light 

guides. Their structure is shown in Fig. 3.14a. The 

photomultipliers were shielded from the residual magnetic 

field with an iron cylinder as shown in Fig. 3.14b. At the 

center of each TOF counter, a 10-mm-diameter hole was 

drilled. To this hole, an optical fiber cable ,through 

which laser pulse transferred to TOF counters, was attached 

with the optical connector as shown in Fig. 3.14a. The hole 

was served as a distributor of photons emitted from the 

optical fiber cable. 

One of two anode outputs of photomultipliers was fed to 

a leading-edge discriminator through a 50 m long coaxial 

cable and was used to stop a TDC (LRS 2228). The other 

anode output was fed to an ADC (LRS 2249W or 2249A) through 

an attenuator. The pulse height of each photomultiplier was 

adjusted in such a way that the pulse height for 

minimum-ionizing particles was ten times larger than the 

threshold level of the discriminator so as to reduce the 

time jitter [Tan+83]. 

The performance of the TOF system was checked by using 

the laser-based monitoring system during the experiment. 
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The overall time resolution of the TOF counters including 

the ambiguity of the track reconstruction etc. was obtained 

to be about 200 psec (rms) (see Figure A.2d), and the 

identification of pions and kaons was carried out at about 

four-standard deviation at all momenta. 
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CHAPTER 4 

DATA ACQUISITION 

4.1 Trigger and Fast Electronics 

As already described in previous chapters, we 

concurrently measured the dimeson channels, and elastic and 

charge-exchange channels. We therefore adopted a simple 

trigger scheme in which all interacting events were recorded 

on magnetic tapes. At 390 MeV/c all events including 

non-interacting events were recorded due to very low 

intensity of the incident antiproton beam. A block diagram 

of the trigger scheme is shown in Fig. 4.1. A master 

trigger consisted of the coincidence of ClC2C3 and the 

anticoincidence of C4 in order to eliminate the 

non-interacting antiproton events, and is denoted as 

ClC2C3C4. The other trigger mode used at 390 MeV/c is 

denoted as ClC2C3. 

Signals from the trigger counters were fed to 

discriminators after having passed attenuators and variable 
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delays. For C2 and C4, signals from both left and right 

photomultipliers were fed to mean timer modules in order to 

reduce time jitter due to the difference of propagation 

times in the scintillator. 

The timing of the ClC2C3 coincidence was adjusted to 

antiprotons. This was sufficient to reject most of pions in 

the beam. However, there remained pion contamination due to 

accidental coincidence caused by a high counting rate of Cl. 

The residual pions were reduced by adjusting the attenuation 

factors of Cl, C2 and C3. The pulse heights of Cl, C2 and 

C3 for minimum-ionizing particles were adjusted below the 

fixed discriminator threshold level. With this technique, 

the ratio of the beam-pion contamination in the trigger 

decreased to less than 15% at all momenta. The rejection of 

the residual pions were achieved in the off-line analysis by 

adopting tight cuts for the timing and pulse height of the 

trigger counters. 

As soon as the master trigger was generated, the 

trigger logic was disabled by the following three-stage 

inhibit: 

1. fast inhibit (gate width of 1 µsec) 

2. slow inhibit (gate width of 1 msec) 
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3. "CPU" inhibit (lasted until the data acquisition 

was finished) 

The trigger was also inhibited for about 6 sec when a 

break-down of the DC separator was detected. The number of 

the master triggers produced per burst was typically about 

30 events and the loss of the data due to the dead-time of 

the data acquisition was less than 15%. 

For monitoring the system performance and obtaining the 

absolute beam normalization, the following counting rates 

were measured by both visual and CAMAC scalers: 

1. Ungated p Coincidence rate of ClC2C3, not gated 

by the inhibit 

2. Gated p 

inhibit 

Coincidence rate of ClC2C3, gated by the 

3. Ungated ClC2C3C4 : Coincidence rate of C1C2C3 and 

C4 which represented non-interacting antiproton 

events ,not gated by inhibit 

4. Ungated n : Coincidence rate of ClC2C3 with 

discriminator thresholds set low enough to count 

minimum-ionizing particles, not gated by the 

inhibit 

Furthermore, single-count rates of the trigger counters were 

monitored by visual scalers. The number of "Gated p" was 
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particularly important for the absolute beam normalization. 

4.2 Data Acquisition and Monitoring 

Data were collected and recorded on a magnetic tape 

using a standard data acquisition system at KEK, which is 

called KEKX. The KEKX system was designed to collect data 

as fast as possible under the present on-line computer 

technology using the CAMAC system. The hardware system for 

this experiment consisted of two mini-computers (PDP-11/34 

and CCS-11), two magnetic-tape driver units, two consoles, 

and a line printer. A schematic diagram of the data 

acquisition system is shown in Fig. 4.2. In this system, 

CCS-11, which is an emulator of PDP-11, was used as an 

intelligent branch driver. PDP-11 and CCS-11 were linked 

with independent communication lines, a serial-line 

controller and a direct memory access controller. 

Instructions were communicated through the serial-line and 

data was transferred by direct memory access. PDP-11 

controlled the data flow from CCS-11 to a magnetic-tape 

driver unit and carried out an on-line analysis. 

A master trigger activated the data acquisition 

procedure. As soon as a master trigger was accepted, CCS-11 

generated a signal to inhibit the trigger logic ("CPU" veto) 

and started the data acquisition. After having read out the 

data, CCS-11 removed the inhibit signal for the trigger 
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logic. Whenever the data buffer of CCS-11 was full, the 

data were transmitted to PDP-11 and were recorded on a 

magnetic tape. For each event, the following data were 

recorded. 

1. Time, date, run number and magnetic tape number. 

2. The information of coincidence registers which 

recorded the hit patterns of TOF counters, NB 

counters, and pole-face counters. 

3. The ADC and TDC data from the trigger counters 

Cl-C4, TOF counters, and NB counters, and the ADC 

data from PIN photodiode used for laser-monitoring. 

4. The data from the memory module of the drift 

chamber read-out system, which recorded the 

hit-wire addresses and the timing information for 

the drift chambers as well as the timing 

information for the pole-face counters. 

5. The data from the scalers which counted the master 

trigger, and other counting rates mentioned in 4.1 

to check the performance of the experiment. 

A total data size for one event was 200-300 words, depending 

on the hit multiplicities of the TOF and NB counters and 

drift chambers. 

In parallel with the data taking, part of the data was 
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analyzed on-line in order to monitor the performance of the 

detectors. The analyzed results were displayed on the 

console at any time on request. The high-voltage supplies 

for the MWPCs, CDC, and PDCs were monitored by an 

independent micro-computer throughout this experiment. 

Furthermore, during the experiment the recorded data were 

checked in detail in the off-line analysis using the M-200H 

computer system at KEK. For example, the bit patterns of 

the ADC and TDC data and the correlation between pulse 

height and timing for each detector were carefully checked. 

4.3 Data-Taking Procedure 

This experiment was carried out from October 1982 to 

February 1983. The data-taking was sequentially performed 

from the highest to the lowest momentum. Most of the 

recorded data were acquired by the ClC2C3C4 trigger mode. 

However, at 390 MeV/c most of the data were acquired by 

ClC2C3 trigger mode because of very low intensity of the 

incident antiprotons. In order to check possible systematic 

biases at all momenta, data were also periodically recorded 

by the C1C2C3 trigger mode. The number of the total 

recorded events at each momentum is given in table 4.1. 

Prior to the data-taking at each momentum, we carefully 

tuned the momentum and phase space of the beam. The beam 

momentum was so adjusted as to obtain the quoted values of 
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390, 490, 590, 690 and 780 MeV/c at the center of the 

liquid-hydrogen target, taking account of the energy loss of 

the beam. Since the beam orbit passing through the magnet 

geometrically shifted according to the beam momentum, we 

also adjusted the position of the counter C4 prior to the 

data-taking at each beam momentum. In addition to the data 

acquisition runs, the following runs were performed. 

1. The laser calibration runs for the TOF and NB 

counters were periodically performed once a day. 

2. Empty target runs were performed at each beam 

momentum. However, because of very low trigger 

rate, only a few hundred-thousand events were 

recorded. An estimation of the effect from the 

wall of the target cell was made by using these 

data. 

3. Some runs were performed with the magnetic field 

off in order to determine the precise positions of 

the PDCs and MWPCs using the linear-extrapolation 

method from the CDC. 

4. For the calibration of some detectors, runs with 

the pion beam trigger were performed. 
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CHAPTER 5 

ANALYSIS 

5.1 Identification of Antiprotons in the Beam 

As discussed in sect. 4.1, incident antiprotons were 

tightly selected by the trigger logic. However, since the 

high counting rate of Cl caused the ClC2C3 accidental 

coincidence events, part of the recorded events were due to 

beam pions. 

The rejection of the residual accidental pion events 

were done in the off-line analysis, using both pulse-height 

and timing information of C2 and C3. In order to determine 

the cut parameters on the pulse-height and time-of-flight 

distributions, pure samples of both beam pions and 

antiprotons were needed. This was done by using one of the 

TF counters, which was hit by the beam. As shown in 

Fig. 5.la, beam pions and antiprotons were clearly separated 

in the time-of-flight distribution because of a long flight 

path and good time resolution of the TF counter. 
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The pulse-height and time-of-flight distributions of C2 

for the pure samples of beam pions and antiprotons tagged by 

TF are shown together in Figs. 5.2a and 5.2b and those of C3 

in Figs. 5.3a and 5.3b. The cut parameters on these 

distributions were determined by inspecting them by eye. 

The arrows in Figs. 5.2 and 5.3 show the determined cut 

parameters. The time-of-flight between C2 and C3 was found 

to be very effective for rejecting contaminated pions. The 

reason is as follows. The beam pions recorded by the master 

trigger were mostly caused by the accidental ClC2C3 

coincidence due to the high counting rate of Cl. For these 

events, therefore, the Cl timing recorded by the TDC did not 

correspond to the pions detected by C2 and C3. 

Consequently, the TOF between Cl and C2 and that between Cl 

and C3 did not represent the true pion timing. On the other 

hand, the TOF between C2 and C3 was free from the Cl timing, 

and therefore represented the true pion timing. An example 

of TOF(C2-C3) distribution is shown in Fig. 5.4, where the 

arrow indicates the applied cut. 

After these cuts were applied, the purity of incident 

antiprotons could be monitored again using the TOF 

distribution of TF counters. An example of this TOF 

distribution is shown in Fig. 5.lb. At the sacrifice of 

about 1-15% of incident antiprotons depending on the beam 

momentum, incident antiprotons were purified to better than 

99% at all momenta. 
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5.2 Data Reduction 

5.2.1 General 

As mentioned in sect. 4.1, all interacting events were 

recorded on magnetic tapes. However, the rate of dimeson 

events (uKK N 130 µb, unn N 400 µb at 800 MeV/c) is quite 

small in comparison with that of elastic scattering and 

annihilation reactions (uel N 30 mb, uan N 70 mb at 800 

MeV/c). Consequently, the total number of the dimeson 

events was estimated to be only about 0.1% of the total 

number of the recorded events. Therefore it was quite 

important to carry out the off-line analysis effectively, 

and to save the computing time (CPU time). For this purpose 

the data reduction consisted of several stages. 

At the first stage, a simple analysis was performed 

using only the timing information of the counters and the 

hit pattern of the CDC. An elaborate analysis requiring 

long CPU time, i.e., track reconstruction, was carried out 

at later stages for reduced number of events. 

In parallel with the data reduction, studies of various 

cuts and corrections on the data, calculation of the 

acceptance, and studies of the systematic errors were 

carried out. 

All the off-line analysis was performed using M-200H 

computers at KEK. 
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5.2.2 First-Stage Data Reduction 

Most of background events due to elastic scattering and 

annihilation reactions were rejected at the first stage 

reduction, using the TOF information of the counters and the 

wire hit pattern of the CDC. 

The dimeson events were required to satisfy the 

following conditions. 

1. An incoming antiproton must be identified by the 

trigger counters. 

2. There must be no hit in the pole-face counters. 

3. In both NB and TOF counters, there must be no hit 

due to protons, antiprotons or background pions. 

4. At least three or more charged-prong clusters must 

be found in the hit pattern of the CDC. 

The second condition enabled us to reject most of 

multi-pion events in which more than three pions were 

emitted. Figure 5.5 shows the TOF distribution of the TF 

counters at 590 MeV/c, where all events hitting the TF 

counters are plotted, and Fig. 5.6 shows that of NB 

counters, where all events hitting the NB counters are 

plotted. Residual pions in the beam, pions from 

annihilation reactions, protons and antiprotons from elastic 

scattering and background pions produced by non-interacting 
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antiprotons annihilated in the beam dump were clearly 

identified. The cuts on these distributions were determined 

as shown in these figures. The cut parameters on the timing 

of TOF and NB counters were loosely set so as to avoid the 

loss of dimeson events. Most of antiprotons and protons 

from elastic scattering and background pions were rejected 

by the conditions 3 and 4. 

This reduction was performed with short CPU time, 

because only the TDC data of the counters and the wire hit 

pattern of the CDC were used. It took about ten minutes to 

analyze about 50000 events, and about 6% of the total 

recorded events were retained after this first reduction. 

5.2.3 Second-Stage Data Reduction 

At the second stage, complete beam track reconstruction 

was carried out, but for the outgoing charged-particles, 

tracks projected onto the horizontal plane were 

reconstructed using CDC. Then, a loose kinematical fit was 

performed so as to reject part of background events. 

An incident beam track projected onto the horizontal 

plane was reconstructed by using MWPCl, MWPC2 and CDC, where 

a hit was required in the plane of each beam chamber giving 

the vertical coordinate, and also hits in more than 

three-layers of the CDC were required. The vertical 

coordinates of the incident beam track were determined by 
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MWPCl and MWPC2. The reconstructed incident beam track was 

required to pass through the target. The efficiency for the 

beam track reconstruction was found to be 91±1% at all 

momenta. 

For the reconstruction of an outgoing charged-particle 

track, more than three layers of the CDC were required to be 

hit. At this stage, two reconstructed tracks in addition to 

the incident beam track were required to exist for dimeson 

events, and other events were discarded. 

For one of the measured angles of the outgoing 

particles, the angle of the other outgoing particle was 

predicted by the hypotheses of pp ~ n+n- and pp ~ K+K- using 

the two-body kinematics. We then obtained the difference 

between the predicted and the measured angles (hereafter 

+ - + -abbreviated as ~8nn for n n and ~8KK for K K ). At this 

stage, the resolution for the angle between the incident 

beam and the outgoing particle was about 5° (rms), because 

the outgoing particles were only reconstructed in the 

horizontal plane, and moreover, a constraint on the vertex 

was not used yet. However, this resolution was enough to 

reject the elastic scattering events for which the 

calculated ~8nn and ~8KK were both more than 50°. Here we 

required an absolute value of ~8nn and ~8KK less than 30°. 

About 0.5% of the total recorded events survived at each 

momentum after this reduction. The track reconstruction 

efficiency using CDC will be described in sect. 5.2.5. 
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5.2.4 Third-Stage Data Reduction 

At this stage, complete reconstruction of the outgoing 

track and a calculation of the vertex point were carried 

out, and a tight coplanarity cut enabled us to obtain the 

+ - + -data containing a high proportion of the pp ~ n n and K K 

events. 

The projection of the outgoing track onto the 

horizontal plane was reconstructed using CDC and PDCs (hits 

in more than three layers in CDC and at least one hit in 

each of the two layers of the horizontal unit of one PDC 

were required). The status of the outgoing-track 

reconstruction on the horizontal plane was classified into 

the following three levels: 

1. For about 66% of the data retained after the second 

stage of reduction, both two outgoing tracks were 

reconstructed on the horizontal plane using CDC and 

PDCs (2TR EVENT). 

2. For about 30% of the data retained after the second 

stage of the data reduction, only one outgoing 

track was reconstructed using both CDC and PDCs, 

and the other track was reconstructed using only 

CDC due to either acceptance limitation or the 

inefficiency of PDCs (lTR EVENT). 
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3. For about 4% of the data retained after the second 

stage of the data reduction, both two outgoing 

tracks were reconstructed using only CDC due to the 

same reason as mentioned above (OTR EVENT). 

The vertex point was obtained using the reconstructed 

tracks. For 2TR-EVENTs and OTR-EVENTs, the vertex on the 

horizontal plane was defined as a middle point between two 

intersections between the incident track and two outgoing 

tracks. For lTR-EVENTs, the vertex point was defined as the 

intersection of the incident track and one outgoing track 

which was reconstructed using CDC and PDCs. For all types 

of events, all tracks were reconstructed again by including 

the vertex point to improve the reconstruction accuracy. 

The vertical coordinate of the vertex was calculated by a 

linear-extrapolation method using the vertical hit 

coordinates in the beam chambers MWPCl and MWPC2. The 

distribution of the vertex points projected onto the 

horizontal plane is shown in Fig. 5.7 where the profile of 

the target, one of the supporting poles of the CDC, and the 

Mylar walls of the vacuum chamber are seen. In order to 

reject the background events emerged from the walls of the 

vacuum chamber, loose cuts were applied in the forward and 

backward directions as shown in Fig. 5.7. Since the target 

size was much larger than the beam profile as shown in 

Fig. 5.8, no phase-space cut was applied to the incident 
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antiproton tracks. The contribution from the Mylar walls of 

the target cell was later corrected when the differential 

cross sections were calculated. 

The vertical coordinates of the outgoing tracks were 

determined by PDCs or TOF counters. A position resolution 

of TOF counters for the vertical coordinates was 4 cm (rms). 

Hits in both two layers of the vertical unit of one PDC were 

required in order to perform a linear fitting including the 

vertical coordinate of the vertex. The vertical coordinate 

information from TF and TB counters were only used when 

there was no information from PDCs. The TX counters gave 

the vertical coordinates of those tracks passing a gap 

between PDCl and PDC4. The overall reconstruction 

efficiency for the outgoing tracks was 70%-90% depending on 

the detectors used for reconstruction. Since the 

reconstruction efficiency depended on the scattering angle, 

it was taken into account when the geometrical acceptance 

was calculated. 

The resolution for the angle between the incident and 

and outgoing tracks for 2TR-EVENTs and that for lTR-EVENTs 

were 1.2° and 1.3° (rms) respectively. This resolution for 
0 OTR-EVENTs was about 2 (rms), but the OTR-EVENTs gave 

little effect on the overall angular resolution because of 

the limited number of these events. The overall angular 

resolution was about 1.2° (rms). These resolutions included 

the effect of multiple scattering. After the track 
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reconstruction, those events having two outgoing tracks with 

the same charge were rejected. 

As mentioned in Chapter 2, coplanarity is the most 

effective constraint for identifying the dimeson events. 

Here we define the variable representing coplanarity as an 

angle 8cop between one outgoing track and the vector-product 

of the incident-beam track and the other outgoing track. 

From this definition, 8cop of events satisfying coplanarity 

must cluster around 90°. Figure 5.9 shows a scatter plot 

of ~8nn vs. 8cop' where dimeson events clustered in the 
- + - + -region expected for the hypotheses pp ~ n n and pp ~ K K • 

The projections of this scatter plot onto each axis are 

shown in Figs. 5.lOa and 5.lOb. A striking peak of dimeson 

events is found in both ~8nn and 8cop distributions, where 

the events were integrated over the full angular range, and 

+ - + -therefore n n events and K K events were overlapped and 

were not separated in this distribution. 

A tight coplanarity cut was applied to select the 

dimeson events from the background events. The coplanarity 

cut parameters were determined for all combinations of the 

two detectors used for vertical reconstruction of the two 

outgoing tracks. No beam-momentum dependence of the cut 

parameters was found. Also, it was checked that a small 

variation of the cut parameters gave no effect on the shapes 

of the angular distributions of the dimeson events. The 

dimeson events rejected by the coplanarity cut were about 
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19% of the total dimeson events and were corrected for when 

calculating the differential cross sections. Details of 

this correction are described in sect. 5.6. 

After these selections, a few thousands of events 

survived. These events contained more than 50% of dimeson 

events. Figure 5.11 shows the d8nn distribution of the 

survived events. We reduced the ratio of background to 

dimeson events in the dimeson-peak region to less than 20%. 

The survived background events were considered to originate 

mostly from the reactions pp~ n+n-n°n° and n+n-n°. The 

residual background events were rejected or estimated by 

using the d8nn distribution and the TOF information of TF 

and TB counters. Details are mentioned in sect. 5.3. 

We summarize in table 4.1 the number of the incident 

- + - + -antiprotons, uncorrected pp ~ n n and K K events at each 

momentum. 

5.2.5 Reconstruction using CDC and its Efficiency 

The procedure for the track reconstruction using CDC 

consisted of the following three steps: fragment finding, 

track finding and track fitting. 

First the hit positions were divided into fragments, 

which are the clusters of the hit wires having nearly the 

same azimuthal angles with respect to the center of CDC. 

After the division into the fragments, the hit position in 
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each drift cell was calculated using the relation between 

the drift time and space position. There are two candidates 

for the hit position due to the left-right ambiguity. In 

fact, under the influence of the magnetic field, this 

relation is not unique and depends on the angle of incidence 

of the charged track into the drift cell. The method and 

results of determining these relations will be fully 

described in [Kag85]. 

The track finding was carried out for each fragment. 

Our track finding procedure was based on the link-and-tree 

method given in [CC81]. According to this method, hit 

points were first connected to form links. A link was 

defined as a pair of hit points (in the simplest case, a 

pair of hits points in adjacent layers). Next, a 

relationship is defined between the two links having a 

common hit point and nearly the same slope. According to 

this relationship, the list of the links was constructed. 

Using this list, a track was constructed as an unbroken 

chain of links. For most of the tracks, the left-right 

ambiguity was resolved by this track finding procedure. A 

track was fitted to a spline curve [Win74]. When there was 

more than one track candidates, we selected the track having 

the smallest value of x2 Further details of the 

reconstruction procedure are described in [Kag85]. 

The CDC reconstruction efficiency for the outgoing 

particles was estimated using pions produced in annihilation 
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events. As a reference for defining the outgoing particles, 

PDCs were used. The information of two horizontal 

coordinates from the staggered PDC chambers enabled us to 

identify the particles emitted from the target (outgoing 

particles). Using these outgoing particles, the 

reconstruction efficiency of CDC was determined for 10° 

angular intervals covered by PDCs. The results are shown in 

Fig. 5.12 where the reconstruction efficiencies are shown 

over the angular range covered by PDCs. In this figure, o0 

is defined as the direction of the beam. Due to the 

supporting poles of the CDC, small dips are observed in the 

reconstruction efficiency at around 60° and 320°. For the 

purpose of cross-checking this method, TF and TB counters 

(these covered only the forward and backward angular 

regions) were also used for the determination of the CDC 

reconstruction efficiency. The efficiencies determined by 

both methods agreed within 3%. The angular distribution of 

this efficiency was uniform within ±3% at all momenta except 

for the regions corresponding to the supporting poles. A 

typical CDC reconstruction efficiency was 87±3% at all 

momenta. For the angular regions not covered by PDCs, this 

typical efficiency was used. 
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5.2.6 Vertical Reconstruction Efficiency using POCs 

To estimate the efficiency of vertical reconstruction 

using POCs, the outgoing tracks reconstructed on the 

horizontal plane were used as reference. The efficiencies 

were found to be: 

POCl 85±1%, 

POC3 48±1%, 

POC2 83±1% 

POC4 84±1% • 

The poor efficiency of 03 is considered to be due to 

possible out-gassing from the epoxy resin used to attach a 

thin Mylar sheet on the wires. However, the TB counters 

covered the region of 03, and therefore the vertical 

coordinates of the outgoing tracks passing 03 were obtained 

from TB when 03 was inefficient. 

5.3 Identification of Pions and Kaons 

+ -As mentioned in Chapter 2, the identification of TI TI 

+ -and K K was carried out using the difference in the opening 

angle, except for the forward and backward angles. 

Considering the angular resolution (1.2° rms) and the small 

difference of the opening angles (d8KKTITI = d8TITI-d8KK) in the 

forward and backward directions, TOF information of the TF 

and TB counters was used for the identification of the pions 

* and kaons in the region of lcos 8 I > 0.9, which was covered 

by TF and TB at all beam momenta. Below we describe the 
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actual identification procedure. 

* 5.3.1 Region leas 8 I < 0.9 

In order to estimate the yields of the reactions pp ~ 

+ - + -
1f 1f and K K and background with good accuracy, this region 

was divided into 8 subregions as follows: 

* * 0.9> cos 8 ~ 0.7, 0.7> cos 8 ~ 0.5, 

* * 0.5> cos 8 ~ 0.3, 0.3> cos 8 ~ o.o, 
* * 0.0> cos 8 ~-0.3, -0.3> cos 8 }.-0.5, 

* * -0.5> cos 8 ~-0.7, -0.7> cos 8 ~-0.9. 

The identification of n+n- and K+K- events was studied in 

each subregion. 

Figure 5.13 shows examples of the (~8nn+~8KK)/2 

+ -distribution in which separated peaks due to the n n and 

+ -K K events and an almost constant background were seen. 

In the subregions where ~8KKnn was less than 3.6°, there 

+ - + -exists some overlap between the peaks of n n and K K • 

The estimation of the number of n+n-, K+K-, and background 

events was performed in the following way. The 

distribution of (~8nn+~8KK)/2 was fitted with a function 

+ -consisted of two gaussian terms corresponding to the n n 

+ -and K K peaks and a constant background term. The widths 

of the two gaussians were taken to be the measured angular 

resolution, and the distance between the two centroids of 
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the gaussians was taken to be that predicted from the 

two-body kinematics for pp~ n+n- and pp~ K+K-. The 

energy loss of the incident antiprotons in the target was 

corrected using the information of the vertex point in 

order to improve the angular resolution. The fitted 

results were visually checked. 

- + -The number of the pp ~ K K events was calculated 

using the fitted results. For the analysis of the pp ~ 

n+n- events, evaluation of the number of the n+n- events 

* was performed in 20 subregions with a cos 8 step of 0.1, 

+ -since the number of n n events was larger than that of 

+ -the K K events by a factor of about 4. The events with 

~8nn less than ±2.5 standard deviations were assigned to 

n+n- events. The contributions from the background and 

+ -from the tail of the K K events were subtracted in each 

subregion using the fitted results. 

* 5.3.2 Region jcos 8 I ~ 0.9 

In this region, the TOF information was used for the 

+ - + -identification of the n n and K K events. At all 

momenta, the TOF information was obtained for all events 

in this region. About 90% of these dimeson events had 

hits in both TF and TB counters, and about 10% had a hit 

in only the TB counters. 

Since it is was not possible to determine the 
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momentum of an outgoing particle due to low magnetic 

fields, the difference between the measured and predicted 

TOF for K+K- events was used to identify n+n- and K+K-

events. For this purpose, the following parameter was 

defined: 

+ -(Measured - Predicted TOF for K K ) x Constant 

+ - + -TOF predicted for K K - that for n n 

where ~tF was defined for the TF counters and ~tB was 

defined for the TB counters. The value of constant was 

arbitrarily chosen to 20. Less than one hundred dimeson 

events hit each TOF counter at one momentum. Therefore, 

it was difficult to separate pions and kaons clearly in 

the TOF distribution in one TOF counter. Using the 

parameters ~tF and ~tB defined above, all events were 

plotted in one histogram. It was then possible to clearly 

+ -All the K K events 

+ -clustered around ~tF, ~tB =O and all the n n events 

around ~tF, ~tB =-20. Figure 5.14 shows the distributions 

of (~tF+~tB)/2 for all the events having a hit in the both 

TF and TB counters. + - + -The cluster of n n and K K events 

were found to be separated by about four standard 

deviations at all momenta. Figure 5.15 shows scatter 

plots of ~tB vs. ~tF at all beam momenta. The clusters of 
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+ - + -n n and K K events were observed to be clearly 

separated. Furthermore, the pulse-height information of 

the TB counters convinced us the above identification of 

pions and kaons. Fig. 5.16 shows scatter plots of ~tF 

vs. ADC of TB. The ratio of the most probable pulse 

height of the pions to that of the kaons agreed with the 

ratio calculated from the hypotheses of pp ~ n+n- and pp ~ 

K+K-. 

The classification of the events in this region was 

carried out on the basis of this scatter plot in the 

following way. Events which had hits in both the TF and 

+ - + -TB counters were classified to n n and K K events by 

using the scatter plots of ~tF vs. ~tB as shown in 

Fig. 5.15. On the other hand, events which had a hit only 

in the TB counters were classified by using the scatter 

plot of ~tF vs. ADC of TB as shown in Fig. 5.16. In order 

to check the performance of the method for the events 

having a hit only in the TB counters, the events having 

hits in both TF and TB counters were classified by using 

this method. This result agreed with the result obtained 

by the method using both TF and TB counters. 

The distributions of ~8KK and ~8nn for the events 

assigned to K+K- by the TOF information are shown in 

Fig. 5.17a. Clearly, these events are consistent with the 

pp ~ K+K- kinematics. The distributions of ~8nn and ~8KK 

for the events assigned to n+n- by the TOF information are 
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also shown in Fig. 5.17b. There is less background in the 

K+K- events than in the n+n- events. This is because the 

background particles originating from three- or four-pion 

annihilation events have similar velocities as those of 

- + -outgoing particles from the pp ~ n n reactions. In order 

to reject the residual background, the events assigned to 

+ -K K were required to have the values of ~8KK less than 

2.5 standard deviations of the angular resolution, and the 

+ -events assigned to n n were also required to satisfy the 

same criterion for ~8nn· The background level was assumed 

to be linear and was determined from the distribution near 

the peak. + -The number of the K K events in this region 

was estimated from the events which was assigned to K+K-

events by the TOF information and satisfied the criterion 

in the difference of the opening angle. Finally, 

subtracting the background from the above number, the 

+ -number of the K K events were obtained. The number of 

+ -the n n events in this region was estimated in a similar 

+ -way. The pion contamination in the K K events was less 

than about 5% at all beam, which was estimated from 

another tail of the n+n- distribution. 

In order to make sure that the above identification 

method is reasonable, the following check was made. 

Figure 5.18 shows the same scatter plots as shown in 

Fig. 5.15, for the background events which did not satisfy 

the coplanarity requirement. It is apparent that there is 
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+ -no cluster of K K events. 

It should be noted that the particle identification 

* at the forward and backward angles , leas 8 I > 0.95, was 

not satisfactorily performed in the previous experiments 

[Eis+75, Car+77]. The present experiment is the first one 

with good performance of the particle identification in 

this region. 

5.4 Normalization of Incident Antiprotons 

For obtaining the differential cross sections, the 

number of incident antiprotons is necessary. As shown in 

Fig. 4.1, all inhibit signals for the master trigger 

disabled both ClC2C3C4 and ClC2C3 (Gated p as mentioned in 

sect. 4.1). Therefore, the ratio (~) of the rate of 

ClC2C3 to the rate of master trigger (ClC2C3C4) was used 

to obtain the number of incident antiprotons from the 

number of the master trigger, and the results are given in 

table 4.1. The variation of this ratio at each beam 

momentum was checked run-by-run and found to be within 

about 2%. We therefore considered a beam normalization 

error of ±2% at all beam momenta. 

In the data reduction, the beam track reconstruction 

and identification of antiprotons were required. 

Therefore, these efficiencies were must be corrected. The 

combined efficiency (Eb) for the beam reconstruction and 
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beam p identification was obtained at each momentum from 

events taken with the ClC2C3 trigger, and the results are 

listed in table 5.1. 

Furthermore, the antiproton beam was attenuated along 

the path in the liquid-hydrogen target by the 

antiproton-proton interactions, and this effect must also 

be corrected for the beam normalization. The effective 

beam intensity I can be represented by the initial beam 

intensity 1
0 

and the target length L as 

I = I
0

[1-exp(-unL)]/unL, 

where n is the number of protons per unit volume and u is 

the pp annihilation cross section. The correction factor 

(€a = l-I/1
0

) is about 3% at all momenta and is given in 

table 5.1. 

With all these corrections, the number of incident 

antiprotons is given by 

(No. of ClC2C3C4) x 1 x €b x (l+€a) • 

5.5 Effective Target Length 

There was a small event-by-event variation of the 

path length of the incident antiproton through the target. 

At each beam momentum, an effective target length was 

defined as an average of the path lengths of the incident 
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beam trajectories. For the calculation of the 

differential cross sections, the calculated effective 

target lengths listed in table 5.1 were used. We 

considered an overall normalization error of ±2% for the 

liquid-hydrogen target, including error of the effective 

length and error of the liquid-hydrogen density. 

5.6 Corrections Arising from the Data Reduction Procedure 

At various stages of the data reduction, losses of 

the dimeson events occurred due to the applied cuts. To 

account for these effects, the following corrections were 

considered: 

1. A correction for the loss of events due to the 

coplanarity cut; 

2. A correction for the loss of events due to the 

constraint for the charges of the outgoing tracks: 

3. A correction for the loss of events due to the 

"accidental coincidence" of a background charged-track 

and a dimeson event in CDC. 

The number of the dimeson events rejected by the 

coplanarity cut was estimated from the distribution of 

~8nn or ~8KK for the rejected events, where the dimeson 

events rejected by the coplanarity cut clusters around 
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~8nn =0. The percentage of the rejected dimeson events 

was checked for each combination of the detectors which 

provided the vertical coordinates of the outgoing tracks. 

It was found to be between 13% and 24% depending on the 

combination of the detectors and the beam momentum. Since 

this variation is probably consistent with the statistical 

fluctuation due to the limited number of dimeson events in 

the events rejected by the coplanarity cut, a constant 

correction factor of 19±4% was applied. 

The correction for the second item arises from the 

fact that a certain percentage of charged tracks were 

assigned with a wrong charge. This often happened when 

one of the hit coordinates of the CDC was spurious or only 

three layers had hits. Even when the entire five layers 

of the CDC were hit, a small portion of the data had 

misidentified charges because of the weak magnetic field 

and the short flight path in the magnetic field. The 

correction factor was estimated to be 10±2.0% by 

inspecting the coplanarity distribution of the events 

rejected due to the wrong charge combination of the 

outgoing tracks. 

The number of the charged prongs in CDC was important 

for the selection of dimeson events. If a dimeson event 

was accidentally accompanied by a background charged 

particle going into CDC (it was either a pion in the beam 

or a muon associated with the accelerator beam), that 
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event was rejected after the track reconstruction. This 

probability was estimated by visual scan of the hit 

pattern of the CDC for randomly sampled events taken by 

the C1C2C3 trigger. The correction factor thus obtained 

was 7±3% at all momenta. 

5.7 Acceptance and Decay Correction 

In this experiment, the apparatus was designed to 

cover a full range of polar angle. In particular, the 

* coverage up to leas 8 I= 0.99 with large solid angle was a 

characteristic feature of this experiment in comparison 

with the previous experiments which had covered mainly 

I 8*1 cos < 0.95. 

A Monte-Carlo method was used to calculate the 

acceptance as a function of the c.m. angle. The decay 

correction was also included in this Monte-Carlo 

calculation. The procedure adopted to determine the 

acceptance was as follows. The beam phase-space, the beam 

momentum distribution and the vertex point distribution, 

all obtained from the experimental data, were represented 

by gaussian distributions. The energy loss of antiprotons 

in the liquid-hydrogen target was calculated 

event-by-event. The outgoing particles emerging from the 

target were traced through the magnetic field. Kaons and 

pions were allowed to decay. About 30% of K+K- and 6% of 
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+ -n n events were lost due to the decay. The effect of the 

decay was found to be almost independent of the beam 

momentum, because the momenta of the outgoing particles at 

a fixed angle change by less than 100 MeV/c for the beam 

momenta between 390 and 780 MeV/c. The ambiguity in the 

track reconstruction and the multiple scattering of the 

outgoing particle were included in the calculation. 

However, the energy loss of the outgoing particle was 

ignored, because the momentum of the outgoing particle was 

not measured in this experiment. The vertical 

reconstruction efficiency of the TF and TB counters and 

PDCs, and the angle-dependent reconstruction efficiency of 

CDC were also included in the Monte Carlo calculation. 

The results of this Monte-Carlo calculation are shown 

in Figs. 5.19a and 5.19b. These distributions represent 

the combined effects of the detector acceptance, decay 

correction and the reconstruction efficiency. The 

qualitative feature of the distribution does not 

substantially depend on the beam momentum. This is 

because the center-of-mass energy only varies from 1920 

MeV to 2010 MeV in the momentum range measured in this 

experiment. An ambiguity of the acceptance calculation 

caused by the uncertainties in the position and effective 

area of the apparatus, and in the angular resolution was 

estimated to be less than 3% by changing the positions of 

detectors and the angular resolution within possible 
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errors in the Monte-Carlo calculation. 

5.8 Summary of Corrections and Systematic Errors 

To summarize, the corrections applied to the data 

mainly consist of three categories. The first category 

includes the corrections regarding the beam and target 

normalization, and the second category includes the 

corrections having the angular dependence, i.e., the 

detector acceptance, decay corrections and track 

reconstruction efficiency. The third category includes 

the corrections for the loss of dimeson events caused by 

the cuts applied to the data during the data reduction. 

All these corrections have already been described. 

There are two more corrections applied to the data 

which have not yet been described. They are: 

1. absorption corrections for emitted pions and kaons; 

2. contribution from the Mylar walls of the target cell. 

The correction for the absorption of the outgoing charged 

particles by the materials was estimated using the nuclear 

absorption cross section uab(A). For the material with 

atomic weight A, uab(A) is given by uab(A) = 

A213uab(Hydrogen), where uab(Hydrogen) is the Kp or np 

inelastic cross section. The correction factor was found 
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to be about 0.7±0.3% for both pions and kaons at all 

momenta. 

It was difficult to estimate the number of the 

dimeson events originated from the Mylar walls of the 

target because of the limited empty target data and 

smearing of the opening angle due to the Fermi motion of 

protons in nuclei. We therefore estimated this correction 

in the following way. By removing the vertex cut 

mentioned in sect. 5.2.4, the dimeson events originating 

from the Mylar window of the vacuum chamber were obtained. 

Since the Mylar thickness of the target cell was the same 

as that of the vacuum chamber window, the correction 

factor for the dimeson events originating from the target 

wall was assumed to be given by the rate of the dimeson 

events originating from the vacuum chamber window. It is 

-2±1% at all beam momenta. 

The total systematic error was given by adding each 

error in quadrature. A summary of the corrections and 

errors is listed in table 5.1. 

5.9 Absolute Momentum and Mass Resolution 

In a previous experiment for the measurement of pp 

and pd total cross sections performed at the K3 beam line, 

the absolute beam momentum was measured with an accuracy 

of ±0.5%. Details are described in [Sum82]. In this 
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experiment, the dipole magnet Dl shown in Fig. 3.2 was set 

to the same condition as those of the previous experiment. 

Therefore, using those data, the absolute value of beam 

momentum was known to with an accuracy of ±0.5%. 

Furthermore, due to the kinematical fit, the above absolute 

value of beam momentum was found to be correct with an 

accuracy of ±2.0%. 

The mass resolution for the pp system was determined by 

the spread of the beam momentum and the energy loss of the 

incident antiprotons in the target. The spread of the beam 

momentum was ±2.5% at all momenta. The mass resolution at 

each beam momentum is given in table 5.2. 
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CHAPTER 6 

RESULTS AND DISCUSSION 

6.1 Differential Cross Section Results 

+ - + -From the observed number of the n n and K K events, 

the differential cross sections were calculated using the 

following relation. 

da Ni 
= ----------

dO LpNANP071 

the number of + - + - in the i-th bin Ni: n n or K K 

71 correction for the loss of events given in table 5.1 

L effective liquid-hydrogen target length given 

in table 5.1 

p : the density of liquid hydrogen, 0.07028 g/cm3 

NA: Avogadro number 

NP: number of incident antiprotons 

0 : acceptance for the i-th bin including the decay 

correction and the reconstruction efficiency. 
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The differential cross sections and their statistical errors 

- + -are listed in table 6.1 for pp ~ n n and in table 6.2 for 

- + - * pp ~ K K • The angle 8 is defined as the angle between the 

incident track and the negative outgoing particle (n- or K-) 

in the c.m. system. The differential cross sections are 
- + -also plotted in Fig. 6.1 for pp ~ n n and in Fig. 6.2 for 

- + -As the beam momentum decreases, the pp ~ n n 

angular distribution smoothly changes from a symmetric shape 

to an asymmetric one. In particular, large forward peak 

develops below 490 MeV/c. - + -The pp ~ K K angular 

distribution behaves quite different from that of pp 

The shape of the distribution for pp ~ K+K- does not change 

very much with the beam momentum. However, large forward 

and backward peaks develop at 590 and 490 MeV/c. 

6.2 Legendre Expansion 

The differential cross sections were fitted with a 

Legendre polynomial series: 

du 

dO 

where an is a coefficient for the n-th Legendre polynomial. 

Since it has been known from previous experimental results 

that only the Legendre polynomials up to the 6th order 

contribute to the cross sections of both pp ~ n+n- and K+K-

reactions below 1 GeV/c, the Legendre polynomials up to the 
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6th order were used to fit the present data. The obtained 

Legendre coefficients normalized by a
0 

are shown in Fig. 6.3 

for pp ~n+n- and in Fig. 6.4 for pp ~ K+K- as a function of 

the beam momentum. At all beam momenta, Legendre 

polynomials up to only the 4th order substantially 

contribute to the differential cross sections for both pp ~ 

n+n- and pp~ K+K-. 

6.3 Total pp + -and K K Cross Sections 

- + - + -The total cross sections for pp ~ n n and K K are 

given by 4na
0

, where a
0 

is the expansion coefficient for the 

0th order Legendre polynomial. We have checked that these 

results are consistent with the total cross sections 

obtained by directly integrating the 

differential-cross-section data. The results are listed 

with statistical and systematic errors in table 6.3 for pp ~ 

+ - - + -n n and in table 6.4 for pp ~ K K • The results are also 

shown in Fig. 6.5 for pp~ n+n- and Fig. 6.6 for pp~ K+K-

with the previous experimental results [Biz+69, Man+71, 

Nic+73, Eis+75, Sai+83] as a function of the beam momentum, 

where statistical errors and the mass resolution are drawn. 

The total cross section for the reaction pp ~ n+n-

seems to decrease smoothly, except for a small bump around 

500 MeV/c. On the other hand, there is a significant 

enhancement in the pp ~ K+K- total cross section around 500 
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MeV/c. The statistical significance of these structures are 

more than 4 standard deviations. 

6.4 Comparison with Other Data 

Below 1 GeV/c, measurement of the differential cross 

sections for the reactions pp ~ n+n- and pp ~ K+K- has been 

quite limited. The data with good statistics have only been 

- + - - + -reported for both pp ~ n n and pp ~ K K at 890 and 780 

MeV/c by Eisenhandler et al. [Eis+75]. At 780 MeV/c, the 

shape of the differential cross section obtained in this 

experiment reasonably agrees with that of Eisenhandler et 

- + - - + -al. for both pp~ n n and pp~ K K , as shown in Fig. 6.7a. 

Here, the absolute value of the differential cross section 

- + -for pp ~ n n reported by Eisenhandler et al. is normalized 

+ -to our data, because the total cross section for pp ~ n n 

of Eisenhandler et al. is by about 30% larger than our 

result. 

Below 0.6 GeV/c, only Sai et al. [Sai+83] measured the 

- + - -angular distributions of the reactions pp ~ n n and pp ~ 

K+K- at 630 and 470 MeV/c in a bubble-chamber experiment. 

However, their statistical accuracy was low and their data 

were obtained by integrating events over the momentum 

interval of about 100 MeV/c. - + -For pp ~ n n , our data 

roughly agree with their data as shown in Fig. 6.7b, where 

the data of Sai et al. are normalized to our data. For pp ~ 
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+ -K K , our data roughly agree with their data at 630 MeV/c, 

but at 470 MeV/c the forward peak observed in our data was 

not seen in their data as shown in Fig. 6.7b. 

The total cross sections for both reactions pp + -
-+ 7T 7T 

and K+K- agree with most of the previous data above 600 

MeV/c within the statistical errors. However below 600 

MeV/c there are significant discrepancies between our data 

- + -and two previous data [Biz+69, Sai+83] for both pp -+ 7T 7T 

and K+K-. These previous data below 600 MeV/c were measured 

in bubble-chamber experiments and their statistical accuracy 

is low. In particular, for the reaction pp -+ K+K- only a 

few events were obtained over a wide momentum bin. Finally, 

it should be noted that the data of Bizzarri et al. [Biz+69] 

- + -for the reaction pp -+ K K show an enhancement at ~ ~30 

MeV/c. It is not clear whether this enhancement is the same 

object as has been observed in our data at ~ 490 MeV/c. 

6.5 Comparison with Theoretical Calculations 

Recently the cross sections of the reactions pp + -
-+ 7T 7T 

+ -and K K in the low energy region have been calculated using 

a non-relativistic quark model [KW84]. In this model, there 

are two quark diagrams which contribute to the reaction pp -+ 

+ -
7T 7T • One is the quark-rearrangement process (abbreviated 

as the R-process) and the other is the quark annihilation 

process (abbreviated as the A-process) shown in Fig. 6.8. 
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+ -For the reaction pp ~ K K , however, only the A-process 

contributes. Since the R-process is considered to be 

suppressed at higher energies due to an increasing momentum 

mismatch between the initial- and final-state quark wave 

functions, the contribution of the R-process decreases more 

rapidly than that of the A-process as the momentum 

increases. By this reason, the cross section for the 

- + -reaction pp ~ n n is considered to decrease more rapidly 

than that of the reaction pp~ K+K-. Indeed, such a 

behavior is seen in the result of the theoretical 

calculation shown in Figs. 6.5 and 6.6 where the calculated 

results are normalized to our data at 390 MeV/c. Compared 

with these predictions, the enhancements observed for the 

- + + -reactions pp ~ n n and K K are both found to be about 150 

µb. 

6.6 Resonance Interpretation of the Observed Structure 

As has already been discussed, a significant structure 

was observed in the total cross sections for both the 

+ - + -reactions pp ~ n n and K K at around 490 MeV/c. This 

structure is particularly prominent in pp~ K+K-, because 

the cross section around the peak region is relatively small 

and its momentum dependence is not very steep, contrary to 

the behavior of the cross section for pp~ n+n-. In view of 

the fact that almost all cross sections of the pp reactions 
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smoothly decrease with beam momentum in the low energy 

- + - -region, this structure observed in u(pp ~ TI TI ) and u(pp ~ 

+ -K K ) is unexpected and quite interesting. 

It is tempting to interpret this structure as a 

manifestation of a resonance. If this interpretation is 

allowed, it is then possible to restrict the quantum numbers 

of this resonance. From the Legendre expansion of the data, 

the angular momentum states of J = 0,1 and 2 are found to 

substantially contribute to the differential cross sections. 

However, it is difficult to determine which of these states 

is responsible for this resonance. In the momentum 

dependence of the Legendre-expansion coefficients for pp ~ 

+ - + -
TI TI and K K , there are small bumps for a

2
/a

0 
around 490 

MeV/c (see Figs. 6.3 and 6.4). However, it is difficult to 

draw a definite conclusion from the behavior of the 

Legendre-expansion coefficients alone. From the selection 

rules mentioned in Chapter 1, the following IG and JPC are 

allowed to this resonance: 

+ ++ ) , or ( 0 , 2 ) , 

where G = + is determined because the structure exists in 

+ -the TI TI channel. 

The mass and width of this resonance cannot be 

determined very precisely because the cross sections 

essentially enhance at one momentum. Thus we quote 

Mass = 1940 ± 20 MeV 
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r ~ 40 Mev . 

However, the width cannot be very narrow. Otherwise, the 

resonance cross section would be very large. No such 

structure has been observed in the pp total cross section 

measurements with a good mass resolution( ~ 1.5 MeV (rms)). 

What is this resonance? Is it a baryonium? To answer 

these questions, an estimation of the partial widths is 

quite important. 

From the results of the pp total cross section 

measurement [Sum+82], the upper limit of the total cross 

section of a possible resonance is about 1 mb for a width of 

10 ~ 40 MeV. Using a simple Breit-Wigner formula, the total 

cross section ut and the cross section uKK for the reaction 

- + -pp ~ K K are represented as 

(2J+l) nrr = ------------- _________ Ee _______ _ 
(2Sp+l)(2Sp+l) k 2 [(E-Eo) 2 + (r/2) 2 ] 

where J is the angular momentum, Sp is the spin of the 

proton, Sp is the spin of the antiproton, E
0 

is the total 

energy at the resonance peak and k is the c.m. momentum. 

At E=Eo (beam momentum ~490 MeV/c) we have 
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k = 237.5 MeV/c 

From these expressions and the limit O't < 1 mb, -r_ k 2 x 1 mb 0.044 
_EE < -------- = --------r 1T(2J+l) 2J+l 

This means that the decay branching ratio of this resonance 

to the pp channel is about or less than 4% • Also, using 

+ -the observed cross section to the K K channel, uKK ~ 150 

µb, 

= > 0.15 .... 

Therefore, 

rKK > o.15r 

Similarly, 

and 

> o.3r • ,.._ 

From these results it is unlikely that this resonance is a 

baryonium, because a baryonium is expected to strongly 

couple with the pp channel. It is noted that a high mass 

ordinary meson such as J/~ has a branching ratio of order 1% 

to the pp channel. 

Furthermore, other dimeson channels, for example KO KO L S 
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or n°n°, are considered to couple with this resonance if 

they are allowed by the conservation of the quantum numbers. 

In fact, an enhancement has been reported in the K°KO 

channel around 500 MeV/c [Kub+82]. The sum of the 

contributions from dimeson channels is likely to almost 

exhaust the upper limit allowed for the resonance total 

cross section. If this is true, this resonance mainly 

couples with dimeson channels. This also is a reason that 

it is difficult to consider this resonance as a candidate 

for a baryonium. 

To summarize, the characteristics of this resonance 

are: 

1. Relatively narrow width (less than 40 MeV) in spite of 

its high mass (N1940 MeV); 

2. Dominant decay modes going to dimeson channels, and 

3. Possible quantum numbers of (IG, JPC) = 

(0+, o++), (1+, 1--), or (0+,2++) . 

+ -From the large enhancement observed in the K K channel, 

this resonance is considered to be excited as an 

intermediate state in the A-process discussed in sect. 6.5. 

If this is true, an ordinary meson or a hybrid meson are 

considered to be candidates for this resonance. However, a 

width of an ordinary meson with mass N 2 GeV is 0(200 MeV), 
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unless there is some suppression mechanism like the OZI 

rule. Also, considering the large coupling constant as N 1 

in the low energy region, a glueball is another possibility 

for this resonance. In this case, the diagrams shown in 

Fig. 6.9 are responsible for the resonance formation 

depending on the quantum numbers. It should be noted that a 

glueball or a hybrid meson is considered to show a 

characteristic feature of the decay into two mesons with no 

flavor dependence. By this reason, it seems to be a 

tempting hypothesis that this resonance, which couples 

+ - + -equally to the n n and K K channels, is a candidate for an 

exotic meson. 
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CHAPTER 7 

CONCLUSIONS 

We have measured the differential cross sections for 

- + - + -the reactions pp ~ n n and K K at 390, 490, 590, 690 and 

780 MeV/c with good statistical accuracy (about 600 events 

for n+n- and 150 events for K+K- at each momentum). This 

experiment is distinguished from the previous experiments in 

the following points: 

1. The full angular range was simultaneously measured. 

In particular, the forward and backward angles were 

measured with large acceptance at all momenta; 

2. In the forward and backward angles, the 

+ - + -identification of the n n and K K events was 

carried out using the TOF method. This allowed 

+ - + -clean separation of the n n and K K events at a 

level of four standard deviations; 
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3. A simple trigger scheme was adopted, in which all 

interacting incident antiproton events were 

recorded. Therefore, our results are free from 

possible systematic errors caused by the trigger. 

These features enabled us to reduce the systematic errors 

and to obtain reliable results. 

The results obtained in this experiment are summarized 

as follows: 

1. For the total cross section of the reaction pp ~ 

+ -K K , a significant enhancement of ~150 µb is 

observed at around 500 MeV/c. Also, in the total 

+ -cross section of the reaction pp ~ n n , a ~150 µb 

bump is observed at the same momentum; 

2. The angular distributions are quite different for 

pp~ n+n- and pp~ K+K-. In particular, for pp~ 

+ -n n a large forward-backward asymmetry is observed 

below 500 MeV/c. - + -For pp ~ K K , forward and 

backward peaks significantly enhance around 500 

MeV/c; 

3. From the Legendre-expansion fits to the 

differential cross sections, the angular momentum 

states with J = 0, 1, and 2 are found to 

substantially contribute to these reaction 
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channels. 

If the observed structure is interpreted as a resonance, its 

characteristics are: 

Mass = 1940 ± 20 MeV 

Width r < 40 MeV 
""" 

(IG, JPC) = (0+, O++), (1+, 1 + ++ ) , or ( 0 , 2 ) • 

This resonance is considered to mainly decay into dimeson 

channels, if an upper limit for the resonance cross section 

of Nl mb [Sum+82] is taken seriously. Then, it is unlikely 

that this resonance is a baryonium. On the other hand, the 

+ - + -observed nearly equal cross sections for the TI TI and K K 

channels may suggest the po~sibility that this resonance is 

an exotic meson such as a glueball or a hybrid. Of course, 

this interpretation of the observed structure is highly 

speculative, and it is difficult to establish the existence 

of such a resonance from the results of the present 

experiment alone. However, this is quite an intriguing 

possibility, and, without doubt, deserves further 

investigation. Finally, it should also be noted that as yet 

even an ordinary meson resonance has not been conclusively 

observed in the s-channel pp interaction. 
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APPENDIX A 

Development of TOF counters 

A.l. Thickness of a Scintillator and a Type of a Light 

Guide 

A long attenuation length of a scintillator reduces the 

position dependence of the time resolution, and therefore is 

very important for the good time resolution of a large 

scintillation counter. A attenuation length depends on a 

thickness of a scintillator. Also the design of the light 

guide must be optimized to minimize the time dispersion for 

early photons which is most important for the time 

resolution. A twisted light guide is known to be better 

than a fish-tail light guide. Figure A.l showes the 

position dependence of the time resolution for the 2-cm 

thick and 150-cm long counter with the twisted light guides 

and the 3-cm thick and 150-cm long counter with the 

fish-tail light guides ( for the limitation of the 

experimental area, only a fish-tail light guide, which 
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length is about half of that of a twisted light guide, was 

able to be used for the 3-cm thick counter). The position 

dependence of the 3-cm thick counter was smaller than that 

of the 2-cm thick counter and over all time resolution was 

obtained about 150 psec (rms) for the 3-cm thick counter and 

about 200 psec (rms) for the 2-cm thick counter. This test 

was carried out by using pion beam prior to the experiment 

and details are described in ref. [Tan+83]. 

From this result, a 3-cm thick counter with fish-tail 

light guides was adopted. 

A.2. Photomultiplier 

The time resolution of a photomultiplier mainly depends 

on the gain of a first dynode and the focusing structure 

between a photocathode and a first dynode. The high gain of 

a first dynode reduces the statistical fluctuation of 

photoelectrons, and the good focusing structure decreases 

the difference of time of flight of photoelectrons between a 

photocathode and a first dynode. From these points, R1332 

produced by Hamamatsu Photonics Co., Ltd., was adopted for 

large TOF counters and 8850 produced by RCA Co., Ltd., for 

C2 counter. R1332 and 8850 have GaAsP and GaP(Cs) first 

dynode respectively, both which gains are about ten times 

larger than that of a BeCu first dynode. Furthermore, for 

obtaining a good focusing structure, the voltage between a 

photocathode and a first dynode was fixed at 750 V by zener 
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diodes. 

Typical time resolution for single photon illuminating 

full range of a photocathode was obtained about 280 psec for 

both Rl332 and 8850 and better than that for R8575 which is 

popularly used for TOF counters (about 500 psec). Details 

of this development are described in ref. [Tan82]. 

A.3. Correction for Time Walk 

In order to reduce the time walk effect, the correction 

using the pulse height of a photomultiplier was done in the 

off-line analysis. The time dependence of a photomultiplier 

signal V(t) is qualitatively represented [Bra+76]: 

2 V(t) = V
0

(t/tR) exp(-2(t/tR-l)), 

where tR is the rise time and V
0 

is a constant. 

Using this formula, the time walk At is represented: 

At = t
0 

- t = W(l/vq
0 

- l/vq), 

where q is the amplitude of a reference pulse, W is a 

parameter determined by the data, t is the measured time 

interval, and t
0 

is the time interval corrected. Figure 

A.2a showes a typical example of the scatter plot t 

vs. 1000./v(ADC of a TOF counter), where linear relation 

between t and 1000/v(ADC of a TOF counter) is indeed 

observed. Figure A.2b showes the scatter plot t
0 

vs. 1000/v(ADC of a TOF counter), where the time walk is 

found to be reduced. By this correction, the time 
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resolution is improved from 250 psec (rms) to 200 psec (rms) 

as shown in Figs. A.2c and A.3d (this data was obtained from 

the actual experimental data, not test data, and therefore 

this resolution included the ambiguity of the track 

reconstruction). In order to use this correction in the 

off-line analysis, the pulse-amplitude information of each 

photomultiplier was required to be recorded, and a 

leading-edge discriminator was required. In the off-line 

analysis, this correction were applied for all TOF counters. 

Details of this method are described in ref. [Tan+83]. 
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APPENDIX B 

Laser-based Monitoring System 

A laser-based monitoring system for counters was 

developed for this experiment. This system was successfully 

found to be quite useful and reliable monitoring the 

performance of the TOF counter system. 

In this experiment, a TOF counter system with a time 

resolution of better than 200 psec was required in order to 

identify kaons and pions in the momentum range from 700 

MeV/c to 1300 MeV/c, as mentioned in Chapter 2. The time 

information from TDCs (T) is represented by: 

where T1 is a transit time from a laser to counters, ~Tl and 

~T are time jitter of the laser-monitoring system and c 

photomultipliers respectively, and Tc is a transit time from 

a photomultiplier to a TDC. The following characteristics 

of the system including electronics had to be monitored at 

the on-line level: 
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1. Deterioration of the time resolution (ATC); 

2. Drift of T • 
c' 

3. Performance of ADCs and TDCs. 

In addition, the variation of the photomultiplier gains 

were required to be monitored, because there is the strong 

correlation between the stability of the gain and the timing 

characteristics. 

In order to simplify the system and operate easily, we 

adopted a system consisted of one light source. Further a 

reference for the timing was adopted for rejecting the time 

jitter of the light source. From these points, we 

constructed the monitoring system with a dye laser pumped by 

a nitrogen gas laser (light source), fiber bundle, and a 

biplaner vacuum photodiode (reference for the timing). 

Furthermore, a PIN photodiode was used for monitoring the 

laser intensity. A schematic arrangement of this system is 

shown in Fig. B.l. 

A light pulse was emitted from a dye laser with a rise 

time of 60 psec and a width of 100 psec, which was pumped by 

an ultraviolet light pulse (A = 337 nm) emitted from a 

nitrogen gas laser having a rise time of 100 psec and a 

width of 200 psec. The dye used for the experiment was 

Coumarin 500, and the spectrum emitted from this dye was 

473-547 nm with the maximum lasing wave length of 500 nm. 
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This emission spectrum is almost the same as the 

luminescence spectrum of a scintillator. 

Laser pulse was split by a half mirror and illuminated 

a biplaner vacuum photodiode having a 12-mm diameter 

photocathode (hereafter abbreviated as VPD). The VPD output 

has very fast rise and fall times of 60 psec and 50 pesc 

respectively at an anode voltage of 2 kV, because the VPD 

has a simple structure. In fact, it consisted of only a 

planer photocathode and a mesh anode. Thus, the VPD is a 

ideal detector as a reference for the timing. The output 

signal of VPD was shaped by a leading-edge discriminater and 

used as a master trigger during the monitoring. 

Furthermore, the laser pulse intensity was monitored 

event-by-event by a PIN photodiode which has excellent 

linearity and long-term stability. 

The laser pulse was attenuated by several neutral 

filters and was brought to the center of each TOF counter 

with a 15 m long graded index quartz fiber cable. A frosted 

glass diffuser was used to destroy high intensity spot due 

to coherence of the laser light. The laser pulse was also 

brought to each air light guide of NB counters to monitor 

the photomultiplier gains. The intensity of the laser pulse 

for TOF and NB counters was adjusted in such a way to give 

nearly the same pulse height of photomultipliers as that for 

minimum-ionizing particles. 

The distribution of laser pulse intensity was about 11% 

- 88 -



(rms). Also the deterioration of both the cavity of laser 

and the dye decreased the laser pulse intensity to about 80% 

for two weeks. In order to eliminate the effect due to this 

untorelably large distribution of the laser pulse intensity, 

we used only those laser pulses which had larger pulse 

intensity than a given threshold. Then, we obtained the 

timing resolution of each photomultiplier of TOF counters 

for the laser pulse about 100 psec (rms) and sufficient to 

detect the drift in timing less than 50 psec. Figure B.2 

shows a example of the timing distribution of one 

photomultiplier of TOF counters for the laser pulse where 

the effect for eliminating the lower laser pulse intensity 

is shown. On the other hand, for monitoring the 

photomultiplier gains, the output of photomultipliers were 

normalized by the output of the PIN photodiode. By this 

procedure, the long-range deterioration of the laser pulse 

intensity was avoided. However, in this experiment, the 

intensity of the laser light pulse illuminating the 

scintillator were limited, because the laser pulse light 

were tuned in such a way discussed above and the width of 

the laser pulse was very narrow. Hence, the distribution of 

amplitude of each photomultiplier for the laser pulse 

normalized by the output of PIN photodiode was about 11% 

(rms) due to the low photoelectron statistics as shown in 

Fig. B.3. However a few percent shift in the normalized 

pulse height distribution would be easily detected, and this 
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was sufficient for the purpose of the present experiment. 

At the test prior to the experiment, the distribution of the 

normalized pulse was obtained about 2% (rms) when the laser 

pulse intensity was large enough to neglect the 

photoelectron statistics of a photomultiplier. 

During the data-taking run, the TOF system and NB 

counters were calibrated using this monitoring system once a 

day. The operation of this system was very easy. As soon 

as a command was sent from a console, the data taking was 

disabled and the laser was turned on. The timing 

distribution and pulse height distribution of TOF counters 

for about 1000 laser pulse were analyzed at on-line and 

recorded on magnetics tape. 

Prior to the experiment, all counters were calibrated 

by this laser system and a table for timing resolution and 

pulse height was prepared in a calibration file. The 

results of each monitoring run was compared with the 

calibration file by the analysis program. When 

deterioration was detected, a warning was produced. It took 

only a few minutes to perform this monitoring,This laser 

system was operated with no trouble for a half of a year. 

Only cleanning of the laser cavity and the exchange of the 

dye were needed once two weeks, 

In the off-line analysis of the TOF counters, the 

difference of the transit time of the photomultipliers and 

the length of the signal cables were corrected based this 
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calibration data. 
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Table 1.1 

Summary of the quantum numbers associated with the 
incident and outgoing channels 

c 

G 

I 

pp + -
7T 7T 

(-)L+S (-)J (-)J 

(-)L+l+I(-)J+I + 

1,0 1,0 1,0 

J = Total angular momentum 
S = Spin of pp system 

+ 

+ 

0 0 

L = Orbital angular momentum of pp system 
I = Isotopic Spin 
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+ 

+ 

1 



Counter 

Cl 

C2 

C3 

C4 

Table 3.1 

Summary of the trigger counters 

Dimensions (mm) 
Width x Height x Thickness 

140 

120 

45 

200 

"' = 70 

* rp = 200 or 300 

3 

6 

PMT Scintillator 

RCA8575 x 1 NE 102 

RCA8850 x 2 SCSN-20 

Rl332 x 2 NE 102 

RCA8575 x 2 NE 102 
-.--------------------------------------------------------------

At 780 and 690 MeV/c, a 200-mm-diameter, and 
at 590, 490 and 390 MeV/c, a 300-mm-diameter scintillators 
were used as C4. 

Counter 

TF 

TB 

TX 

Table 3.2 

Summary of the TOF counters 

Dimensions (mm) 
Width x Height x Thickness 

200 

200 

200 

1500 

1000 

1000 

30 

30 

30 
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PMT 

Rl332 x 2 

Rl332 x 2 

Rl332 x 2 

Scintillator 

SCSN-38 

SCSN-38 

SCSN-38 



Table 4.1 

Summary of the number of the initial and selected events 

Momentum 
(MeV/c) 

780 

690 

590 

490 

390 

Trigger 
mode 

ClC2C3C4 

C1C2C3C4 

ClC2C3C4 

ClC2C3C4 

ClC2C3 

recorded 
events 

3.616 
x 10 

7.416 
x 10 

8.546 
x 10 

6.056 
x 10 

8.836 
x 10 

incident 
anti protons 

4.16 7 
x 10 

4.02 7 
x 10 

3.37 7 
x 10 

2.81 7 
x 10 

1.04 7 
x 10 
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+ -
71' 71' 

483 

672 

783 

1022 

395 

131 

162 

236 

413 

60 



Table 5.1 

Summary of the corrections and errors at each beam momentum 

Beam Momentum (MeV/c) 

The combined efficiency for 
beam track reconstruction 
and identification of p 

(€b) (%) 

780 

53.9 
:1::2.3 

690 

72.9 
:1::4.0 

590 

76.2 
±4.1 

490 

83.7 
±0.9 

390 

85.4 
±.1.1 

Beam Absorption (€a) (%) 2.7 2.7 3.1 3.3 3.6 

Effective target length (L) 174.3 171.9 173.3 166.6 154.4 
(mm) 

Error of beam normalization 

Error of effective 
target length 

Coplanarity cut 

Constraint for the charge 
of outgoing tracks 

Loss of events due to the 
"accidental coincidence" in CDC 

Error of acceptance including 
the reconstruction efficiency 
in CDC and PDCs 

Absorption for outgoing particles 

Effect of target walls 

Total correction factor (~) 0.35 

Total systematic error 7.7 
(±%) 

±2% 

±2% 

19±4% 

10±2% 

7±3% 

±4% 

0.7±0.3% 

-2±1% 

0.48 

8.3 

0.50 

8.4 
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0.55 

7.4 

0.57 

7.4 

.. 



Table 5.2 

Summary of the mass resolution 

Beam Momentum (MeV/c) 780 

Ambiguity of momentum 9 
loss in target (MeV/c) 

Distribution of 20 
Beam momentum (MeV/c) 

Mass of pp system (MeV) 2012 

Mass resolution (MeV) 7.5 

690 

9 

17 

1986 

7.0 
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590 

10 

15 

1960 

4.3 

490 

18 

12 

1936 

4.3 

390 

33 

10 

1916 

4.1 



Table 6.1 

Table of the differenti~l cro~s_section with the statistical 
error for the reaction pp ~ n n 

790 MeV/c 
---------.------------------------.--------------------

cos8 du/dO error cos8 du/dO error 
(µb/sr) (µb/sr) 

-------------------------------------------------------
-0.95 94.1 9.5 . 0.05 11.1 0.2 . 
-0.85 74.4 14.2 . 0.15 24.5 9.6 . 
-0.75 46.9 30.2 . 0.25 21.4 9.1 . 
-0.65 29.0 7.2 . 0.35 22.7 7.5 . 
-0.55 20.5 5.2 . 0.45 9.5 5.3 . 
-0.45 19.2 5.7 . 0.55 19.7 5.9 . 
-0.35 7.1 5.2 . 0.65 19.2 5.8 . 
-0.25 6.9 6.7 . 0.75 19.9 10.8 . 
-0.15 18.4 8.6 . 0.85 37.1 11.6 . 
-0.05 21.7 13.1 . 0.95 60.6 6.8 . 

690 MeV/c 
---------.------------------------.--------------------

cos8 du/dO error cos8 du/dO error 
(µb/sr) (µb/sr) 

-0.95 70.1 7.0 . 0.05 16.8 7.8 . 
-0.85 67.2 12.1 . 0.15 23.9 9.5 . 
-0.75 35.6 35.6 . 0.25 34.5 10.4 . 
-0.65 28.3 6.9 . 0.35 21.5 6.8 . 
-0.55 22.7 5.4 . 0.45 15.4 4.5 . 
-0.45 22.7 5.7 . 0.55 26.8 5.5 . 
-0.35 20.1 7.9 . 0.65 38.2 6.6 . 
-0.25 17.1 8.4 0.75 60.2 14.7 
-0.15 37.1 11.1 0.85 79.7 15.0 
-0.05 9.0 6.4 0.95 57.1 5.6 

590 MeV/c 
---------.------------------------.--------------------

cos8 du/dO error cos8 du/dO error 

-0.95 
-0.85 
-0.75 
-0.65 
-0.55 
-0.45 
-0.35 
-0.25 
-0.15 
-0.05 

(µb/sr) (µb/sr) 

81.9 
81.3 
34.5 
39.1 
21.6 
17.6 
31.5 
32.7 
43.4 
22.9 

9.7 
14.3 
24.4 
7.9 
5.4 
5.6 

11.4 
11.3 
12.4 
7.9 

: 0.05 
0.15 
0.25 
0.35 
0.45 
0.55 
0.65 

: 0.75 
: 0.85 

0.95 
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29.3 
15.3 
47.6 
28.3 
43.8 
43.2 
57.5 
76.9 

107.5 
123.5 

10.2 
9.8 

12.7 
8.5 
7.6 
7.7 
8.9 

18.4 
17.2 
9.1 



490 MeV/c _________ * ________________________ * ____________________ 
cos9 du/dO error cos9 du/dO error 

(µb/sr) (µb/sr) 
-------------------------------------------------------

-0.95 
-0.85 
-0.75 
-0.65 
-0.55 
-0.45 
-0.35 
-0.25 
-0.15 
-0.05 

89.8 14.5 0.05 25.8 
41.3 14.6 . 0.15 45.5 . 
23.5 15.5 . 0.25 34.1 . 
38.0 10.8 . 0.35 53.6 . 
23.0 8.2 0.45 48.7 
18.2 6.9 . 0.55 74.2 . 
30.3 12.6 . 0.65 128.7 . 
20.1 10.8 . 0.75 120.6 . 
ao.3 10.8 . 0.85 219.0 . 
34.7 9.8 . 0.95 278.6 . 

390 MeV/c _________ * _________________ _ 
cos9 du/dO error 

(µb/sr) 

-0.95 
-0.80 
-0.60 
-0.40 
-0.20 
-o.o 
0.20 
0.40 
0.60 
0.80 
0.95 

43.2 
56.0 
20.1 
33.1 
15.2 
41.6 
35.3 

109.9 
104.6 
242.1 
221.5 

12.0 
14.6 
15.5 
10.8 
8.2 
6.9 

12.6 
10.8 
10.8 
9.8 
9.8 
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10.2 
13.8 
12.0 
14.3 
9.7 

10.0 
14.1 
19.4 
18.7 
18.9 



Table 6.2 

Table of the differenti~l cro~s_section with the statistical 
error for the reaction pp ~ K K 

790 MeV/c 
---------.---------------

cos8 da/dO error 

-0.95 
-0.80 
-0.60 
-0.40 
-0.15 
0.15 
0.40 
0.60 
0.80 
0.95 

(µ.b/sr) 

46.2 
34.3 
2.3 
2.4 
2.2 
5.0 

11.9 
7.1 

19.0 
20.1 

590 MeV/c 

4.8 
18.3 
3.2 
2.2 
6.4 
3.1 
3.9 
3.5 
8.9 
4.7 

---------.---------------
cos8 da/dO error 

(µ.b/sr) 
--------------------------

-0.95 86.3 9.2 
-0.80 51.7 15.3 
-0.60 7.8 3.2 
-0.40 3.4 3.4 
-0.15 5.6 4.2 
0.15 12.1 4.8 
0.40 6.7 3.7 
0.60 11.7 3.9 
0.80 35.9 25.5 
0.95 43.1 6.3 

------------------------

690 MeV/c 
--------.-------------------

cos8 da/dO error 

-0.95 
-0.80 
-0.60 
-0.40 
-0.15 
0.15 
0.40 
0.60 
0.80 
0.95 

(µ.b/sr) 

40.7 
49.2 
7.4 
2.5 
2.1 
4.7 
8.7 
8.3 

22.7 
14.1 

490 MeV/c 

5.8 
14.5 
1.9 
4.3 
4.3 
3.9 
3.1 
2.7 
8.9 
3.5 

--------.-------------------
cos8 da/dO error 

(µ.b/sr) 
----------------------------

-0.95 134.8 14.4 
-0.80 62.1 16.3 
-0.60 25.6 6.7 
-0.40 2.7 5.3 
-0.15 3.3 6.3 
0.15 10.4 4.2 
0.40 16.1 6.9 
0.60 8.4 7.0 
0.80 36.3 27.6 
0.95 79.0 8.7 

---------------------------
390 MeV/c 

---------.------------------
cos8 da/dO error 

-0.95 
-0.80 
-0.60 
-0.40 
-0.15 
0.15 
0.40 
0.60 
0.80 
0.95 

(µ.b/sr) 

67.3 
42.2 
3.6 
4.8 
5.2 
5.7 
5.2 

11.0 
33.2 
23.1 

15.0 
17.4 
3.6 
2.9 
5.1 
5.4 

10.4 
7.7 

21.8 
12.8 
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Table 6.3 

Table of the total cross section with sta~i~tical and 
systematic errors for the reaction pp ~ n n 

Momentum (MeV/c) 780 

unn (µb) 340 

Statistical error (±µb) 22 

Systematic error (±µb) 26 

690 

373 

18 

31 

Table 6.4 

590 

534 

24 

45 

490 

816 

32 

60 

390 

850 

63 

63 

Table of the total cross section with sta~i~tical and 
systematic errors for the reaction pp ~ K K 

Momentum (MeV/c) 780 690 590 490 390 
----------------------------------------------------
uKK (µb) 117 119 225 315 169 

Statistical error (±µb) 19 17 22 31 31 

Systematic error (±µb) 9 10 19 23 13 
----------------------------------------------------

- 103 -



Fig. 1.1 

Fig. 2.1 

Fig. 2.2 

Fig. 2.3 

Fig. 2.4 

Fig. 3.1 

Fig. 3.2 

Fig. 3.3 

Fig. 3.4 

Fig. 3.5 

Fig. 3. 6 

Fig. 3.7 

Figure Captions 

Possible quark diagrams for the reactions pp ~ 

1T+1T- and K+K-

* + -B vs. Blab for the reaction pp ~ 1T 1T 

+ -Blabl vs. Blab2 for the reactions pp ~ 1T 1T and 

K+K-at 600 MeV/c 

t.B1T1TKK vs. Blab 

P vs. Blab for the reactions pp ~ 

at 800 MeV/c 

+ -
1T 1T 

+ -and K K 

Plan view of the experimental arrangement 

Plan view of K3 Beam Line 

a) Horizontal beam size at 500 MeV/c b) Vertical 

beam size at 500 MeV/c 

Yield of antiprotons per 1012 12 GeV primary 

proton beam at K3 beam line 

Schematic diagram of the the target cell and the 

vacuum chamber 

Schematic diagram of the arrangement in the gap 

of the c-type magnet 

Vertical component of the magnetic field at the 
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horizontal plane where the y coordinate runs 

along the beam line 

Fig. 3.8 Side view of CDC 

Fig. 3.9 Cell arrangement in CDC 

Fig. 3.10 Geometrical structures of small and large cells 

in CDC 

Fig. 3.11 Geometrical structures of cells of PDCs 

Fig. 3.12 Efficiency of PDC for minimum ionizing particles 

as a function of applied voltage to sense wires 

with voltage of cathode wires fixed at -2.0 kV 

Fig. 3.13 The time spectrum of PDC 

Fig. 3.14 a) Geometrical structure of TOF counters and 

sketch of connection between a glass fiber and a 

TOF counter 

Fig. 4.1 

Fig. 4.2 

Fig. 5.1 

Fig. 5.2 

b) Structure of connection between a 

photomultiplier and a light guide 

Block diagram of the trigger scheme 

Block diagram of the online data processing 

system 

a) Scatter plot for timing vs. pulse height of TF 

counters at 690 MeV/c, where beam pions, pions 

from annihilation reactions and antiprotons form 

elastic scattering are shown. 

b) Same figure as a) after rejecting beam pions 

The distributions of 

a) Timing of C2 
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Fig. 5.3 

Fig. 5.4 

Fig. 5.5 

Fig. 5.6 

b) ADC channel of C2 at 690 MeV/c for events 

identified as antiprotons and pions by TF 

counters, where the arrow indicates the cut 

position. 

The distributions of 

a) Timing of C3 

b) ADC channel of C3 at 690 MeV/c for events 

identified as antiprotons and pions by TF 

counters, where the arrow indicates the cut 

position. 

The distribution of TOF (C2-C3) at 690 MeV/c for 

events identified as antiprotons and pions by TF 

counters, where the arrow indicates the cut 

position. 

a) Scatter plot at 590 MeV/c for timing vs. pulse 

height of TF counters where beam pions, pions 

from annihilation reactions and antiprotons form 

elastic scattering are shown. 

b) Projected timing distribution where the arrow 

indicates the cut position. 

Scatter plot at 590 MeV/c for timing vs. pulse 

height of antineutron counters (NB), where pions 

from annihilation reactions, antiprotons form 

elastic scattering and pions from antiproton 

annihilation at the beam dump are shown. 

b) Projected timing distribution where the arrow 
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indicates the cut position. 

Fig. 5.7 The distribution of vertex points on the 

horizontal plane at 490 MeV/c, where target 

profile, Mylar window of vacuum chamber and 

supporting poles are shown and the dashed lines 

indicates the cut positions. 

Fig. 5.8 Beam phase space at 490 MeV/c 

a) Horizontal distribution of beam at the focus 

point 

b) Vertical distribution of beam at the focus 

point 

Fig. 5.9 Scatter plot for 8cop vs. ~8nn at 590 MeV/c 

Fig. 5.10 a) 8cop distribution projected from Fig. 5.9 

b) ~8nn distribution projected from Fig. 5.9 

Fig. 5.11 ~8nn distributions for the data survived through 

the data reduction at all momenta 

Fig. 5.12 The distribution of the CDC reconstruction 

efficiency at 780 and 490 MeV/c 

Fig. 5.13 ~8nn distributions at 590 MeV/c in the subregion 

* * of -0.5 >cos 8 > -0.7 and -0.3 >cos 8 > -0.5 and 

fitting functions are drawn. 

Fig. 5.14 Distributions of (~F+~B)/2 at all momenta 

Fig. 5.15 Scatter plot for ~tF vs. ~tB at all momenta, 

+ -where K K events clusters around (~tF, ~tB)=(O, 

+ -0) and n n events around (-20,-20). 

Fig. 5.16 Scatter plot for ~tF vs. ADC of TB at all 
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momenta. 

Fig. 5.17 a) ~8nn and ~8KK distributions for the events 

assigned to K+K- by TOF counters at 490 MeV/c 

b) ~8nn and ~8K distributions for the events 

+ -assigned to n n by TOF counters at 490 MeV/c 

Fig. 5.18 Scatter plot same as Fig. 5.16 for backgrounds 

Fig. 5.19 

Fig. 6.1 

Fig. 6.2 

Fig. 6.3 

Fig. 6.4 

events which were rejected by coplanarity cut. 

No cluster of K+K- events are observed. 

a) The acceptance for the the reaction pp + -
-+ n n , 

which included the decay and the reconstruction 

efficiency of CDC and PDCs. 

+ -b) The acceptance for the the reaction pp -+ K K , 

which included the decay and the reconstruction 

efficiency of CDC and PDCs. 

The differential cross section for pp + -
-+ n n 

between 390 MeV/c and 780 MeV/c. The curves are 

Legendre fits up to 5th order 

The differential cross section for pp-+ K+K-

between 390 MeV/c and 780 MeV/c. The curves are 

Legendre fits up to 5th order 

Legendre coefficients normalized by a
0 

for the 

+ -the reaction pp -+ n n as a function of beam 

momentum 

Legendre coefficients normalized by a
0 

for the 
- + -the reaction pp -+ K K as a function of beam 

momentum 
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Fig. 6.5 

Fig. 6.6 

Fig. 6.7 

Fig. 6.8 

Fig. 6.9 

Fig. A.1 

Fig. A.2 

Fig. B.1 

Total channel cross section for the reaction pp~ 

+ -TI TI where previous data [Biz+69, Man+71, Nic+73, 

Eis+75, Sai+83] and the theoretical prediction of 

total cross section [KW84] are shown. 

Total channel cross section for the reaction pp ~ 

+ -K K where previous data [Biz+69, Man+71, Nic+73, 

Eis+75, Sai+83] and the theoretical prediction of 

total cross section [KW84] are shown. 

Comparison to other data 

a) Comparison to Eisenhandler et al. 

b) Comparison to Sai et al. 

Quark diagram for the reactions pp ~ TI+TI- and 

K+K-

Quark diagram possibly coupled with glueball 

states for the reaction pp ~ TI+TI- and K+K-

Position dependence of the time resolution for 

3-cm thick scintillator with fish-tail light 

guides and 2-cm thick scintillator with twisted 

light guides 

a) Typical scatter plot for timing vs. 

1000/v(ADC of TFS) for beam pions 

b) Same scatter plot as a) after the pulse height 

correction 

c) Projected timing distribution of a) 

d) Projected timing distribution of b) 

Schematic arrangement of laser-based monitoring 
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Fig. B.2 

Fig. B.3 

system 

Time spectrum of a TOF counter for laser pulse 

where the effect for eliminating the lower 

laser-pulse intensity. 

Distribution of pulse height of a TOF counter 

normalized by the output of the PIN photodiode 
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