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ABSTRACT

Maroussov, Vassili Ph.D., Purdue University, May, 2008. Fit to an Analytic Form of the
Measured Central CMS Magnetic Field. Major Professor: Laszlo J. Gutay.

The CMS magnetic field measurements inside the hadronic calorimeter barrel (HB) had
been carried out at CERN SXS5 in November 2006 using the “fieldmapper” device
developed at FNAL. The goal of these measurements was to provide field maps for
several nominal field values with the precision of +5-10* T, usable for charged particle

tracking.

An initial analysis of the measured data indicated presence of large systematic errors,
which supposedly were related to fieldmapper misalignments and errors of calibration

of the Hall probes.

An algorithm had been developed that allows to eliminate the systematic errors and to
recover the actual field. The algorithm is based on the idea of making the
measurements self-consistent (that is: the field must satisfy the Maxwell equations) by

introducing fitted parameters for amplifier gain shifts and the probes position shifts.

With the help of this algorithm, an analytic field representation, both for the axially
symmetric and complete 3D field models, had been obtained which is within +4-10* T
agreement with the measured field values in whole volume spanned in measurements

except the most remote off center part of it, which makes only 6% of total volume.

Based on this analytic axially symmetric fit, a C++ code (BFit) is developed intended to
be used in the CMS offline tracking. This code is recently integrated into the CMSSW

software package.



1 INTRODUCTION

The world’s highest energy (2x7TeV) Large Hadron Collider (LHC) [1,2] is under
construction in the 27km (~17 miles) long former LEP [3] tunnel by CERN [4]. Two
“general purpose” large detectors, ATLAS (A Toroidal LHC Apparatus) [S5] and CMS
(Compact Muon Solenoid) [6-8] have been built' to study products of the high energy

proton-proton collisions. Both entered the commissioning stage at the time of writing.

Fig. 1.1 LHC layout (north to south view).

From the beginning Purdue Task D has participated in the construction of the endcaps of

CMS. Since it was expected in 2006, that the accelerator would provide colliding beams

' Other big LHC experiments are:

ALICE: lead ion colliding beam (quark-gluon plasma study);
LHCb: specialized for B-quark physics study



at the end of 2007, there was a rush to measure and analyze the detector magnetic field
before the accelerator started. My advisor suggested I join the CMS magnet group for the
duration of measurements to accomplish this goal. As the measurements were completed
and the analysis of the data began, it turned out that due to the complexity of removing
systematic errors, this analysis became a full-time job. It left no time for other activities

and thus became a topic of my thesis.

1.1 CMS Detector Brief Description

The CMS detector has been built by an international collaboration, which involved 155
scientific institutes from 37 countries (Fig. 1.2). Unlike other LHC detectors, which were
assembled right in their caverns, large blocks (“disks”) of the CMS of up to 2000 tons of

weight were constructed at the ground level and then lowered into the cavern.
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Fig. 1.2 CMS perspective view with “disks” moved apart.
As is common for general purpose detectors, the CMS resembles a Russian nested doll
(“matrioshka”) composed of layers of particle detectors of different types (Fig. 1.3), each
specialized for its task. These cylindrical layers, centered on the beam line and symmetric

w.r.t. the collision point, are listed below:



Tracker. Contributes to precise momentum measurement of charged particles; reveals
the position of primary vertex (actual collision point) and secondary vertices (points of
decay of long lived unstable particles). Made of finely segmented silicon sensors
(strips and pixels). The world's largest silicon detector. It has 205 m? of silicon sensors

comprising 9.3 million microstrips and 66 million pixels [9].

Electromagnetic calorimeter (ECAL). Primarily is used to detect photons and
measure their energy. Together with the tracker it enables ¢” identification. Made of
nearly 80.000 crystals of scintillating lead tungstate (PbWO4). A “preshower”
detector, based on silicon sensors, further helps particle identification in the endcaps

[10].

Hadron calorimeter. Allow the determination of the energy of hadrons. It is made of

layers of dense material (brass) interleaved with plastic scintillators [11].

The Magnet. Although it doesn’t detect any particles, I listed it here since it is the
field of the magnet that allows the particle momentum calculation by measuring the

particle track curvature [12].

Muon detectors (and return yoke). Intended to identify muons and measure their
momenta. CMS uses three types of detectors: drift tubes (DT), cathode strip chambers
(CSC) and resistive plate chambers (RPC). The DT's are used for precise trajectory
measurements in the central barrel region, while the CSC's are used in the endcaps for
the same purpose. The RPC's provide a fast signal when a muon passes through the
muon detector, they are installed in both the barrel and the endcaps and are used as a
trigger. The return yoke, interleaved with layers of detectors, serves as the muon

pass-through filter [13].
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1.2 CMS Magnet

Despite it is called “compact”, the CMS magnet is the biggest solenoidal superconducting

magnet in the world [12]. Some of the magnet parameters are listed in the Table 1.1

Table 1.1 CMS solenoid parameters

Magnetic length 12.5m
Free bore diameter 6m
Central magnetic | 4T
induction

Nominal current 20kA
Stored energy 2.7GJ
Magnetic Pressure 64 atm
Total conductor length 53km
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Fig. 1.4 Comparison of detector magnets (by
Martijn Mulders, CERN)

In Fig. 1.4 the CMS magnet is compared with several large (both conventional and

superconducting) detector magnets. There is the total stored energy at x-axis and the ratio



of stored energy to the magnet mass at y-axis. One can see at the time of writing there is

nothing close to this “compact” solenoid in the world.

The magnet return yoke of the barrel has 12-fold rotational symmetry and is assembled of
three sections along the z-axis; each is split into 4 layers (holding the muon chambers in
the gaps). Most of the iron volume is saturated or nearly saturated, so the field in the yoke

is just a few times lower than the field in the central volume.

1.3 Field Uncertainty and the Momentum Resolution

For a uniform field in the tracker, momentum resolution would be entirely defined by the
spatial resolution of the tracker. However, the CMS magnet has neither iron nor winding
shims to achieve the field uniformity; the field strength varies by more than 5% in the
tracker volume; meaning an exact knowledge of the magnetic field map is vital for high

resolution momentum measurement.



2 CMSFIELD MEASUREMENT

The CMS magnetic field mapping inside the hadronic calorimeter barrel (HB) was
carried out at CERN SX5 in November 2006 using the “fieldmapper” device [14]. I
participated as an operator in these round the clock measurements, which took more
two weeks, and I also developed software that was used for conversion of the raw data

(probes readings) to readable format.

2.1 CMS coordinate system

The CMS detector is located at the northernmost point from the LHC center. The
origin of the CMS coordinate system is the CMS collision point. Neglecting the small
tilt of the LEP/LHC plane, the CMS coordinate system is defined as follows:

e The x axis is horizontal, pointing to the LHC center (south).
e The y axis is vertical pointing upwards.
e The z axis is pointing along the west beam direction, forming a right-handed

coordinate system.

The magnetic field of the solenoid is supposed to point into the +z direction. The
corresponding cylindrical coordinate system is defined the usual way so the azimuthal

angle ¢ =0 along the positive X direction and ¢ increases as the radius vector r rotates

toward positive y direction. In a corresponding spherical system the polar angle € is

the angle between radial vector R and +z direction.

2.2 Fieldmapper Description

The fieldmapper (Fig. 2.1), developed at FNAL, is a magnetic field measuring device that
has two mechanical degrees of freedom. It can move along z-axis and rotate its’
“propeller” which has two arms on the axle that oriented along z-direction. There are 5

Hall sensor assemblies (each sensor assembly contains 3 mutually orthogonal Hall



probes) and 2 NMR probes installed on each arm of the “propeller”. The fieldmapper,
driven by a pneumatic gear, can be positioned at one of 122 equidistant (by 5 cm) points
in z-direction and has 48 fixed equidistant angular positions. Thus with the Hall probes
the fieldmapper provides probe readings in a cylindrical mesh of 122(Z)x48(¢p)x5(R)
dimension for each arm. The distance between arm rotation planes is 95 cm (19 z-steps).
The outermost Hall probes are located at radii r=1.724 m, so the spanned volume during

a scan is the cylinder |z|<3.5 m, r<1.724 m.

Fig. 2.1  The fieldmapper schematic design Fig. 2.2 The fieldmapper inside HB at SX5.

2.3 Standard Measurement Procedure

During a standard measurement the fieldmapper starts from the most negative z-position
and makes first ¢-scan in the increasing @-direction. After repositioning to the next
Z-point it makes ¢-scan in the decreasing ¢-direction, etc., so the rotation direction is

alternated at each following step. Full scan with this procedure takes about 60 hours.

2.4 Field Maps Obtained

Using the standard procedure, the field was measured for 2, 3.5, 3.8 (2 times) and 4 T.
The map for 3T was made, by skipping odd z-positions, but with 2 ¢-scans, both
clockwise and counter-clockwise for all even z-positions. Due to technical problems,
which were solved near the end of the field mapping campaign, NMR probe data is

available only for the 4 T scan.



3 FITIN THE AXISYMMETRIC MODEL (THEORY)

Most of the data in the CMS magnetic field mapping had been obtained by means of
the Hall probes, which were installed on “arms” of the fieldmapper. Unlike a NMR
probe, the Hall probe doesn’t yield absolute field value. It is nonlinear, temperature
dependent and requires a careful calibration. Such calibration was made for each probe
before the installation on the fieldmapper. After the installation probes are moved into
a different environment. The wiring is not the same as had been used at the calibration
bench. What is more important, all electronics, signal amplifiers for example, operate
under different conditions. Therefore, one cannot expect the gain in each channel to be

exactly the same as at calibration. That leads to systematic errors.

Other sources of systematic errors are different kinds of misalignments, the
fieldmapper axle tilt, deviations of the probes radial and longitudinal positions from
design values and probes’ tilts relative to the fieldmapper rotation planes. One may
note that tilts lead to mixing of the field components, where the B, and By
measurements are the most affected, because the B; is much larger. As for the B;

measurement, in first order it is insensitive to tilts.

Below I describe a method of the systematic error recovery, which gives a field
approximation as a byproduct. This method is based on analysis of 2D field obtained

by folding the ¢-dimension. Only the B, data is used for the fit and systematic errors

recovery.



3.1 Reducing Dimensionality: Field ¢—folding

I average over the ¢-dimension and consider the “folded” 2D field L5>(r, Z) defined as:
B 1 2z

B(r,z)=— | d¢B(r,¢,2 3.1

(r2)=o; [ 4¢B(r42) (3.

The B(r,z) has only r and z-components, since the “parent” 3D field B satisfies the
Maxwell’s equations [15, pp.60-70; 16, p.237]; thus it has both V-B(r,z,¢)=0 and
VxB ( r, Z,¢) =0. It may be shown that the same holds (in 2 dimensions) for the folded

2D field. I first show that V-B(r,z) =0:

V-B(r,z):li(rB) 95 Id¢(—— (rB, )+ aBj

ror az oz
=LTd¢[v B——— ]— j s> (3.2)
2y "% rog ') 2zry o4 % '
1
:_2—M(B¢(r,27z,z)—B¢(r,0,z))=0

To show that VxB(r,z)=0, it is enough to consider ¢-component of VxB(r,z,¢):

~ o o 2” o d

VxB(r,z =—B ——B d¢| —B, ——B, |=0 3.3

X()éz or ﬂ£¢(62r6rzj (3-3)
=0

Equations (3.2) and (3.3) show that B can be expressed as the gradient of a scalar

function of r,z.

Hereafter in this chapter I consider only 2D field and drop the tilde over B in the

notation.

In the case if the “parent” 3D field is (nearly”) axially symmetric the folded 2D field is

insensitive to the radial offset and tilt of the fieldmapper axle in linear order.

The origin of the first order cancellation can be explained as follows: if to tilt the

rotation plane, every pair of opposite points on the probe trajectory is displaced by the

2 We will specify the meaning of “nearly” more precisely while describing the 3D basis for the field fit.
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same distance dz in opposite directions; derivatives dB,dz are equal, Thus after
integration over ¢ there is no change of the 2D ¢-folded field in first order by the tilt
angle. The consideration for radial displacement of the probe circular trajectory is
similar. Therefore small errors in the fieldmapper’s radial position and axial

orientation do not introduce an error in the 2D ¢-folded field in first order.

3.2 Linear Fit: General Remarks

The linear fit problem is to find a linear combination of basis functions which
approximates the experimental data in the best way. Any complete functional basis is
of infinite dimension, but in fitting of an experimental data, only a finite number of
terms may be used. Therefore the linear fit problem beside the evaluation of the

expansion coefficients requires at least two more choices to be made before:

e choice of the basis

e choice of a criterion for an optimal basis truncation

3.3 Linear Fit: Choice of the Basis

In the present work I use the scalar potential approach: I am are looking for a linear
combination of the basis scalar functions (each satisfies the Laplace equation) and the
gradient of this linear combination that approximates well the field measurement

results.

The cylindrical coordinate system is used for the CMS tracking. Keeping in mind that the
fit obtained is supposed to be converted to software for the tracking and must provide a
fast field calculation, I decided to use homogeneous polynomials of r, z as the basis.
Polynomial calculations are fast and the calculus (differentiation, etc.) for them is

reduced to simple arithmetic and easy to program.

A general homogeneous polynomial of n-th degree of variables I,z is:

pn(r,z):znlamkr”"‘zk (3.4)
k=0
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I require the polynomial to satisfy the Laplace equation in cylindrical coordinates:

10 o
n-2

Z(n—k)2 a

0
2

s> =~
| I

k=

(=}

nk2k+Zkk 1)a

nk k-2

nk z (3-5)

((n=K)"ay + (k+1)(k+2)a,, )72 =0

Equation (3.5) leads to the following recurrent relation for the polynomial coefficients:

(n—k)°

A2 = man,k

(3.6)

The relation (3.6) has to be accomplished with the condition that the potential must not

depend on the r sign, so only even powers of r may be presented. We can then generate

all the basis set.

Several basis polynomials for the scalar potential are presented below:

P, (r,z)=1
p(r.z)=z
p,(r.z)=12"-
p,(r.z)=472"-
py(r.2)=42"-

Let us define b, (r,z)=

polynomials for the B; are presented below:

r’ (3.7)

bhﬂ Nﬂ” #4—

3
+3r

%

aipm(r,z) The by set is the basis for B,. Several basis
Z

r’ (3.8)
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Overall normalization coefficients in (3.7) are chosen in such a way that at r =0 the

B, basis reduces to {1,2,22,23,...}. From the latest it can be seen that the basis is

complete and the basis functions are linearly independent.

Similar to (3.8), the set dn(r,z)zai P,..(r,2) gives the basis functions for B,.
r

Several basis polynomials for the B, are presented below:

r

dy(r,z)=0

d(r,z)=—3r

d,(r,z)=-zr (3.9)
d,(r,z)=—32r+3r’

d,(r,z)=-22r+3zr’

3.4 Linear Fit: Evaluation of the Expansion, Gain Shifts and
Offsets

If the B, is measured in points T, :(rk,zk) , k=0,1,...,K and the basis {bn(l’,z)} is

truncated at n= N, then for each measurement point we have the following equation:
N
> b, (%.z,)¢c, =B, (%.z,) (3.10)
n=0

It leads to the following system of linear equations for finding the vector of the

expansion coefficients C:

AC=B here A= b‘)(:r‘) bl(:r‘) bN:(r‘) B:ﬁ) (3.11)

bO(rK) bl(FK) bN(FK) BZ(FK)
With K> N (what we have, indeed) the system above has no exact solution. Instead,
we are looking for a solution for vector C that minimizes the Euclidian norm of the
residual vector, (AC-B)?. It can be shown that such a solution is unique, provided all
the A columns are linearly independent. C can be obtained as solution of the following

equation with a non-degenerated square matrix:
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(ATA)C=A"B (3.12)
The equation in the form above is known as a “normal equation” [17,18].

We now assume that the measurement channels are miscalibrated and the fieldmapper is
misaligned, so we have gain shifts dApy), offsets dByk) and probe position errors drp),
dzpw). Hereafter the p(k) means “index of probe used for the measurement in the k-th

point”. We then modify the equation (3.10) as follows:

N
1-c, +Z;bn (rk ~dr,,. 7, —dzp(k))cn :(1+dAp(k))(BZ)k +dB,,, —
(3.13)

N
(1-% + 20, (o —dry, .2, —dzp(k))cnj—(Bz)k dA,,, —1-dB,,, =(B,),
n=2

Unknowns are the expansion coefficients Cp, gain shifts dAy and offsets dBy); the probe
position errors drpw), dzp) are treated as fixed, otherwise the equation turns to non-linear.
To obtain a unique, physical solution to the system of equations (3.13), we must impose

additional constraints:

e To avoid the trivial non-physical solution dAyi)=-1, dBpi =0, C,=0, we require
2dApk) =0; it follows that we recover the field to within a factor. This is natural;
there is no way to carry out an absolute field post-calibration by means of

mathematical tricks.

e Since a simultaneous shift of all dBpy is equivalent to shift of the expansion
coefficient €y, we require XdBpk) = 0. It will be shown later, that this constraint does

not introduce any error.
e Weset ¢;=0 in (3.13) for reasons for that will be explained in Section 3.5.

The conditions above are sufficient to ensure that the system of equations (3.13) has a

unique solution. However, we do more steps.

One must take into account that the field measured is nearly homogeneous; By varies
slightly from point to point. Loosely speaking, the coefficients of dB, and dA, are
almost proportional in all equations and the residuals stay almost unchanged under the

transformations
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dB, > dB, +¢; dAp—>dAp—(BZ)p-8 (3.14)

Here (BZ )p denotes the mean of B; over all measurement points for the p-th probe.

The “weak invariance” of residuals under the transformation (3.14) leads to large
errors in the determination of dB, and dA, unless an additional condition is applied.
Such a condition cannot arise from the mathematical formalism, rather physical

reasons should be used instead. We discuss them below.

The parameter actually measured is the voltage on a Hall probe. There are 2 main
reasons for voltage offsets to appear. The first one is possible thermo-galvanic contacts
in the wiring. To the best our knowledge, all connectors used in the wiring between
probes and differential amplifier inputs are symmetric, therefore thermo-compensated.
Thus we do not expect offsets due to the thermo-galvanic effect. The second reason is
an intrinsic input amplifier offset. For the amplifiers used this is approximately 1 puV.
The voltage on the Hall probes at nominal CMS field is ~0.3 V. Thus a rough estimate

of the relative offset is ~3x107.

As for gain shift, the main reason for its appearance is a deviation of resistors from
their nominal values in the amplifier feedback circuit, the (double integration type)
ADC circuit and the current sources of the probes. In our measurements neither
amplifiers nor the ADC’s were thermo-conditioned. Experience with electronics

design suggests that the expected long-term stability of the resistance may be on the

order of 102 to 107,

Summarizing all the above we expect the gain shift to be the main source of an error.
Therefore we augmented the system (3.13) with the additional set of equations
Wgg-0B, = 0, where Wgg is a weight coefficient, which defines how important is to
keep dBy, close to zero. In other words, with by Wyg#0 we instruct our solver to use

more dAp, not dBy, while finding a solution that minimizes the residual vector norm.

While the choice of the weight coefficient Wyg is highly ambiguous, it will be shown
later that the influence of this choice on the fitted field map is very weak. By

introducing this additional set of equations we obtain more realistic corrections.



15

3.5 Non-linear Fit

For any choice of drpy), dzpk) the system of equations (3.13) with additional constraints

discussed in previous chapter, yields a unique solution and a unique norm of the residual

vector. Thus we may consider this norm as a function of dryw), dzyx and minimize it. In
order to make this procedure stable we apply the following constraints:

e The expansion coefficient for by(r,z), the only basis function with non-zero derivative
at z=0, is equal to 0; that is z=0 corresponds to the field maximum on the axis. If
such a constraint were not applied, the fit error minimum would not be unique; its
value would remain constant under a simultaneous shift of all probes. This is why
we take ¢;=01n (3.13)

e The radii of innermost probes (N1,P1) are fixed. This constraint is applied because
the innermost probes are very close to the axis, where the r-derivative of the field

vanishes, thus the minimum value is almost insensitive to the N1 and P1 radii.

In the implementation of the non-linear fit we used the MIGRAD method of the
MINUIT package [19] which is embedded in the ROOT framework [20].

3.6 Mixing Coefficient Recovery

Due to a local (relative to the arm rotation plane) misalignment each B, probe picks up a
fraction of the B;; We refer to this as local B, — B, mixing. Assume that after the B, fit
we have fitted functions F(r,z) and F,(r,z) for the r and z components, respectively. Then
the mixing coefficients My ,the gain shifts dApy and offsets dBpy) for By may be

recovered by solving the following system of equations:
(1+dAp(k))(Br) +m 0 F, (h. 2 )+dB =F (r.z,) —

Plk) (3.15)
F,(r.z)m . +(B )dA +1- dB F (%, 2)- (Br)k

p(k)
To improve the evaluation precision of My , dAp(k) and dBy), only the data for the (r, z)

area of the highest quality B, fit must be used.
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4 FITINTHE AXISYMMETRIC MODEL (REALIZATION)

In this chapter we describe how the program outlined in Chapter 3 was realized. Some
results are presented only for certain nominal field values, however this program was

carried out for all field maps measured.

4.1 Notation used

There are 5 field probes on each fieldmapper arm. The probes on the “negative” arm
will be referred as N1,N2,...,N5 and those on the “positive” arm as P1,P2,...,P5,
where N1 and P1 are the probes on the innermost radius. Each physical parameter

related to a probe has a subscript with the probe name.

4.2 Choice of the expansion degree

The B, non-linear field fit was carried out for polynomials of degree 6 through 21.

The dependence of the fit error on the expansion degree N for nominal field values of

3.8 T and 4.0 T is shown in Fig. 4.1 and Fig. 4.2, respectively.

0.01 0.01

110 ° 1410

X3B2 28B2

110

110

Fig. 4.1 B, fit error vs. the expansion degree for Fig. 4.2 B, fit error vs. the expansion degree for
nominal field 3.8 T nominal field 4.0 T
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As can be seen from the above figures, the fit quality stays almost constant for N >15.

Below we consider the dependence of various correction parameters on N to specify an
optimal expansion degree more precisely.

The dependence of correction to a probe’s radial positions for each arm for nominal

field values of 3.8 T and 4.0 T is shown in Fig. 4.3 through Fig. 4.6
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Fig. 4.5 Radial corrections for the P-arm for the
nominal field value 4.0 T

nominal field value 3.8 T
A “plateau” can be seen in the plots above for expansion degree in the range 15-18.
Though the relative correction errors, which can be roughly estimated both from
variations on the plateau and from difference between two field values, are quite large,

the corrections themselves are rather small, all being below 0.5 mm, smaller than

probe’s size.



18

A much more pronounced plateau for the same expansion degree range of 15-18 is

observed for longitudinal corrections (Fig. 4.7 through Fig. 4.10).
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Z-profiles of the fieldmapper arms for the expansion degree N =16 and for nominal
field values of 3.8 T and 4.0 T are shown in Fig. 4.11 and Fig. 4.12, respecpectively.
There is nothing wrong with both arms having a common shift of longitudinal
corrections with a change in field. In the coordinate system used, z= 0 corresponds to
the maximum of the field on the axis (r=0), so with a change in the field, the

coordinate origin can “slip” in general.

Gain and offset corrections for the P-arm a for nominal field values of 4.0 T are shown in

Fig. 4.13 and Fig. 4.14
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Fig. 4.13 Gain corrections for the P-arm for the Fig. 4.14 Offset corrections for the P-arm for
nominal field value 4.0 T the nominal field value 40T

As can be seen from Fig. 4.14, the offset corrections have a pronounced plateau for
expansion degree in the range 15-18. As for the gain corrections (Fig. 4.13), they are
almost independent of the expansion degree for all the range N=6-21, which gives us

confidence in the results.

Conclusions to this chapter:

e The expansion degree N should be chosen in the range 15-18.
e The radial and offset corrections are negligibly small; it may be assumed that they
are equal to zero. It implies that condition 2dBpk) =0 imposed in Section 3.4 to

obtain a unique solution does not change the results.
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There are no strong arguments that would tell us which value in the optimal expansion

range to choose. From now on we choose N = 16.

4.3 Fit Dependence on the Offset Constraint Weight

In Section 3.4 we introduced a set of equations that constrain the magnitude of the offset
corrections. We noted that this constraint, which is based more on qualitative
considerations of sources of errors in the measurement system, is somewhat ambiguous.

In this chapter we investigate how the fit depends on the offset constraint weight Wgg.

For a nominal field of 3.8 T we made 20 fits, varying Wgg from 0.01 to 10 in equidistantly
spaced log(Wgs) increments. We then calculated an averaged field map over all fits. The
deviations from the averaged map for the fits obtained with the smallest and the largest

values of Wyg are shown in Fig. 4.15 - Fig. 4.18
I B, error for N, =16, Wﬂ=0.01 | B, error for N, =16, Wﬂ=1D |

AR
)
el "‘11" 2 &
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Fig. 4.15 B, deviation from average value for Fig. 4.16 B, deviation from average value for
the offset constraint weight 0.01 the offset constraint weight 10.0

| B, error for N, =16, WEB=D.D1 B, error for N, =16, Wﬂ=10

T
_.f-—ﬂ'-"""‘r‘q 1—‘2 &
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Fig. 4.17 B, deviation from average value for Fig. 4.18 B, deviation from average value for
the offset constraint weight 0.01 the offset constraint weight 10.0
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As it can be seen from these figures, varying Wqg by 4 orders of magnitude changes the
“corners” (and only the “corners”) by less than +2 Gauss. However we keep these
constraints (in the BFit code, mentioned later, Wqg=1 is used) for reasons that were
explained in Section 3.4. We believe that with this constraint the gain corrections and
offsets are much more realistic. Variation of Wgg does not change much for the

axisymmetric model, but may become important for a 3D fit.
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5 FITINTHE AXISYMMETRIC MODEL (RESULTYS)

The goal of the present work is to provide a field model (a software code) to be used in

the CMS offline tracking. Such a code has been developed and verified.

5.1 BFit: a C++ Code That Knows the CMS Field

After the expansion coefficients have been obtained for each measured field, each
expansion coefficient was fitted by a rational polynomial of second order as a function of
the nominal field. This provided a basis the BFit C++ code, which return the B, and B,
field components at any point of the tracker volume not just for the measured nominal

fields, but for an arbitrary field.

The map for 4 T, the B, and B, maps obtained using BFit, is show in Fig. 5.1 and Fig. 5.2.

| B, profile for B =4T | J B, profile forB =4 T |

Al

i R

280 T FALL

Fig.5.1 B, field map obtained with BFit Fig.5.2 B, field map obtained with BFit

5.2 BFit: verification

We tested the BFit code by comparing its output with the measurement results.
The difference between the measured B, and the BFit output for B, is shown in

Fig. 5.3 through Fig. 5.12
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|_B fit error for P-arm B,,,,,,=2.0T |

Fig. 5.3 Measured B, minus BFit output at for
N-Armat2.0T

|_B, fit error for N-arm B,,,,,=3.5T |

Fig. 5.5 Measured B, minus BFit output at for
N-Armat35T

|_B, fit error for N-arm B,,,,,=3.8T |

Fig. 5.4 Measured B, minus BFit output at for
P-Armat2.0T

|_B, fit error for P-arm B,,,,=3.5T |

g

Fig. 5.6 Measured B, minus BFit output at for
P-Armat35T

|_B, fit error for P-arm B,,,,,,=3.8T |

Fig. 5.7 Measured B, minus BFit output at for
N-Armat3.8T

Fig. 5.8 Measured B, minus BFit output at for
P-Armat3.8T
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|_B,fit error for N-arm B,,,,,=3.8T (2nd run) | | | B, fit error for P-arm B, =3.8T (2nd run) |

Fig. 5.9 Measured B, minus BFit output at for Fig. 5.10 Measured B, minus BFit output at for
N-Arm at 3.8 T (2™ run) P-Arm at 3.8 T (2™ run)

|_B, fit error for P-arm B,,,,,,=4.0T |

s
TR
—TTT Yy 2 2

% 21w

Fig. 5.11 Measured B, minus BFit output at for Fig. 5.12 Measured B, minus BFit output at for
N-Armat4.0T P-Armat4.0T

The difference between the measured B (corrected for B, — B, mixing) and the BFit

output for By is shown in Fig. 5.13 - Fig. 5.22.

|_B, fit error for N-arm B,,,,,=2.0T | | |_B, fit error for P-arm B,,,,=2.0T |

PR vﬂ-\""'"_ﬁ‘;dﬁ* 3
ey vf\n 1
-1 FALD

Fig. 5.13 Measured B, minus BFit output at for Fig. 5.14 Measured B, minus BFit output at for
N-Armat2.0T P-Armat2.0T
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Fig. 5.15 Measured B, minus BFit output at for
N-Armat3.5T

|_B, fit error for N-arm B,,,=3.8T |
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| B, fit error for P-arm B,,,,=3.5T |

Fig. 5.16 Measured B, minus BFit output at for
P-Armat35T

|_B, fit error for P-arm B,,,,=3.8T |

Fig. 5.17 Measured B, minus BFit output at for
N-Armat3.8T

| B fit error for N-arm B,,,,=3.8T (2nd run) |

Fig. 5.18 Measured B, minus BFit output at for
P-Armat3.8T

|_Bx fit error for P-arm B,,,.=3.8T (2nd run) |

Fig. 5.19 Measured B, minus BFit output at for
N-Arm at 3.8 T (2" run)

Fig. 5.20 Measured B, minus BFit output at for
P-Armat 3.8 T (2" run)
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B, fit 6rror for N-arm B,,=4.07 | [ By fiterror for P-arm By, =4.0T |

Fig. 5.21 Measured B, minus BFit outputatfor  Fig. 5.22 Measured B, minus BFit output at for
N-Armat4.0T P-Armat4.0T

As can be seen from the figures above, the BFit output matches the measured field
with a precision better than +4x10* T over whole scanned volume |z|<3.5m, r<1.7m
except “corners”, which are approximately described by the equation |z|+2.5r>6.7,

(all distances are in meters) and which make up about 6% of the total volume.

5.3 BFit: current status

The BFit code is being integrated into the CMSSW (CMS software) package [21].
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6 FIT IN 3 DIMENSIONS (THEORY)

Although most people involved in the CMS tracking consider the axially symmetric
field model as sufficient for practical purposes, we feel the work is incomplete until
the full 3D field model is developed. Such a 3D field model needs the basis derived in
Chapter 3.3 to be extended to span azimuthally dependent functions. The idea of the
basis extension comes from a relation between the harmonic homogeneous

polynomials and axially symmetric spherical harmonics.

6.1 Relation between Harmonic Homogeneous Polynomials and
Spherical Harmonics

It can be shown that the harmonic homogeneous polynomials derived in Chapter 3.3 are
in fact, representations of azimuthally symmetric solutions of the Laplace equation

[22-23; 25, p.2] with separated variables in spherical coordinates:
@, (R,cos8)=R"P, (cos0) (6.1)

Here P, is the Legendre polynomial [22-24; 25, pp.9-10; 26] of n-th order. With the

substitution of r =Rsin#, z=Rcos@ into (3.4) pn(r,Zz) can be presented in the form
p, (Rsind,Rcos@)=R"f, (cos6) (6.2)

Solution with separated R,8 variables and the same dependence on R must be unique
(apart from a factor). Therefore, f, in (6.2) is proportional to Py in (6.1). We illustrate this

below:
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R'P,(cos @) =Rcosf =1z

RP, (cos0) =4 R’ (3cos” 0-1) = (32" (1" +2°)) = 2° =41

R'P,(cos0) =4R’(Scos’ 0—3c0s0) =4(52° =3(r* +2°)2) = 2’ — 31’2 (6.3)
R'P,(c0s6) = 1R (35c0s" 6-30c0s* 0+3) = (357" =302 (r* +2°) +3(* + )

82* —242°r* +6r')= 7' -32°r* + 31
Expressions in (6.3) and (3.7) coincide, within a common factor.

6.2 Derivation of a Complete 3D Basis

A general solution of the Laplace equation A® =0 in spherical coordinates R,8,¢ can be

written in terms of spherical harmonics [25, p.198; 16, p.110] and powers of R as:

0

®(R,0,9)=)" ZI: (AmR' + B,mR‘('”))Ylm (6,9)
21+1(1-m)! (64)

here Y, (6,¢)= = (em)

P, (cos@)e™

Here Aim and Bjn are the expansion coefficients, B (cos 0) are associated Legendre
polynomials [25, p.197; 26] and Y|, ((9,¢) are the spherical harmonics. We have no

singularity at R=0, thus Bin=0 and functions R'Y,, (6,4) form a complete basis.

In accordance with the previous section the harmonic homogeneous polynomials pi(r, z)

in spherical coordinates can be expressed through spherical functions as:

p (r,z)=p (Rsind,Rcos@)=NR'P,_,(cos0)e ™" =R, _ (6,4) (6.5
Here N is just a number (see (6.4)). The ¢-dependent subset (m=0) of the complete basis
P (1.2,8)=p,, (r.2)e™ =R'Y,, (6,4) can be derived using the ladder operators

[27, p.85, (26.15)], which for our purpose can be expressed in cylindrical coordinates as:

I, =e* +9 ticotol |zt i(zi—rﬁjﬂzi (6.6)
- 00 od o oz) rog
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The overall normalization of basis polynomials pim(r, Z) is not important, but prefer to
keep the same normalization for each group of pi, with the same |. For ladder operators it

holds:

LY, :\/(I —m)(I+m+1)Y

I,m+1

. (6.7)
Yy =J(1+m)(1-m+1) Y, ,
Thus we obtain pym=o(r, Z) recursively as follows (we omit arguments of pPiy):
Po=0s [ Bn: 0<m<l (6.8)

p m+ =

e Ja=m) (e m )
For negative m’s the basis elements are (+) complex conjugates of fJum‘ )

Note that the basis polynomials p,, (r, Z,¢) are complex due to the ¢-dependent factor

e“™ In actual work we didn’t use the complex basis, but real linear combinations of

basis elements with =m, which give ¢-dependent factors cos mg, sin mé.

As mentioned before, the polynomial calculus reduces to elementary arithmetic of

coefficients and degrees, which is easy to program. Let us consider for instance, how the

Il acts at the polynomial term, multiplied by the phase factor ™.
I, (zprqe"“’) e [zg— r§+ i %(%J zPrie™ = ((q —m) P — pzP e )ei(m“”’ (6.9)

We know what the operator makes of each term of the polynomial pyy, then it is easy to

derive the polynomial pjm:i.

However, we did not do any “manual” analytical calculations. The polynomial calculus:
differentiation, integration, collecting of terms, “ladder promotion” and the polynomial
evaluation we programmed in C++. The developed code, HarmBasis3DCyl library, did
everything for us. Below is a fragment of diagnostic printout, made with the use of

HarmBasis3DCy! :
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L=8, M=0; 5 terms; max. degree = 8:

0.125*z"8 - 1.75*r"2*z"6 + 3.2812*r"4*z"4 - 1.0938*r"6*z"2 + 0.03418*r"8
L=8, M=1; 4 terms; max. degree = 8:

-0.53033*r*z"7 + 2.7842*r"3*z"5 - 2.3202*r"5*z"3 + 0.29002*r"7*z
L=8, M=2; 4 terms; max. degree = 8:

1.1093*r"2*z"6 - 2.7732*r"*z"4 + 1.0399*r"6*z”"2 - 0.034665*r"8
L=8, M=3; 3 terms; max. degree = 8:

-1.502*r"3*z"5 + 1.8774*r"5*z"3 - 0.28162*r"7*z

L=8, M=4; 3 terms; max. degree = 8:

1.4543*r"4*z"4 - 0.87256*r"6*z"2 + 0.036356*r"8

L=8, M=5; 2 terms; max. degree = 8:

-1.0487*r"5*z"3 + 0.26217*r"7*z

L=8, M=6; 2 terms; max. degree = 8:
0.56635*r"6*z"2 - 0.040454*r"8

L=8, M=7; 1 terms; max. degree = 8:
-0.22157*r"7*z

L=8, M=8; 1 terms; max. degree = 8:

0.055394*r"8

It may be checked that HarmBasis3DCyl printed above right coefficients for the basis
subset with | =8.

Although HarmBasis3DCyI is a little fraction of the program code written during this

work, we think this piece of programming deserves to be presented in Appendix.

We are now ready to explain what the “nearly axially symmetric” expression, used in
Section 3.1, means. In terms of the 3D basis described above it means: the field “nearly
does not contain” basis components with |>1 and odd m’s, they are very small compared
to the dipole field component. In that case deviations of the probe readings caused by a
small tilt or radial displacement of the fieldmapper will cancel each other for every pair

of opposite points on the circular probe trajectory at the ¢-folding.

After completion of this work we found that the relation between harmonic polynomials
in the Cartesian coordinate system and spherical harmonics is a known fact
[28, pp.253-262], [29, pp.232-243]. However, in present work we derived an explicit
representation of spherical harmonics in the cylindrical coordinate system. We have not

find references related to such a representation.
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7 FIT IN 3 DIMENSIONS (PREPARATION)

Before performing the axisymmetric fit, the measurement data was only visually checked
for “big outliers” (which were found and removed, indeed). A 3D fit requires the

measurement data to be corrected for the fieldmapper axle tilt.

7.1 Fieldmapper Tilt Correction (Theory)

Let us assume the field is uniform and
there is a slight misalignment of
fieldmapper so that the fieldmapper axle,
which is the Zz' axis of the local

coordinate system, has the polar angle &

and the azimuthal angle ¢, in the CMS

spherical coordinate system. We assume

the @ is small.

We also assume the azimuthal misalignment is small. That means the orientation of X’
and Yy’ axes of the local Cartesian coordinate system for the fieldmapper rotation angle
¢ =0 is approximately given by:
n,-n,+n,-n, =max (7.1)

With the assumptions above as the fieldmapper rotates around the z' axis in the local
cylindrical coordinate system one can observe the field components which depend on
the rotation angle ¢ as follows:

B, =B,cosfd =B,

B, =B, sin@-cos(ﬂ'—(¢—¢0)) =-B, sin6’-(cos¢cos¢o +sin @sin ¢0) (7.2)

B, =B, sin@-sin(ﬂ—((ﬁ—%)) = B, sin«9~(sin¢cos¢0 —cos¢sin¢0)
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The polar angle € and the azimuthal angle ¢, may be obtained from (7.2) by means of
real Fourier transform. Let us introduce variables c_,S ,C S which are first Fourier

r>>r» ¢)

expansion coefficients for the B, and B, :

2z 2z
C, Elj dgB.cosp=—B, sinfcosd, S, EljdqﬁBr, sin ¢ = —B, sin Osin ¢,
4 0 T 0
1 2z 1 2z (73)
C,=— I d¢B, cos¢ =B, sinOsin g, S, =— I d¢B, sing = B, sinfcosg,
4 0 7 0

The polar angle @ and the azimuthal angle ¢, may be expressed as:

_ . 1 2 2 | _ : 1 2 2
0 —arcsm[B—«/Cr +8, J—arcsm[B—J% +5;

z z

(7.4)
¢, =angle(—c,,—s, ) = angle(SW —C¢)

The function angle(x, y) returns the counter-clockwise angle between the +X direction

and the ray from coordinate origin which passes through the point (X, y) .

The set of variables 8,4, is not the only possible parameterization of the misalignment

problem. Let us consider variables (coordinates) defined as follows:

X :—Bicr = |3quj = sin & cos g, —=— O cos ¢,
lz Zl (7.5)
Y =g S =g =sin@sing, —=>Osing,

z z
The set of variables above allows a simple physical interpretation (assuming 6 < 1). If
there is a laser mounted on the mapper axle, which produces a beam along the rotation
axis the X,Y pair gives the position, in Cartesian coordinates, of the laser spot on a screen

located at unit distance from the object.
The X,Y coordinate system (with 8 < 1) has several advantages against 6,¢, one:
e It is not cyclic. Different sets of X,Y corresponds to different misalignments

e It is linear. If there is an object A whose misalignment in global coordinate system is

(X A,YA) and an object B whose misalignment in the coordinate system aligned with
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Ais (XéA),YéA) ) , then the misalignment of B in the global coordinate system is given

by simple (Xg,Yg) :(XA + XY, +YE§A)). Thus a mean for a set of misalignment

point is well defined.

e It has a simple Euclidian metrics. Distance between (X,,Y,) and (Xg,Yg) is given

by ‘(XA,YA)—(XB,YB )‘ = \/(XA ~Xg) +(Ys—Ys)" . Therefore a variance for a set of

misalignment point is well defined.

7.2 Fieldmapper Tilt Correction (Results)

Before any data processing, it can be seen that the azimuthal misalignment angle ¢,
differs by approximately 17 for negative and positive arms of the fieldmapper, which

means that the axis of rotation of the positive arm does not coincide with the axis of

rotation of the negative arm. As an example, the dependence of B, on the azimuthal

index and z-index for the N4 and P4 probes at nominal field value of 3.8 T is shown the

Fig. 7.1 and Fig. 7.2 respectively.

0.01—}"

0.005—"

wd g
ga g
7

100 -

n_phi n_phi

Fig. 7.1 B, dependence on angular and z-index Fig. 7.2: B, dependence on angular and z-index
for the N4 probe for the P4 probe

In both Fig. 7.1 and Fig. 7.2 the vertical axis corresponds to the measured B, the

number on horizontal axis is the azimuthal index (0...48) and the number remaining axis
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is z-index (0...121). Neglecting the non-physical offset of B, which is probably caused

by a misalignment of probes relatively to the rotation axis, it can be seen for all

z-positions the B, measured for the N-arm is roughly proportional to —cos¢ , while for

the P-arm it behaves close to sin¢g. It cannot be if the rotation axis is common for

negative and positive arms.

Angles 6 and ¢, for all probes were calculated using (7.3) and (7.4) for all nominal field

values. The dependence of @ and ¢, on z-index for all probes at a nominal field value of

3.8 T is shown in Fig. 7.3 - Fig. 7.6.
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Fig. 7.3 Azimuthal angle ¢, vs. z-index for the
N-arm probes.
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Fig. 7.4  Azimuthal angle ¢, vs. z-index for the
P-arm probes.
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Fig. 7.5 Polar angle @ vs. z-index for the
N-arm probes.
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Fig. 7.6 Polar angle @ vs. z-index for the
P-arm probes.

Both By and By were used to calculate the misalignment angles. The notation is as

follows: On1 ¢ means & calculated for the probe N1 using the By data, ¢py , means ¢

calculated for the probe PO using the B, data, etc.



35

Looking at Fig. 7.3 - Fig. 7.6 it may noticed that there is an almost perfect correlation
between Oy and ¢ps (here “I” stands for the probe index) and an anti-correlation between
Opi and ¢n;. However, from one-dimensional plots of 6,4, vs. z-index it is hard to
understand an underlying reason for such correlations. Therefore we switch to a 2D

representation of the data.

The Fig. 7.7 and Fig. 7.8 represent the (¢0,0) data for the N-arm and a nominal field
value of 3.8 T.

ONo ¢ ONo

XXX XXX~

ON1 ¢ ONI r

¥ +++

N2 440 0 N2 r g0 0
o83 o8%"

N4 _¢ ONg r

270 270
ONO_ON1 ¢ ON2 ¢ ON3 ¢ ON4 ¢ ONO N1 N2 r9N3 1 ON4 1
Fig. 7.7  6-¢y distribution for all z-indices for  Fig. 7.8 - distribution for all z-indices for
the N-arm obtained from the B, the N-arm obtained from the B,

The Fig. 7.9 and Fig. 7.10 represent the (¢0,¢9) data for the P-arm and a nominal field
value of 3.8 T.
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Fig. 7.9  6-¢ distribution for all z-indices for Fig. 7.10 é-¢ distribution for all z-indices for
the P-arm obtained from the B, the P-arm obtained from the B,

As it can be seen in Fig. 7.7 - Fig. 7.10, although the “mass center” positions of “spots”

on the 8-¢ plane are different for the negative and positive arm, the spots are similar in

shape and their orientation is almost the same. In order to “zoom in” and see more details,

we switch to X,Y coordinates. The notation is as follows: Xn; ¢ means X calculated for

the probe N1 using the B4 data, Yp  means Y calculated for the probe PO using the B,
data, etc.
“Trajectories” (with running z-index) of calculated misalignment parameters in XY

coordinated are plotted in Fig. 7.11 - Fig. 7.14.

0.0016 410
YNO ¢ Yoo o
’Y"‘* 0.0014 ’Y""E 2.10

NI_o Pl o

4 -
Y, Y
N24 00012 b2 o
N3¢ Yp3 ¢
SO0 00 _
YNg ¢ 0.001 Ypy 210 *

8107 -4.10 ¢

=4
610
=610 4 =410 ¢ 2.0 " 0 210 * 410* 610 810! 0.001 00012 00014 00016

Xno_g XN1_gr Xn2_g XN3_grXNa_p Xpo_goXp1_gpXp2_¢oXP3_¢oXpa_g

Fig. 7.11 X-Y trajectory for all z-indices for the Fig. 7.12 X-Y trajectory for all z-indices for the
N-arm obtained from the B, P-arm obtained from the B,
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Fig. 7.13 X-Y trajectory for all z-indices for the Fig. 7.14 X-Y trajectory for all z-indices for the
N-arm obtained from the B, P-arm obtained from the B,

In all four cases above the “trajectory” in the X,Y plane has a similar “flying duck” shape

and orientation, but is shifted in position.

Referring to the linearity of the X,Y coordinates, one may state that the observed
phenomenon is compatible with the hypothesis, that for some reason the rotation axis of

the P-arm is permanently tilted relatively the rotation axis of the N-arm.

Using the By data it was obtained that the orientation of the N-arm rotation axis in the
spherical coordinate system, which is aligned with the P-arm rotation axis is given by the

polar angle € ~1.9mrad and the azimuthal angle ¢ =~ 0.777 . In order to verify whether

such a misalignment of can appear, we consider a simple mechanical model: a rod (the

axle) with the elastic modulus E, length L and radius r is simply supported at the ends and

is loaded in the middle with a force F. The angle between rod’s ends can be estimated as:
2 1

0=~2
3z Er?

(7.6)

With the substitution of E=7-10"N-m™>, L=0.56m, r=0.015m it can be obtained

that quite a moderate force F =106 N is sufficient to yield 8 = 2mrad .

Although the mechanical model considered is very coarse and we do not know where the
axle bending force/torque appears (bearings, belt drive, arms’ weight?) from the

estimation one can see such a bending of the axle is quite feasible.
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We calculated tilts of P-arm and N-arm, averaged over probes, Results in X,Y coordinates

for a nominal field of 3.8 T are shown in Fig. 7.15 -- Fig. 7.18.
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Fig. 7.15 X-misalignment for N-arm (from B) Fig. 7.17 Y-misalignment for N-arm (from B,)
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Fig. 7.16 X-misalignment for P-arm (from B;) Fig. 7.18 Y-misalignment for P-arm (from B,)

7.3 Fieldmapper Tilt Correction (Errors)

A straightforward way to get a feeling about the errors range of misalignment
parameters X,Y obtained at each z-index, is to see how much these parameters vary for
all 5 sensors of an arm. For each step we calculate the misalignment RMS error:

RMS=\/%Z4:((XP—)?)2+(Y[J—\7)2) X:%ixp V:%ivp (7.7)

p=0

Results for the N-arm are plotted in Fig. 7.19 - Fig. 7.20.
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Fig. 7.19 RMS error of the misalignment vs. Fig. 7.20 RMS error of the misalignment vs.

z-index for the N-arm (from By) z-index for the N-arm (from B,)

Average RMS error for the N-arm is 2.97x10~ for the B, and 2.93x 10~ for the B

re

Results for the P-arm are plotted in Fig. 7.21 - Fig. 7.22.

410 ° 410 ®
RMSPJJ"Z RMSPJM m j U
U() 20 40 60 80 100 120 00 20 40 60 80 100 120
Fig. 7.21 RMS error of the misalignment vs. Fig. 7.22 RMS error of the misalignment vs.
z-index for the P-arm (from By) z-index for the P-arm (from B;)

Average RMS error for the P-arm is 1.16x10" for the Bsand 2.69x107 for the B.

For the N-arm, average errors are approximately the same, but for the P-arm, use of the
By for tilt correction yields substantially lower error, compared to the use of the B,. 1

have chosen to use the By data for the misalignment correction.

7.4 Fieldmapper Tilt Correction (Verification)

An optical survey of the plane rotation of the N-arm was performed immediately after

opening the detector after the fieldmapping program was completed, in 8 z-positions
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along the rail. In Fig. 7.23 and Fig. 7.24 the result of this survey is compared to the tilt
predicted from the magnetic field data of the 4 T measurements. An excellent agreement
is has been observed in 7 of 8 survey points. In the gh survey point, the fit of the plane to
the measurements was unreliable because only 4 measurements were usable compared to
8 measurements at other z-positions. These results confirm the misalignment of
fieldmapper arms can be fitted from the magnetic field measurement data with a

precision of about 0.1 mrad.
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Fig. 7.23 Comparison of the optical survey results to the X-tilt predicted from the magnetic field
data from the 4 T measurements (published by permission of Martijn Mulders, CERN).
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Fig. 7.24 Comparison of the optical survey results to the Y-tilt predicted from the magnetic field
data from the 4 T measurements (published by permission of Martijn Mulders, CERN).

Concluding this chapter, we notice the plots in Fig. 7.23 and Fig. 7.24 are in full
agreement with the plots in Fig. 7.15 - Fig. 7.18.

7.5 Data Smoothing and Elimination of Outliers

Keeping in mind the equation matrix dimension for 3D fit will be huge, we decided to
perform a data preconditioning: to smooth the data and carefully remove outliers. The
purpose of such preconditioning is to sharpen the minimum in the least-square fit, thus to
improve the precision of the system solution. We tried several types of filters and finally
chosen the “sliding polynomial fit” filter. It works in the following way: for each probe at
fixed angular position we consider the linear data set along z. For this data set, we
perform the fit with a polynomial of degree N in a “sliding” window of a fixed length L.
For each position of the window we mark outliers, the points in which measured value is
beyond the Ao interval, here A is a fixed coefficient and o is the RMS error of the fit. If
outliers are found after a pass of the window along all the data set, the procedure is

repeated again (marked points are not used in repeated passes) until no outliers are found
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in a pass. After that the value at each point is replaced with the average of fits in the last

pass for all positions of the sliding window at which the point was included.

After a number of tries it was found that a good choice for the filter parameters is: L= 16,

N =4, A=2.8. Plots below are samples of the filter work. Red arrows mark outliers.
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Fig. 7.26 Filter error for the N4 probe at n=7
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Fig. 7.28 Filter error for the N4 probe at n=9
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Fig. 7.30 Filter error for the N4 probe at n=11
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Fig. 7.31 Filter error for the N4 probe at n=12
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Fig. 7.35 Filter error for the P4 probe at n=2
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Fig. 7.32 Filter error for the N4 probe at n=13
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Fig. 7.34 Filter error for the P4 probe at n=1
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Fig. 7.37 Filter error for the P4 probe at n=4
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Fig. 7.38 Filter error for the P4 probe at n=5
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Fig. 7.40 Filter error for the P4 probe at n=7

For the N1--N4 and P1--P4 probes the filter works very well (all result were checked

visually). The situation differs for the outermost probes N5 and P5.
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Fig. 7.41 Filter error for the N5 probe at n=0
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Fig. 7.42 Filter error for the N5 probe at n=1
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Fig. 7.43 Filter error for the N5 probe at n=2
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Fig. 7.45 Filter error for the N5 probe at n=4
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Fig. 7.47 Filter error for the N5 probe at n=6
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Fig. 7.44 Filter error for the N5 probe at n=3
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Fig. 7.46 Filter error for the N5 probe at n=>5
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Fig. 7.48 Filter error for the N5 probe at n=7

In the plots for N5 probe one may notice peaks which appear in the interval of z-positions

0...20. However, there is not a single point with a value that is far away from adjacent

values. Instead, some persistent structure is observed there; one may compare Fig. 7.44

and Fig. 7.46, for example. We consider now the P5 probe.
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Fig. 7.51 Filter error for the P5 probe at n=2
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Fig. 7.53 Filter error for the P5 probe at n=4
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Fig. 7.50 Filter error for the P5 probe at n=1
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Fig. 7.52 Filter error for the P5 probe at n=3
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Fig. 7.54 Filter error for the P5 probe at n=5
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The filter for the probe P5 works well except for the range of outermost z-positions
101...121. Similar to the probe NS5, there is a persistent structure, which appears
periodically as the ¢-index runs. See, for instance Fig. 7.49 and Fig. 7.52. Again, it
cannot be said that outliers are observed, because there is not a single point which jumps
far away from neighboring points. The filter in some cases leaves this structure
unchanged (Fig. 7.54, Fig. 7.55), but in other cases it treats most of the points in the

outermost position as outliers (Fig. 7.49, Fig. 7.52).

It is not understood yet what the reason is for fast spatial field oscillations in the
outermost z-positions of the N5 and P5 probes. After careful consideration it was decided
to make the data preconditioning in the following way: to filter all data for the N1+N4
and P1+P4 probes, but leave the data in the outermost positions for N5 and P5 unfiltered
and restrict the use of this unfiltered data in fits until a reason of the fast spatial field

oscillations is understood.
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8 FIT IN 3 DIMENSIONS (RESULTS AND DISCUSSION)

The measured data had been corrected for the fieldmapper tilt, gain shifts, z-offsets,

B, — B, mixing and then filtered as described in the previous chapter.

8.1 Normal Equation Matrix Evaluation

The least square fit of the corrected data was made over the 3D basis with the maximum
| =18. Some precautions had been taken in preparation of the matrix A before the normal

equation matrix ATA (3.12) was calculated:

e Equations for B, were multiplied by the weight coefficient 0.3, so the fit enchanced the
B, measurement.

e Further the equations for the outermost z-positions of the N5 (z-index=0...20) and P5
(z-index=101...121) were multiplied by the weight coefficients 0.1. This way we
suppressed the influence of strange and not yet understood field oscillation in these

Z-ranges.

The ATA matrix calculation evaluation of each matrix element had been made with
preceding sort of terms by absolute values and the sum accumulation started with smaller
terms. This precaution had to be taken because with the chosen basis the dimension of

matrix A is 119560x360.

8.2 Results and Discussion

The fit was performed at all nominal field values. The fit field maps for B;, By, B, at radii
of probes and the residual maps (measured field minus the fit) for B,, Br(3) at2T and 4T,
are presented in Fig. 9.1 through Fig. 9.120. Overall errors for the B; fit are presented in
Table 8.1 through Table 8.4.

* It makes no sense to present the B error map, because no corrections for the B, — B, mixing was made.



Table 8.1 The average and RMS of the B, fit residuals for the N-arm probes at 2T
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Probe N1 N2 N3 N4 N5
Mean(8B,) | 2.04x10°T | -3.69x10°T |-3.1x10°T | 3.1x10°T | 3.66x10°T
RMS(8B,) | 2.95x10°T | 5.46x10°T |3.51x10°T |5.94x10°T |2.76x10°*T
Table 8.2 B, The average and RMS of the fit residuals for the P-arm probes at 2 T

Probe P1 P2 P3 P4 P5
Mean(8B;) | -2.64x10°T | 7.08x107T | -3.31x10°T |2.85x107T |3.89x10°T
RMS(8B,) | 3.36x10°T | 4.34x10°T | 4.23x10°T | 6.12x10°T | 3.12x10°*T
Table 8.3 The average and RMS of the B, fit residuals for the N-arm probes at 4 T

Probe N1 N2 N3 N4 N5
Mean(8B,) | -1.01x10°T | 5.8x10°T 1.44x10°T | -6.08x10°T | 3.89x10°T
RMS(8B,) | 4.87x10°T | 7.26x10°T | 6.08x10°T | 8.25x10°T | 3.3x10™*T
Table 8.4 B, The average and RMS of the fit residuals for the P-arm probes at 4 T

Probe P1 P2 P3 P4 P5
Mean(8B;) | 5.89x10°T | 5.7x10°T | 2.29x10°T | 1.2x10°T | -1.16x10°T
RMS(3B,) | 5.49x10°T | 6.42x10°T | 5.5x10°T | 7.92x10°T | 3.5x10™*T

Both the plots and tables show an excellent B, fit for N1 through N4 and P1 through P4

probes; the precision is within £1x10™ T range.

For the N5 and P5 probes the fit has larger errors (locally: up to £2x10> T at 2 T and

+4x10”T at 4T) in the outermost z-positions, but I had neither the intention nor the

possibility to reproduce fast spatial oscillations of the field in this areas. It can be counted

that there are 18 periods of oscillation along ¢ at fixed z (see Fig. 9.125, for instance) and

2 periods along z at fixed ¢ (see Fig. 7.46 and Fig. 7.52 , for example). In order to

reproduce these oscillations a basis with 1> 18x2 =36 must be used. The total number of

the basis elements (= number of unknowns in the normal equation) in that case is

I(1+2) = 1368.
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The field fit maps and residuals for N5, P5 probes at a shortened z-range are presented in
Fig. 9.121 through Fig. 9.124, Fig. 9.127 through Fig. 9.130, Fig. 9.133 through Fig.

9.136 and Fig. 9.139 through Fig. 9.142. Overall B; fit errors are presented in Table 8.5.
Table 8.5 The average and RMS of the B, fit residuals for the N5 and P5 probes at 4 T at shortened

z-range
Field 2T 4T
Probe N5 P5 N5 P5
Mean(8B,) -1.43x10°T -1.37x10°T -2.39x10°T -5.38x10°T
RMS(8B,) 1.16x107*T 1.38x107*T 1.43x10™*T 1.68x10™*T

For a shortened z-range, residuals of the fit for N5 and P5 probes are approximately by
factor 2 larger than residuals for inner probes. This increase of the RMS 6B, due to a
shoulder on the right slope of the main peak in Fig. 9.122, Fig. 9.128, Fig. 9.134 and Fig.
9.140. This shoulder corresponds to a structure in 0B; plots for the outermost probes
which can be described as a “double ridge” along z near ¢=-'.27 (that corresponds to
¢-index = 24 for the N-arm and ¢-index = 0 for the P-arm); see Fig. 9.126 and Fig. 9.132.
An appearance of another structure in the 0B, plots, which may be described as a “ridge
transforming to a canyon” along z at the same ¢ can be noticed. We do not know what
has caused this local field variation, but it appears in the position of an arm aligned with
the fieldmapper “leg”. It looks very likely the field perturbation was somehow caused by

the fieldmapper itself. Anyway, our fit cannot reproduce such a fast local variation of the

field.
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9 CONCLUSIONS AND PLANS

The analytical field fit, both for the axially symmetric and complete 3D field models,
had been obtained which is within +4-10 T agreement with the measured field values
in whole volume spanned in measurements except the most remote off center part of it,
which makes only 6% of total volume. The axial field model, implemented in the BFit
C++ code, shows both high precision and speed. At the time of writing it is being
integrated into the CMSSW software for the offline particle tracking. That is the most

important practical outcome of this work.

The representation of spherical harmonics in cylindrical coordinate system that has been
derived during this work is a result of essential practical importance too. The fit could not

been made with no use of the basis derived.

The 3D field model will be used to find out whether neglect of the field deviation from
the axial symmetry essentially worsens the momentum resolution. In the case if it does, a

further work aimed to improve the 3D model computing speed will be carried out.
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Fig. 9.125 The “ridge-to-canyon” structure of
the B, residuals around g-index = 24
for the N5 probe at2T
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Fig. 9.122 6B, spread for the N5 probe at 2 T,
the outermost z-positions are excluded
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Fig. 9.124 6B, spread for the N5 probe at 2 T,
the outermost z-positions are excluded
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Fig. 9.126 The “double ridge” structure of the B,

residuals around ¢g-index = 24 for the
N5 probeat2T



Fit error for B,, probe P5 |

Fig. 9.127 B, residuals for the P5 probe at 2T,
the outermost z-positions are excluded
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Fig. 9.129 B, residuals the P5 probe at 2 T, the
outermost z-positions are excluded
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Fig. 9.128 8B, spread for the P5 probe at 2T, the
outermost z-positions are excluded
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Fig. 9.1306B; spread for the P5 probe at 2 T, the
outermost z-positions are excluded
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Fig. 9.131 The “ridge-to-canyon” structure of
the B, residuals around g-index = 0
for the P5 probe at2T

Fig. 9.132 The “double ridge” structure of the B,
residuals around ¢g-index = 0 for the
P5probeat2T
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Fig. 9.133 B, residuals for the N5 probe at 4 T,
the outermost z-positions are excluded
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Fig. 9.135 B, residuals for the N5 probe at 4T,
the outermost z-positions are excluded
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Fig. 9.137 The “ridge-to-canyon” structure of
the B, residuals around g-index = 24
for the N5 probe at4 T
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Fig. 9.134 6B, spread for the N5 probe at 4 T,
the outermost z-positions are excluded
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Fig. 9.136 8B, spread for the N5 probe at 4 T,
the outermost z-positions are excluded
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Fig. 9.138 The “double ridge” structure of the B,
residuals around ¢g-index = 24 for the
N5 probe at4T
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Fig. 9.139 B, residuals for the P5 probe at 4T,
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Fig. 9.141 B, residuals for the P5 probe at 4T,
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the B, residuals around g-index = 0
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Fig. 9.140 8B, spread for the P5 probe at 4 T, the
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Fig. 9.142 8B, spread for the P5 probe at 4 T, the
outermost z-positions are excluded
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APPENDIX

The C++ HarmBasis3DCyl object is derived from two other objects in sequence:
rz_harm_poly and poly2d_base . Here we present the code for all of them, from the
bottom (poly2d_base) to the top (HarmBasis3DCyl).

poly2d_base
File: Poly2dbase.h

#ifndef poly2d_base_h
#define poly2d_base_h

#include <cmath>
#include <iostream>
#include <fstream>
#include <iomanip>
#include <vector>
#include <set>

#include <float.h> //in order to use DBL_EPSILON (1+DBL_EPSILON > 1)
using namespace std;

L11777777777777777777777777777777777777777777777777/7//77//7//7/7//7//77//7//77/77

// //
// The "poly2d_term"” represent a term of a polynomial of 2 variables. //
// //

L1177777777777777777777777777777777777777777/777777//7/7/77//7//77//7//77//7//77/77

//

struct poly2d_term {
double coeff; //Coefficient of the term
unsigned np[2]; //Powers of variables

poly2d_term() {memset(this, 0, sizeof(*this));}
poly2d_term(double C, unsigned nr, unsigned nz)

coeff = C; np[0] = nr; np[1] = nz;

void Print(ostream &out = cout, bool Ffirst_term = true);

¥
JIIIIIIITIIIIIIIIITIIIIIIIITTIIIIIIIITIIIIIIIIIIIIIIIIIIIII/II//II//[[///77//////
7/ 7/

// Base class that represent a polynomial of 2 variables. It isn"t supposed //
// to be used directly and provides no way of setting coefficients directly. //
// Such methods must be defined in derived classes. //
// //
////777777777777777777777777777777777/7777777777/777/7/7/7//7/7/77/7/7/////////////////77777



//

class poly2d _base { // a general polynomial of 2 variables

protected:
//Group of static members for the class memory management
[~
static double rval; //last r-value used in calculation
static double zval ; //last z-value used in calculation

static double **rz_pow; //table with calculated r™n*z”m values
static unsigned NTab; //rz_pow table size

static unsigned NPwr ; //max power in use by CLASS

static bool rz_set;

static const double MIN_COEFF; //Threshold for assigning a coeff. to O

static set<poly2d_base*> poly2d_base_set; //Set of all poly2d_base objects

static void SetTabSize(const unsigned N); //Set rz-table size
static void FillTable (const double r, const double z);

static void AdjustTab();

/[~
vector<poly2d_term> data; //polynomial terms
unsigned max_pwr; //max power in use by INSTANCE
public:
static void IncNPwr(const unsigned N) {if (N > NPwr) NPwr = N;}
static int GetMaxPow();
static unsigned Count() { return poly2d base set.size();}
static void PrintTab(ostream &out = cout);

//

static void SetPoint(const double r, const double z);

po

3
po

Vi

ly2d_base() {
max_pwr = 0;
poly2d_base_set. insert(this);

ly2d_base(const poly2d_base &S) {
data = S.data;

max_pwr = S.max_pwr;
poly2d_base_set. insert(this);

rtual ~poly2d_base();

bool 1sOn() { return bool(data.size());}

bo

Vo
VO

Vo
Vo
VO
Vo

\o}
do
do
do

Vo

ol IsRzZSet() { return rz_set;}

id Collect(); //Collect terms and remove zero terms
id Compress() { Collect(Q);}

id Diff (int nvar); //differentiate the polynomial by variable# nvar
id Int (int nvar); //Integrate the polynomial by variable# nvar

id IncPow(int nvar); //Multiply the polynomial by variable# nvar

id DecPow(int nvar); //Divide the polynomial by variable# nvar

id Scale(const double C);
poly2d_base& operator*=(const double C) { Scale(C); return *this;}

uble Eval(); //Evaluation with no check that rz_pow table exist
uble Getval() {if (rz_set) return Eval(); else return O0.;}
uble GetVal(const double r, const double z) { SetPoint(r,z); return Eval(Q);}

id Print(ostream &out = cout);

}; //Class poly2d_base
#endif
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File: Poly2dbase.cxx

#include "poly2d_base.h"

L1117 7777777777777777777777777777777777777777/777777/777777///7777/7///777/////7/77/777

// //
// The "poly2d_term" represent a term of a polynomial of 2 variables. //
// //
L1117 1777777777777777777777777777777777777777777777/777777//777////777//7/777/77/
//

void poly2d_term::Print(ostream &out, bool first_term)

{

if (First_term) out << coeff;
else if (coeff > 0.) out << " + " << coeff;
else out << " - " << -coeff;
it (np[0] !'= 0) {
out << "*r";
if (np[0] '= 1) out << "A" << np[0];

b
it (np[1] !'= 0) {
out << "*z";
if (np[1] '= 1) out << "A" << np[1];

}
}
L1177777777777777777777777777777777777777777/777777/7//77/7/7//77//7//7///7//77/77
// //

// Base class that represent a polynomial of 2 variables. It isn"t supposed //
// to be used directly and provides no way of setting coefficients directly. //

// Such methods must be defined in derived classes. //
// //
L1111 7777777777777777777777777777777777777//77777//77777//7/77///7//77///7/7/7//7/777
//

double poly2d_base: :rval = 0.; //Last values of r and z used

double poly2d_base: :zval =0.;

double **poly2d_base::rz_pow
unsigned poly2d_base: :NTab
unsigned poly2d_base: :NPwr

0; //table with calculated r™n*z™m values
0; //rz_pow table size
0; //max power in use by CLASS

bool poly2d_base::rz_set = false;

const double poly2d_base::MIN_COEFF = DBL_EPSILON; //Thresh. for coeff ==
set<poly2d_base*> poly2d_base: :poly2d_base_set;

//
poly2d_base: :~poly2d_base()
{

poly2d_base_set.erase(poly2d_base_set.find(this));
if(poly2d_base_set.size()) { //some objects left
ifT (max_pwr >= NPwr) NPwr = GetMaxPow();
} else {
it (rz_pow) {
delete [] rz_pow[0]; //deleting the last instance -> memory cleanup
delete [] rz_pow;

// poly2d_base_set.resize(0);
}
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//

void poly2d_base::SetTabSize(const unsigned N)

if (N <= NTab) return;
it (rz_pow) {
delete [1 rz_pow[0];
delete []1 rz_pow;
3
rz_pow = new double* [N];
unsigned jr, dN = N*(N+1)/2;
rz_pow[0] = new double [dN];
memset(rz_pow[0], O, dN*sizeof(double));
rz_pow[O][0] = 1.;
for (gr = 1, dN = N; jr < N; ++jr, --dN) {
rz_pow[jr] = rz_pow[jr-1] + dN;

rval = zval = 0.;
NTab = N;
3

//

void poly2d_base::FillTable(const double r, const double z)

if (!rz_pow) return;
unsigned jr, jz;
for (Jz = 1; jz <= NPwr; ++jz) rz_pow[O]1[jz] = z*rz_pow[0][jz-1];
for (gr = 1; jr <= NPwr; ++jr) {
for (Jz = 0; jz <= (NPwr - jr); ++jz) {
rz_pow[jr1[iz] = r*rz_pow[jr-11[jz];

b
3
//
int poly2d_base: :GetMaxPow()
{
int curp, maxp = 0;
set<poly2d_base*>::iterator it;
for (it = poly2d_base_set.begin(); it != poly2d_base_set.end(); ++it) {
curp = (*it)->max_pwr;
if (curp > maxp) maxp = curp;
return maxp;
3
//

void poly2d _base::AdjustTab()

NPwr = GetMaxPow();
if (NPwr >= NTab) SetTabSize(NPwr+1);

3
//
void poly2d_base::PrintTab(ostream &out)
out << "poly2d_base table size NTab = " << NTab
<< "\tmax. power NPwr = " << NPwr << endl;

it (rz_pow) {
if (NPwr < NTab) {
unsigned jr, jz, old_prec = out.precision();
out._precision(5);
out << "Table content:" << endl;
for (gr = 0; jr <= NPwr; ++jr) {
for (Jz = 0; jz <= (NPwr-jr); ++jz) {
out << setw(12) << left << rz_pow[jrlljz]l;
3

out << "|" << endl;

}



out.precision(old_prec);

} else {

out << "\tTable size is not adjusted." << endl;

b
} else {
out << "\tTable is not allocated.” << endl;
3
T
//

void poly2d_base::SetPoint(const double r, const double z)

{
if (1Count()) return;
if (NPwr >= NTab) { SetTabSize(NPwr+1); FillTable(r, 2);}
else if ((r '= rval) || (z '= zval)) FillTable(r, z);
rz_set = true;

}
//

double poly2d_base::Eval()

double S = 0.;
for (unsigned j = 0; j < data.size(); ++j)

S += data[j]-coeff*rz_pow[data[j]-np[O]1]1[data[j]-np[1]1];
return S;

}
//

void poly2d_base::Collect()
if (I(data.size())) return;

unsigned jl1, j2, rpow, zpow, noff = 0, jend = data.size();
double C;

vector<bool> mask(jend, false);

max_pwr = 0;

for (J1 = 0; j1 < jend; ++j1) {
if (mask[j1]) continue;
C = data[j1]-coeff;
rpow = data[j1]-np[O];
zpow = data[j1]-np[1];
for (J2 = j1+1; j2 < jend; ++j2) {
it (mask[j2]) continue;
if ((rpow == data[j2]-np[0]) && (zpow == data[j2]-np[1])) {
C += datal[]j2].coeff;
mask[j2] = true;
++noff;

}

if (fabs(C) > MIN_COEFF) {
data[j1].coeff = C;
if ((rpow = rpow+zpow) > max_pwr) max_pwr = rpow;

} else {
mask[j1] = true;
++noff;

}

vector<poly2d_term> newdata; newdata.reserve(jend - noff);
for (J1 = 0; j1 < jend; ++j1) {
it (1(mask[j1])) newdata.push_back(data[j1]);

data.swap(newdata);
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//

void poly2d_base::Print(ostream &out)

if (ldata.size(Q)) {
out << "this polynomial object contains no terms." << endl;
return;

out << data.size() << " terms; max. degree = " << max_pwr << ":" << endl;
unsigned old_prec = out.precision();
out.precision(b);
data[0]-Print(out);
for (unsigned it = 1; it < data.size(); ++it) {
data[it]-Print(out, false);

out << endl;
out.precision(old_prec);

}
//

void poly2d_base: :Diff(int nvar)
{

//differentiate the polynomial by variable nvar.
//
poly2d_term v3;
vector<poly2d_term> newdata;
newdata.reserve(data.size());
unsigned cur_pwr = 0, maxp = 0, oldp = max_pwr;
for (unsigned it = 0; it < data.size(); ++it) {
v3 = data[it];
v3.coeff *= v3._np[nvar];
if (v3.coeff 1= 0.) {
--v3.np[nvar];
newdata.push_back(v3);
if (Ccur_pwr = v3.np[0] + v3.np[1l]) > maxp) maxp = Cur_pwr;

}

newdata.resize(newdata.size());

max_pwr = maxp;

data.swap(newdata);

if (oldp >= NPwr) NPwr = GetMaxPow();
3

//

void poly2d_base::Int(int nvar)

//Integrate the polynomial by variable# nvar. Doesn®"t remove terms
//with zero coefficients; if you suspect they can appear, use Compress()
//after the integration.
//
for (unsigned it = 0; it < data.size(); ++it) {
data[it].coeff /= ++data[it].-np[nvar];

++max_pwr;
if (max_pwr > NPwr) NPwr = GetMaxPow();
}

//

void poly2d_base::IncPow(int nvar)

{

//Multiply the polynomial by variable# nvar
//

for (unsigned it = 0; it < data.size(); ++it) {
++data[it] -np[nvar];
}

++max_pwr;
ifT (max_pwr > NPwr) NPwr = GetMaxPow();
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//
void poly2d_base: :DecPow(int nvar)

//Divide the polynomial by variable# nvar. Remove terms with zero coefficients
//and also terms where the initial power of nvar is equal zero
//
poly2d_term v3;
vector<poly2d_term> newdata;
newdata.reserve(data.size());
unsigned cur_pwr = 0, maxp = 0, oldp = max_pwr;
for (unsigned it = 0; it < data.size(); ++it) {
v3 = data[it];
if ((v3.coeff 1= 0.) && (v3.np[nvar] > 0)) {
--v3.np[nvar];
newdata.push_back(v3);
if (Ccur_pwr = v3.np[0] + v3.np[1]) > maxp) maxp = Cur_pwr;
}

newdata.resize(newdata.size());

max_pwr = maxp;

data.swap(newdata);

if (oldp >= NPwr) NPwr = GetMaxPow();
b

//
void poly2d_base::Scale(const double C)

//Multiply the polynomial by a constant.
//
if (C1=0.) {
for (unsigned it = 0; it < data.size(); ++it) {
data[it].coeff *= C;

} else data.resize(0);

b
rz_harm_poly

File: rz_harm_poly.h

#ifndef rz_harm_poly_h
#define rz_harm_poly_h

#include "poly2d_base.h"

L11771777777777771777777777777777777777777777777/77777//77/77//7///7//7/7//7//77//77

// //
// Pair (Cos(phi),Sin(Phi)). Intended for internal use by rz_harm_poly. //
// //

L177777777777777777777777777777777777777777777777777//77//7//77//7//77//7//77//777

//

struct trig_pair {
double CosPhi;
double SinPhi;

trig_pair() : CosPhi(l1.), SinPhi(0.) {}

trig_pair(const trig_pair &tp) : CosPhi(tp.CosPhi), SinPhi(tp.SinPhi) {}
trig_pair(const double C, const double S) : CosPhi(C), SinPhi(S) {}
trig_pair(const double phi) : CosPhi(cos(phi)), SinPhi(sin(phi)) {}

//Return trig_pair fo angle increased by angle of tp.
trig_pair Add(const trig_pair &tp) {
return trig_pair(this->CosPhi*tp.CosPhi - this->SinPhi*tp.SinPhi,
this->SinPhi*tp.CosPhi + this->CosPhi*tp.SinPhi);



}:
L1117777777777777777777777777777777777777777777777/777/7//777///77/7/7/7//77/7////777
// //
// Harmonic homogeneous polynomial in cylindrical system. //
// //
L111777777777777777777777777777777777777777777777/7777////777///77/77////77/7//7/777
//
class rz_harm_poly : public poly2d_base {
private:

unsigned L;

int M3

static unsigned Cnt; //Number of the '"'rz_harm_poly" objects

static double phival; //Last phi value used

static bool phi_set; //TRUE if phi value is set

static unsigned MaxM; //Max. M among *‘rz_harm_poly" objects

static unsigned TASize; //TrigArr size
static trig_pair *TrigArr; //Array with angular data

static void SetTrigArrSize(const unsigned N);
static void FillTrigArr (const double phi);

public:

static int GetMaxM(); //return Max. M for the class

static unsigned ParentCount() { return poly2d_base::Count();}

static unsigned Count() { return Cnt;}

static void SetPhi(const double phi);

static void SetPoint(const double r, const double z, const double phi)

poly2d_base: :SetPoint(r, z); SetPhi(phi);
b

rz_harm_poly() : poly2d_base(), L(0), M(0) {++Cnt;}

rz_harm_poly(const poly2d_base &S) : poly2d_base(S), L(0), M(0) {++Cnt;}
rz_harm_poly(const rz_harm_poly &S) : poly2d_base(S), L(S.L), M(S.M) {++Cnt;}
rz_harm_poly(const unsigned N);

~rz_harm_poly(Q);

bool IsPhiSet() { return phi_set;}

rz_harm_poly GetDiff (int nvar) { rz_harm_poly R(*this); R.Diff (nvar); return
rz_harm_poly GetlInt (int nvar) { rz_harm_poly R(*this); R.Int (nvar); return
rz_harm_poly GetlncPow(int nvar) { rz_harm_poly R(*this); R.IncPow(nvar); return
rz_harm_poly GetDecPow(int nvar) { rz_harm_poly R(*this); R.DecPow(nvar); return

rz_harm_poly LadderUp(Q);
rz_harm_poly Ladderbwn();

unsigned GetL() { return L;}
int GetM(Q) { return M;}

//Next functions return value of angular terms.

//No check is made, wheither the TrigArr is initialized.
//User can check if IsPhiSet() == true

double GetCos() { return TrigArr[M].CosPhi;}

double GetSin() { return TrigArr[M].SinPhi;}

void CheatL(const unsigned newL) { L = newL;}
void Print(ostream &out = cout);

static void PrintTrigArr(ostream &out = cout);

}; //class rz_harm_poly
#endif

00030
e
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File: rz_harm_poly.cxx

#include <typeinfo>
#include "rz_harm_poly.h"

L11771777777777777777777777777777777777777777/77/777/77/77/77//7/7//7//77//7//77/77

// //
// Harmonic homogeneous polynomials in cylindrical system. //
// //
L1111 1777777777777777777777777777777777/7777777777777//777////777////777////777/77/
//

unsigned rz_harm_poly::Cnt = 0; //Number of the "rz_harm_poly" objects
double rz_harm_poly::phival = 0.; //Last phi value used

bool rz_harm_poly::phi_set = false; //TRUE if phi value is set

unsigned rz_harm_poly: :MaxM = 0; //Max. M among '‘rz_harm_poly" objects

unsigned rz_harm_poly::TASize
trig_pair *rz_harm_poly::TrigArr

0; //TrigArr size
0; //Array with angular data

//
rz_harm_poly::rz_harm_poly(const unsigned N)

//Constructor for rz_harm_poly of length N. The polynomial P(r,z) is normalized
//in such a way that dP/dz(r=0,z)=z"(N-1)
//

unsigned nz = N, nr = 0, nv = 0;

poly2d_term v3(1./N, nr, nz);

data = vector<poly2d_term>((N + 2) /7 2, v3);

while (nz >= 2) {
nz -= 2;
nr += 2;
nv += 1;
data[nv].coeff
data[nv].-np[O]
data[nv].-np[1]

—-data[nv-1].coeff*(nz+1)*(nz+2)/(nr*nr);
nr;
nz;

¥

max_pwr = N;

it (max_pwr > NPwr) {
NPwr = max_pwr;
rz_set = false;
phi_set = false;

N3
_0;
poly2d_base_set.insert(this);
++Cnt;

=rw
1

}
//

rz_harm_poly::~rz_harm_poly(Q)

if (--Cnt) {
it (abs(M) >= MaxM) { //a number of objects still left
M = 0;
MaxM = GetMaxM();

} else { //last instance -> memory cleanup
if (TrigArr) delete [] TrigArr;

TrigArr = 0;
TASize = O;
MaxM = 0;
phival = 0.

phi_set = false;
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//
int rz_harm_poly::GetMaxM()

//Return max abs(M) for all rz_harm_poly objects created
//
int M_cur, M_max = 0;
set<poly2d_base*>::iterator it;
for (it = poly2d_base_set.begin(); it != poly2d_base_set.end(); ++it) {
if (typeid(**it) == typeid(rz_harm_poly)) {
M_cur = abs(((rz_harm_poly*)(*it))->M);
if (M_cur > M_max) M_max = M_cur;

}

return M_max;

}

//
void rz_harm_poly::SetPhi(const double phi)

//Set value of the angle argument, adjust the TrigArr size if neccessary
//and fill TrigArr if the phi value is changed
//

it (MaxM >= TASize) { SetTrigArrSize(MaxM+1); FillTrigArr(phi);}

else if (phi != phival) FillTrigArr(phi);

phi_set = true;

}

//
void rz_harm_poly::SetTrigArrSize(const unsigned N)

//Increase TrigArr size if neccessary
//
if (N <= TASize) return;
if (TrigArr) delete [] TrigArr;
TrigArr = new trig_pair [N];
(*TrigArr) = trig_pair(l., 0.);
TASize = N;
phi_set = false;

}

//
void rz_harm_poly::FillTrigArr(const double phi)

{
//Fill TrigArr with trig_pair(gp*phi)
if (ITrigArr) return;
trig_pair tp(phi);
TrigArr[1] = tp;
for (unsigned jp = 2; jp <= MaxM; ++jp) TrigArr[jpl = TrigArr[jp-1]-Add(tp);

3
//
void rz_harm_poly::PrintTrigArr(ostream &out)
{
out << "TrigArr: TASize = " << TASize
<< "\tMaxM = " << MaxM << endl;

it (TrigArr) {
if (MaxM < TASize) {
unsigned jm, old_prec = out.precision();
out.precision(b);
out << '"'M: "
for gm = 0; jm <= MaxM; ++jm) {
out << setw(12) << left << jm;

out << "|J\nCos_M: *;
for gm = 0; jm <= MaxM; ++jm) {
out << setw(12) << left << TrigArr[jm]-.CosPhi;

out << "|J\nSin_M: *;
for (gm = 0; jm <= MaxM; ++jm) {



out << setw(12) << left << TrigArr[jm]-SinPhi;

}
out << "|" << endl;
out._precision(old_prec);
} else {
out << "\tTrigArr size is not adjusted." << endl;
3
} else {
out << "\tTrigArr is not allocated." << endl;
}
}
//

rz_harm_poly rz_harm_poly::LadderUp()

//Return a polynomial with increased M

//
rz_harm_poly p_out; p_out.data.reserve(2*L);
unsigned it;
poly2d_term term;

//1In 2 passes (for-cycles) to get terms in z-descending order
for(it = 0; it < data.size(); ++it) {
term = data[it];
if (term.np[0]) {
term.coeff *= int(term.np[0]) - M;
--term.np[0];
++term.np[1];
p_out._data.push_back(term);

}

3
for(it = 0; it < data.size(); ++it) {
term = data[it];
if (term.np[1]) {
term.coeff *= -(int)term.np[1];
--term.np[1];
++term.np[0];
p_out._data.push_back(term);

}

b
p_out.Collect();
if (p_out.data.size()) {
p_out.L = L;
p_out.M = M+1;
if (abs(p_out.M) > MaxM) MaxM = abs(p_out.M);
p_out._Scale(1./sqrt(double((L-M)*(L+M+1))));
¥

return p_out;

}
1/

rz_harm_poly rz_harm_poly::LadderdDwn()

//Return a polynomial with decreased M

//
rz_harm_poly p_out; p_out.data.reserve(2*L);
unsigned it;
poly2d_term term;

//1In 2 passes (for-cycles) to get terms in z-descending order
for(it = 0; it < data.size(); ++it) {
term = data[it];
if (term.np[0]) {
term.coeff *= -int(term.np[0]) - M;
--term.np[0];
++term.np[1];
p_out._data.push_back(term);
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for(it = 0; it < data.size(); ++it) {

term = data[it];

if (term.np[1]) {
term.coeff *= term.np[1];
--term.np[1];
++term.np[0];
p_out.data.push_back(term);

3

¥
p_out.Collect();
if (p_out.data.size()) {
p_out.L = L;
p_out.M = M-1;
it (abs(p_out.M) > MaxM) MaxM = abs(p_out.M);
p_out.Scale(1./sqrt(double((L+M)*(L-M+1))));
3

return p_out;

}
//

void rz_harm_poly::Print(ostream &out)

{

out << "L=" << L << ", M=" << M << ™'
poly2d_base: :Print(out);

HarmBasis3DCyl

File: HarmBasis3DCyl.h

#ifndef HarmBasis3DCyl_h
#define HarmBasis3DCyl_h

#include "rz_harm_poly.h"

typedef vector<rz_harm_poly> harm_poly_vec;
typedef vector<harm_poly_vec> harm_poly_arr;

L177777777777777777777777777777777777777777777777777/777/77//77/77//77/77//77/777

//

// HarmBasis3DCyl: set of basis harmonic polynomials in cylindrical CS

//

LI117777777777777777777777777777777777777777777777/77777//777///77/77///77/7//7/777

class HarmBasis3DCyl {

private:
unsigned Dim; //Dimension of the basis

unsigned Len; //Length of the basis, accounting negative M"s

int *L_k, *M_k; //Translation arrays from linear to (L,M) address;
double *P_k, *Br_k, *Bz_k, *Bphi_k; //Calculated values for (r,z) terms

harm_poly_arr PtB; //Potential basis
harm_poly_arr BrB; //Br basis
harm_poly_arr BzB; //Bz basis
harm_poly_arr BphiB; //phi basis

void EvalRZ(harm_poly_arr &B, double *val);
double GetVal(double *coeff, double *basis);

void Print(harm_poly_arr &B, ostream &out = cout);

public:

HarmBasis3DCyl (const unsigned N); //The only legal constructor

virtual ~HarmBasis3DCyl();
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unsigned GetDim() { return Dim;}
unsigned GetLen() { return Len;}

void GetLM(const unsigned j, int &Lj, int &Mj) { Lj = L_k[j]1; Mj

//Sets point for the basis components evaluation
void SetPoint(const double r, const double z, const double phi)
{ rz_harm_poly::SetPoint(r, z, phi);}

//Fill tables with the basis component values. SetPoint(r,z,phi)
//must be called before EvalXXX() calls.

void EvalPtn() { EvalRz(PtB, P_k);}

void EvalBr() { EvalRz(BrB, Br_k);}

void EvalBz() { EvalRz(BzB, Bz_k);}

void EvalBphi(Q);

//Return the basis component value for the linear address k.
//EvalXXX() must be called before GetXXX_k() call

double GetPtn_k (const unsigned k) { return P_k[Kk];}

double GetBr_k (const unsigned k) { return Br_Kk[K];}
double GetBz_k (const unsigned k) { return Bz_k[Kk];}
double GetBphi_k(const unsigned k) { return Bphi_k[k];}

//Return the the potential and the field component values
//resulted by the basis expansion with coefficients in <coeff>
//EvalXXX() must be called before GetXXX() call

double GetPtn (double *coeff) { return GetVal(coeff, P_k);}
double GetBr (double *coeff) { return GetVal(coeff, Br_Kk);}
double GetBz (double *coeff) { return GetVal(coeff, Bz_k);}
double GetBphi(double *coeff) { return GetVal(coeff, Bphi_k);}

void PrintPtB (ostream &out
void PrintBrB (ostream &out
void PrintBzB (ostream &out
void PrintBphiB(ostream &out
void Print (ostream &out

cout) { Print(PtB, out);}
cout) { Print(BrB, out);}
cout) { Print(BzB, out);}
cout) { Print(BphiB, out);}
cout);

//class HarmBasis3DCyl

#endif

File: HarmBasis3DCyl.cxx

M_kLi1:3

L1117 7777777777777777777777777777777777777777777777/777777///777/7//7777///7/77/777

//

// HarmBasis3DCyl: set of basis harmonic polynomials in cylindrical CS

//

//
//
//

L1117 7777777777777777777777777777777777777777777777/777777/7//777/7///777///7777/777

#include "HarmBasis3DCyl.h"

//

HarmBasis3DCyl : :HarmBasis3DCyl (const unsigned N)

{

//Construct a basis of dimension N

//

Dim = N;

Len = N*(N+2);

L_k = new int [Len];

M_k = new int [Len];

P_k = new double [Len];
Br_k = new double [Len];
Bz_k = new double [Len];
Bphi_k = new double [Len];

PtB.reserve(N);
BrB.reserve(N);
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BzB.reserve(N);
BphiB.reserve(N);

rz_harm_poly::IncNPwr(N); //In order to prevent GetMaxPow()

unsigned M, vLen, k = 0;
for (unsigned L = 1; L <= N; ++L) {
vilen = L+1;

harm_poly_vec Pt_vec; Pt_vec.reserve(vLen);
harm_poly_vec Br_vec; Br_vec.reserve(vLen);
harm_poly_vec Bz_vec; Bz_vec.reserve(vlLen);

harm_poly_vec Bphi_vec; Bphi_vec.reserve(vLen);

Pt_vec.push_back (rz_harm_poly(L));
Br_vec.push_back (Pt_vec[0].GetDiff(0));
Bz_vec.push_back (Pt_vec[0].GetDiff(1));
Bphi_vec.push_back(rz_harm_poly(Q));
Bphi_vec[0] -CheatL(L);

L_KIK] = L3 M_K[K] = 05 ++k;

for (M = 1; M <=1L; ++M) {

Pt_vec.push_back (Pt_vec[M-1].LadderUp(Q));
Br_vec.push_back (Pt_vec[M].GetDiff(0));
Bz_vec.push_back (Pt_vec[M].GetDiff(1));
Bphi_vec.push_back(Pt_vec[M].GetDecPow(0));
Bphi_vec[M].-Scale(M);

L_k[k] L; M_K[K]
L_k[k] L; M_K[K]

M; ++k;
-M; ++k;

¥

PtB.push_back (Pt_vec);
BrB.push_back (Br_vec);
BzB.push_back (Bz_vec);
BphiB.push_back(Bphi_vec);

calls

}

3

//

HarmBasis3DCyl : :~HarmBasis3DCyl ()

{
delete [] Bphi_k;
delete [] Bz k;
delete [] Br_k;
delete [] P_k;
delete [] M_Kk;
delete [] L_k;

3

//

void HarmBasis3DCyl::EvalRZ(harm_poly_arr &B, double *val)

//Fills the linear array val[Len] with values of basis polynomials.

//Private function, intended for internal use only.
//
unsigned M;
double V;
rz_harm_poly *P;
for (unsigned L =1, k = 0; L <= Dim; ++L, ++k) {
(*val) = B[K][O]-Eval(); ++val;
for (M = 1; M <= L; ++M) {
P = &BLKIMID);
V = P->Eval();
(*val) = V*P->GetCos(); ++val;
(*val) = V*P->GetSin(); ++val;
}
}
}
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//
void HarmBasis3DCyl::EvalBphi()

//Fills the array Bphi_k[Len] with values of phi-basis polynomials.
//
unsigned M;
double V;
double *val = Bphi_k;
rz_harm_poly *P;
for (unsigned L = 1, k = 0; L <= Dim; ++L, ++k) {
(*val) = 0.; ++val;
for M = 1; M <= L; ++M) {
P = &(BphiBLK][MD);
V = P->Eval(Q);

(*val) = -V*P->GetSin(); ++val;
(*val) = V*P->GetCos(); ++val;
3
¥

b
//
double HarmBasis3DCyl: :GetVal (double *coeff, double *basis)
{

//return value of the expansion with coefficients coeff[Len] for the basis
//Private function, intended for internal use only.
//

double S = 0.;

for (unsigned k = 0; k < Len; ++k) S += coeff[k]*basis[k];

return S;

}

//
void HarmBasis3DCyl::Print(harm_poly_arr &B, ostream &out)

{

unsigned jL, jM, wdt = 60;
char fcl = "-", fcO = out.fill(fcl);
for (JL = 0; jL < B.size(Q); ++jL) {
out << setw(wdt) << fcl << endl;
out << "Basis subset " << jL+1 << endl;
out << setw(wdt) << fcl << endl;
for M = 0; jM < B[jL]-size(Q); ++jM) {
BJL]I[JM]-Print(out);

3
out_fill(fc0);
3

//
void HarmBasis3DCyl: :Print(ostream &out)

{

out << "BASIS POLYNOMIALS FOR THE POTENTIAL:\n" << endl;

PrintPtB(out);

out << '"\nBASIS POLYNOMIALS FOR R-COMPONENT  OF THE FIELD:\n" << endl;
PrintBrB(out);

out << "\nBASIS POLYNOMIALS FOR Z-COMPONENT  OF THE FIELD:\n" << endl;
PrintBzB(out);

out << '"\nBASIS POLYNOMIALS FOR PHI-COMPONENT OF THE FIELD:\n" << endl;
PrintBphiB(out);



VITA



93

VITA

Vassili Maroussov was born in Irkutsk, Russia on August 1, 1961. He attended secondary
School Ne7 in Irkutsk in 1968-1976 and Mathematical School Nel65 at Novosibirsk State
University in 1976-1978. He won the All-Russian school competition in physics 1978.
From 1978-1983 he attended Novosibirsk State University and graduated with a Russian
equivalent of the MS degree in Physics in 1983. In 1983-1986 he worked in the Applied
Physics Institute, Novosibirsk in the field of non-destructive analysis (neutron imaging).
In 1986-1995 he worked in the Budker Institute for Nuclear Physics, Novosibirsk in the
field of accelerator physics and magnet design. In 1996-2001 he worked at CERN
Geneva, Switzerland in the MTA (Magnet Test and Analysis) group of the LHC division
and on ATLAS, COMPASS and CMS projects. He started his Doctoral of Science in
Physics at Purdue University in August 2001. He completed the thesis research in spring
of 2008 and received his PhD in May 2008.



PUBLICATIONS



94

PUBLICATIONS

. V.Maroussov, S.Sanfilippo, A.Siemko. “Temperature profiles during quenches in
LHC superconducting dipole magnets protected by quench heaters”, 16
International Conference on Magnet Technology (MT-16, 1999), Tallahassee, FL,
USA, 26 Sept.-2 Oct. 1999. , In: IEEE Transactions on Applied Superconductivity
(USA), vol.10, no.1, pp. 661-664, March 2000

. V.Maroussov, A.Siemko. “A method to evaluate the temperature profile in a
superconducting magnet during a quench”, 1998 Applied Superconductivity
Conference - ASC '98, Desert Springs Resort, CA, USA, 13-18 Sep 1998 / Ed. by
Adams, M - IEEE Trans. Appl. Superconduct. : 9 (1999) No.2.

. V.Maroussov, M.Benedikt. “A new method for the calibration of magnetic field
measuring devices”, CERN internal note MTA-IN-98-025, February 18, 1998,
CERN, Geneva, Switzerland.

. V.Maroussov. “Estimation of the longitudinal force on a conducting tube inside the
magnet aperture during a quench”, CERN internal note MTA-IN-97-15, November
28, 1997, CERN, Geneva, Switzerland.

. L.Bottura, V.Maroussov. “Influence of additive noise on magnetic measurements by
rotating coil”, CERN internal note MTA-IN-97-14, November 28, 1997, CERN,
Geneva, Switzerland.

. A.D.Chernyakin, V.N.Eschenko, V.N.Marusov, G.1.Silvestrov “Fast raster scanning
system for active dose field formation” ", pp. 573-578 NIM-A 370 (1996).

. V.P.Belov, V.N.Karasjuk, G.M.Kazakevich, V.N.Marusov and G.I.Silvestrov.
“Microtron of Variable Energy”, pp.253-256, Proceedings of the II Asian
Symposium on Free Electron Lasers, Novosibirsk, June 13-16 1995, Russia.

. G.M. Kazakevich, V.N. Marusov and G.I. Silvestrov. “8 MeV Microtron - the
injector for an Electron Synchrotron” - the same Proceedings, pp. 257-261.

. LL.Averbukh, A.D.Cherniakin, L.L.Danilov, V.N.Karusyuk, M.M Karliner,
V.N.Marusov, G.I.Silvestrov, V.G.Volokhov, T.A.Vsevolozhskaja and
G.S.Willewald. “Project of small-dimentional 200MeV proton synchrotron”, p.413,
EPAC-88, Rome, June 7-11.



	TITLE
	ACKNOWLEDGMENTS
	TABLE OF CONTENTS
	LIST OF FIGURES
	LIST OF TABLES
	ABSTRACT
	1 INTRODUCTION
	1.1 CMS Detector Brief Description
	1.2 CMS Magnet
	1.3 Field Uncertainty and the Momentum Resolution

	2  CMS FIELD MEASUREMENT
	2.1 CMS coordinate system
	2.2 Fieldmapper Description
	2.3 Standard Measurement Procedure
	2.4 Field Maps Obtained

	3  FIT IN THE AXISYMMETRIC MODEL (THEORY)
	3.1  Reducing Dimensionality: Field (–folding
	3.2 Linear Fit: General Remarks
	3.3 Linear Fit: Choice of the Basis
	3.4 Linear Fit: Evaluation of the Expansion, Gain Shifts and Offsets
	3.5 Non linear Fit
	3.6 Mixing Coefficient Recovery

	4  FIT IN THE AXISYMMETRIC MODEL (REALIZATION)
	4.1 Notation used
	4.2 Choice of the expansion degree
	4.3 Fit Dependence on the Offset Constraint Weight

	5  FIT IN THE AXISYMMETRIC MODEL (RESULTS)
	5.1 BFit: a C++ Code That Knows the CMS Field
	5.2 BFit: verification
	5.3 BFit: current status

	6  FIT IN 3 DIMENSIONS (THEORY)
	6.1 Relation between Harmonic Homogeneous Polynomials and Spherical Harmonics
	6.2 Derivation of a Complete 3D Basis

	7  FIT IN 3 DIMENSIONS (PREPARATION)
	7.1 Fieldmapper Tilt Correction (Theory)
	7.2 Fieldmapper Tilt Correction (Results)
	7.3 Fieldmapper Tilt Correction (Errors)
	7.4 Fieldmapper Tilt Correction (Verification)
	7.5 Data Smoothing and Elimination of Outliers

	8  FIT IN 3 DIMENSIONS (RESULTS AND DISCUSSION)
	8.1 Normal Equation Matrix Evaluation
	8.2 Results and Discussion

	9 CONCLUSIONS AND PLANS
	LIST OF REFERENCES
	poly2d_base
	File: Poly2dbase.h
	File: Poly2dbase.cxx

	rz_harm_poly
	File: rz_harm_poly.h
	File: rz_harm_poly.cxx

	HarmBasis3DCyl
	File: HarmBasis3DCyl.h
	File: HarmBasis3DCyl.cxx


	VITA
	PUBLICATIONS



