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Abstract 

The l\O~vIAD experiment is a neutrino oscillation experiment. capable of 
identifying 11?" Tlµ, lie, lie and 117 for use in oscillation analyses. A search 
for 111i. 'V'--) 1,;e oscillations is conducted, emphasising the development of two 
separate beam simulators, to provide the background, (no oscillation), lie 

signal. 
Both beam descriptions include fits to the results of the SPY experiment 

that measured hadron production from a 450 GeV proton beam on beryllium 
target. An independent analysis of the raw SPY data to produce the particle 
yield is reported. 

A series of criteria are described for the selection and classification of 
neutrino events. These produce the data samples necessary for both tuning 
the beam simulation and determining the oscillation signal. 

The development of a G EAKT and FL UKA based 1-fonte Carlo beam 
simulator is presented; providing good agreement to the measured neutrino 
beam. This simulation method has sizeable variations depending on the 
beamline geometry, vvhich is not knovm precisely. This causes large system­
atic errors. 

An empirical parametrisation is proposed and used for the first time in 
a l\Ol\IAD oscillation search. It uses the measured neutrino spectra at :'-JO­
MAD, except the lie, to infer the meson production at the target, and then 
predict the 11e spectrum. This method has good agreement with the data and 
is also insensitive to alterations of the beamline geometry, resulting in much 
smaller systematic errors. 

The reduction of the systematic errors allows the IIµ 'V'--) lie oscillations 
search to be performed \Vith much greater precision. Comparisons of the 
11,) 11µ ratio between the empirical parametrisation and data yields no ev­
idence for 1111 'V'-7 Ve oscillations, setting a limit on the mixing parameter, 
sin2 (W) < 1.9 x 10-:~(90% CL) at high llm2

. The present sensitivity of the 
analysis on the mixing parameter is 0.0017. 
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beam prediction and small contributions noted therein. 



IV 

Preface 

This thesis is a report on vwrk carried out for the degree of Doctor of Philos­
ophy in the Falkiner High Energy Physics Department at the University of 
Sydney. The ,work was undertaken as part of the I\O:tvIAD Collaboration at 
CER~. This thesis describes the NOl'vIAD experiment and the analysis of its 
data for indications of muon neutrino to electron neutrino oscillations: fea­
turing the prediction of the neutrino beam by the empirical parametrisation: 
in a blind analysis. Additional studies, relevant to the oscillation search: are 
also presented. 

The first chapter introduces the theory of neutrinos. A history is given 
as to their importance in particle physics and cosmology. The concept and 
relevance of a massive neutrino is introduced, and neutrino oscillations a.re 
examined as an avenue for determining neutrino mass. 

Chapter 2 describes the ~O:\IAD experiment. The neutrino oscillation 
search technique is summarised: which indicates the necessary requirements 
of ~O\IAD. The neutrino beam is briefly discussed, folluwed by a rundmvn on 
the subdectors that comprise I\O:tvIAD. The NOIVIAD triggering, slmv control 
and data taking are detailed, along \vith a description of event reconstruction 
and simulation in ~O:\IAD. 

The stand-alone experiment, SPY, is described in cha.pt.er 3. This exper­
iment measured meson production relevant to the I\OivIAD neutrino beam. 
The layout of the SPY experiment is described, and then an analysis of its 
data is presented, including particle identification and yield computations. 
The results of this analysis and an indication of the future uses of the SPY 
data in neutrino beam simulation and parametrisation are given. 

The fonrth chapter deals with the classification of neutrino interactions 
\vithin I\OJ\IAD. It presents the selection criteria for accepting and classifying 
neutrino triggers and also tabulates the efficiency of the selection process, 
which is later used in data to simulation comparisons. The event samples 
produced by these criteria are used throughout this thesis. The determination 
of the number of electron and muon neutrinos in this chapter, along with the 
beam predictions of the two follmving chapters, form the tvw parts of the 
oscillation search. 

Chapter 5 summarises the traditional effort to simulate the neutrino beam 
with the programmes ~l'BEAl\I and FLlKA, and with fits to the SPY data.. 
The chapter explains \vhy the neutrino beam is so critical to the oscillation 
search and the available means for testing its simulation: including the muon 
pit data and quasielastic-like events in the FCAL. The three beam focusings 
used are described, and then the results of their simulation are compared 
with the NONIAD data. 
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The empirical parametrisation is proposed in chapter 5 as a ne\v and 
novel beam flux prediction method. The theory, practice and merits of the 
method arc described. A parametrisation is then fully determined from fits 
to SPY and :-JO:\IAD data.. This parametrisation is cross checked ·with the 
parametrisation of S.R. :Mishra. in the next chapter. 

The work of chapters 4, ;) and 6 are combined in chapter 7 to determine 
the oscillation signal. A study of systematic errors and a discussion of why 
the empirical parametrisation is better suited to the oscillation search than 
KUI3EA1-'1 alone are included. The principles of a blind analysis are high­
lighted, before the oscillation signal is searched for by the comparison of the 
expected 1,;e/v 11. energy spectrum 'vith that from data. The results arc then 
quoted and discussed, before being reiterated in the conclusion. 
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Chapter 1 

Introduction and Theory 

1.1 Introduction 

Since the 1960s, the field of particle physics has been dominated by the 
standard model. This model is the inclusive quantum theory of the strong 
interaction and the unified electromagnetic and weak interactions. It involves 
the ordering of the fermions; quarks and leptons, in three generations of in­
creasing mass, and presents bosons as exchange particles that give rise to the 
forces. Large numbers of experiments ·were conducted to explore both the 
predictions of the model and to uncover fimvs. \Vhilst the standard model has 
been extensively ratified, (most. comprehensively by the LEP experiments at. 
CERN, "\Vhose combined results have recently been summarised in Chahelle 
(1999)) only inconclusive hints have been obtained to imply physics beyond 
the standard model. One such hint has come from neutrino physics, gener­
ating much interest and excitement . 

.\l" eutrinos are fundamental particles, proposed by \Volfgang Pauli in 1930 
to explain vvhy electrons emitted in beta decay have a continuous energy 
spectrum, and further, \vhy this spectrum has a total energy less than the 
Q-value, (change in nuclear energy), of the bet.a decay transition. Pauli hy­
pothesized that a neutral particle, emitted "\vit.h the electron; was responsible 
for the apparent missing energy in the decay. The original theory had a neu­
tral particle with a mass of the order of the electron mass, and a penetrating 
power an order of magnitude greater than the photon. These properties, close 
to those accepted today; of a weakly interacting lmv mass particle, left the 
neutrino undiscovered experimentally until the cross section of the inverse 
beta decay, equation 1.1. ·was measured by Reines et al. (1956). 

- + 
lie+ JJ ---+ e + n (1.1) 
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Pion and muon decays \Vere also shmvn to have decay spectra consistent 
with the emission of one or two neutrinos. This eventually led to the discovery 
of a second neutrino, the muon neutrino u1i,, charaetcrized by its tendency 
to produce muons. rather than electrons, in interactions ·with nucleons. The 
number of neutrino flavours with mass less than 45 Ge V has since been 
constrained, by measurements of the Z boson decay width at LEP, to be three, 
(ALEPH Collaboration, 1999). Previously, the same constraint had been 
obtained from big bang nucleosynthesis, using the abundance of primordial 
4He, see Olive et al. (1999). The three flavours correspond to the three 
generations of quarks and charged leptons of the standard model. Thus the 
third, and still undetected neutrino, is the tau neutrino 1;,,. 

The neutrino is modeled thcorctica.lly in the standard model. The neu­
trino only interacts through the \veak interaction, that is the exchange of \V 
or Z bosons. IVIorcovcr, only the left handed neutrino is thought to int.era.ct. 
The absence of right handed neutrinos, both in the theory and observation, 
implies that the neutrino must be massless. Hmvever most extensions to the 
standard model include massive neutrinos, (such as those of Arason et al. 
(1990); Kitano and Oda (1999)) and as \Vill be discussed belmv there already 
exists experimental indications for them. Thus neutrino mass is one good 
indication of potential physics beyond the standard model. Conclusive mea­
surements arc now required for the masses of the three neutrinos. These 
measurements will subsequently aid in the selection of the most appropriate 
of the many standard model extensions theorised today. 

In spite of the immense importance of neutrino mass, its measurement 
is not trivial. This is mainly due to such a small mass being predicted for 
the neutrino. Direct measurements, as discussed in section 1.5.2, are difficult, 
whilst garnering few insights into the actual mass. The most likely avenue for 
mass measurements comes from the quantum mechanical effect of neutrino 
oscillations, where a neutrino of one flavour can oscillate into another flavour. 
This phenomenon is only possible if the neutrino masses arc non-degenerate. 

This cha.pt.er will present the theory of neutrino interactions, neutrino 
models, (including massive neutrinos), and neutrino oscillation physics. The 
current status of neutrino mass measurements will be reviewed, including the 
future extensions to these measurements. The cosmological relevance of neu­
trinos is discussed firstly, providing an additional reason for the importance 
of determining the neutrino mass. 
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1.2 Neutrinos in Cosmology 

1. 2 .1 Relic Neutrinos 

Big bang eosmology \Vas developed in 1940 by Ganww, (for a. modern descrip­
tion sec Kolb and Turner (1990)). In this model the universe is extremely hot 
and has an extremely high density directly a.ft.er the big bang. All partides 
·with mass much less than kT, (Boltzman constant times temperature) , are 
in equilibrium with radiation, for example electrons: 

(1.2) 

The universe expands and cools, such that at a time around 10-2 s af­
ter the big bang T is 1011 K and the universe contains photons, electrons, 
neutrinos and a few protons and neutrons, (left over from the matter anti­
matter annihilations). The density has dropped to around 2.;)x 109 g/ cm:'. 
The neutrinos are also in thermal equilibrium with the electron plasma ·with 
respect to the ·weak interaction processes: 

(1.3) 

The neutrino mean free path >. is proportional to T-5 whilst the size of 
the universe is proportional to T- 1

• Thus, ·with the continued cooling of 
the universe, >. becomes much larger than the universe at t rv 0.1 s. This 
means that the neutrinos can no longer "see" the rest of the matter in the 
universe. This is called neutrino freeze out. The frozen out neutrinos con­
tinue to cool, and over the 1.5x1010 years till today, their temperature has 
dropped to 1.9 K. This leaves the number density for each neutrino fiavour 
at Nv; ':"-'. 113 cm-3 . These neutrinos from the big bang arc referred to as 
relic neutrinos, and still exist everywhere in universe. They form the second 
most abundant group of knovm particles, after the photons forming the cos­
mic micrmvave background. The cosmological importance of neutrinos arises 
from this abundance. 

1.2.2 Dark Matter 

Three potential fates for the universe exist. It could be an open universe, 
·which expands forever, a closed universe, which expands for a while and then 
starts contracting to a :'big crunch'', or the universe could be flat ·where it 
expands to a stable size. Hmv the universe behaves depends on its density 
in comparison to the critical density, the density of the flat universe: 
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- _3_H2 
Pc - 8 G o 

7r ;r 
(1.4) 

where G is >l"ewton's gravitational constant and H0 is the Hubble Constant, 
equal to the Hubble expansion parameter h times 100 km s-1 :\Ipc1 . Current 
observations put the visible density of the universe near 0.001 Pc, for a value 
of h somewhere between 0.;) and 0.7: (the true value is difficult to determine 
from current methods and data). Thus if a dosed or flat universe is desired: 
more matter than is seen by conventional astronomy is needed. 

This turns out to be the case. JVIeasurements of the rotational curves 
of spiral galaxies have shown that they arc faster than would be expected 
from their visible mass, reported in \Vhitc and Fabian (1995). The implied 
but unseen extra mass is the so-called dark matter. One of the main candi­
dates for dark matter are massive neutrinos, ·which, as was slwwn above, are 
extremely abundant throughout the universe. It is important to note that 
whilst massive neutrinos play a role in large scale structure and flatness of 
the universe, they do not help to solve discrepancies in the rotation of spiral 
galaxies. 

The neutrino mass density is written as: 

(1.5) 

which alluws the preferred neutrino mass to be calculated: depending on the 
dark matter model used. One model has all the mass required to close the 
universe as hot dark matter, (hot is interpreted as comprising of relativistic 
particles, e.g. lmv mass relic neutrinos). This \vould require the sum of the 
three neutrino masses to be around 45 cV for h = 0.7. A second model, 
see Primack et al. (1995): has the universe comprised of 30% hot dark mat­
ter and 70% cold dark matter: (heavy particles, perhaps including as yet 
unknown heavy, possibly sterile , neutrinos with mass greater than 2 GeV). 
In this case, the neutrino mass sum ·would be closer to 9 eV. This is shmvn in 
figure 1.1: ·which represents the effect of the neutrino mass on the closure of 
the universe. D0 h2 represents current knmvledge of the ratio of the density 
of the universe to the critical density, and so a value near unity is desirable. 
This corresponds to an eV or GeV range neutrino. Further: as can be seen in 
figure 1.1, neutrinos in the mass range 100 eV to 1 GeV have to be unstable: 
else they would over close the universe. 

Knowledge of the neutrino masses will therefore provide insights into the 
constituents of the universe and the correct dark matter model. This ·will 
lead to an understanding of the destiny and flatness of the universe. 
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Figure 1.1: The contribution of neutrino mass to the relative density 
of the universe, where a value of unity is desired for a fiat universe. 
Dirac and Majorana arc two neutrino descriptions, outlined in sec­
tion 1.3.1 (Taken from Kirn and Pevsner, 1993, figure 14.1) 

1.3 Neutrino Physics 

5 

The standard model predicts the neutrino to be a spin 1/2, neutral and 
massless particle. The (anti)ncutrino has a lepton number of (-)1, a quantity 
·which is expected to be conserved in its interactions. The two theoretical 
descriptions of the neutrino are no\v outlined, followed by an outline of their 
interactions vdth matter and their experimental sources. 

1.3.1 Dirac and Majorana Neutrinos 

The neutrino can be successfully described by two different models. The 
first of which is a Dirac neutrino, where the neutrino exists in a negative, 
or left handed, helicity state and the antineutrino exists in a positive, right 
handed, helicity state. Right handed neutrinos and left handed antineutrinos 
are not observed. Dirac neutrinos will conserve lepton number. The quarks 
and charged leptons are Dirac particles. 

The alternative model is the :\fajorana model, originally postulated for 
neutrons by Majorana (1937). The Majorana neutrino is its nwn antiparti­
cle; they arc in fact jw·;t opposite hclicity states. This description leads to 
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interactions in ·which lepton number is not conserved, as the number vwuld 
depend on ·which helicity state is involved, not \Vhether it is a neutrino or 
antincutrino. 

In order to distinguish between the cxistcnec of the Dirac or .\fajorana 
neutrino, an experiment needs to utilise an helicity flip, allmving the emitted 
neutrino to reinteract, which ·will only occur for l\Iajorana neutrinos. Neutri­
noless double beta decay is one possibility, ·where a nucleus decays to produce 
two electrons and no neutrinos. Further, the sum of the energy of the tvvo 
electrons will be fixed, as there are no neutrinos to carry off energy. The two 
interactions arc: 

(1.6) 

then the .\fajorana antineutrino undergoes an helicity flip allmving it to rein­
teract as a neutrino: 

(1. 7) 

The overall reaction violates lepton rmmber conservation by two units. If 
this reaction is observed it \vill provide evidence for massive .\fajorana neu­
trinos. Further, the probability of the required helici ty flip is proportional 
to the mass of the neutrino, allmving the mass of the neutrino to be directly 
measured. However, this also implies that l\Iajorana and Dirac neutrinos can 
not be differentiated if the neutrino mass is zero. 

1\ eutrinoless double beta decay is searched for in ;3Ge, where the half life 
for the decay has been determined to be greater than 5.6x 1025 years. The 
corresponding limit on the average of the three neutrino masses is then less 
than 0.2 eV, for rvia.jorana neutrinos. This result is from 13andis et al. (1999). 

1viajorana neutrinos arc preferred by theorists as they provide an expla­
nation, sec section 1.5.1 , for why the neutrino mass is tiny in eomparison to 
the other leptons, (for example, a ue of 5 eV ·w<mld be five orders of magni­
tude lighter than the electron.) Dirac theory provides no real insight into this 
inequality. If neutrinos are massive, they are most likely Iviajorana neutrinos. 

1.3.2 Neutrino Interactions 

Neutrinos interact and scatter off matter as described by the electroweak 
theory of the standard model. There are t\vo varieties of neutrino interactions 
with nucleons, charged current and neutral current. Their Feynman diagrams 
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(a) Charged Current (b) Neutral Current 

Figure 1.2: Neutrino nucleon interaction Feynman diagrams. An­
tineutrinos exchange a w- charged current interactions, and pro­
duce positive leptons. X is the hadron shower, which contains the 
products of the struck nucleus. 
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are given in figure 1.2. Neutrinos also scatter off electrons and muons, as will 
be described in section 1.5.3. 

The charged current interaction involves the exchange of a W boson be­
tween the neutrino and a quark in the target nucleon. Leptons are emitted 
in accordance with the flavour and lepton number of the incoming neutrino. 
For example a Ve will produce an e-, and v µ a µ+. These interactions are 
extremely useful when ascertaining neutrino flux, as the lepton from the 
top vertex can label each neutrino interaction. This lepton is termed either 
prompt or leading. 

Charged current interactions are divided into three different kinemati­
cal regions, deep inelastic scattering (DIS), quasielastic (QE) and resonance 
(RES). DIS occurs when lql 2 »mi, (where q is the four momentum trans­
fered to the nucleon from the lepton), and Ev» mN. These large exchanges 
of energy cause the breakup of the nucleon and are characterised by a large 
hadron shower, X. QE events are so named due to their near elastic nature. 
The target nucleon remains intact, but charge conservation requires it to 
change charge by one: 

(1.8) 

The resonance events refer to interactions where a short term resonant state 
of the target nucleon is created, which later decays. Resonance and quasielas-
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tic events are referred to as non-scaling events due to their cross sections not 
increasing (scaling) \Vith energy, as is the case 'With DIS events. Further, 
both tend to have lmv lepton nucleon exchange energy, defined as: 

q.P I 
IJ=-=E-E 

Af 
(1.9) 

where P is the momentum of the nucleus of mass Af and E and E' are the 
initial and final lepton energies. 

The other category of neutrino interactions is neutral current, where a z0 

is exchanged, in place of the \V. This necessitates the emission of an outgoing 
neutrino. These events arc less useful in neutrino flux measurements, but do 
however cause a background to the charged current events that must be 
understood. 

The total charged current cross sections for the inclusive reaction of any 
neutrino of flavour l 'With nucleon N: 

vi+ N--+ l + X (1.10) 

producing all possible final hadronic states X are, (Auchincloss et al., 1990): 

0"(1;) c::: 0.67 x 10-as (Ev/GeY) cm2 (1.11) 

(1.12) 

Note that it is very small cross section, and also that there is an energy 
dependence, such that high energy neutrinos will be easier to detect. 

1.3.3 Neutrino Sources 

The four main sources of detectable neutrinos are now discussed. 

Solar Neutrinos 

The central nuclear reaction in the sun is: 

4v--+ 4 He + 2e+ + 2z;e + 26.7 A1evT (1.13) 
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·where the two neutrinos carry away 0.59 lVIeV. ~ote the double counting as 
the energy from the annihilation of the positrons is included in the 26. 7 .rvle V. 
The number density of neutrinos can be determined from the measured lu­
minosity of the sun, as N,/e = 1.8 x 1038 s-1

. This implies a fiux of solar 
neutrinos at Earth of ~Dv, = 6.4 x 1010 r;1n-2s-1. However, whilst it is reason­
ably straightfonvard to predict the flux of neutrinos; their energy spectrum 
is not yet fully understood. It depends on the internal temperature distri­
bution of the sun. and on the kinematics of the nuclear reactions involved. 
The best model of this is the standard solar model (SS.rvI), see Bahcall and 
L"lrich (1988), which has been recently verified by helioseismology, see Ricci 
ct al. (1999). 

Atmospheric Neutrinos 

Cosmic ray interactions in the atmosphere cause massive showers of particles. 
Pions produced in these showers can decay to form neutrinos: 

(1.14) 

and the muon also subsequently decays via: 

± ± (-) (-) 
p, -+ C + 1J11. + lJe (1.15) 

The atmosphere represents eleven interaction lengths, and so it is reason­
able to assume that the majority of pions and muons decay before reaching 
the Earth. Thus two is naively obtained for the ratio of IJµ. to IJc hitting the 
surface of the Earth. l:sing a ratio is advantageous; as flux model uncertain­
ties are of the order of 30%, \vhilst common systematics mean the uncertainty 
on the ratio is just rv 5%. 

Reactor Neutrinos 

I\uclcar reactors arc high intensity isotropic sources of v,,, from the beta decay 
of fission fragments. The neutrinos prod need have energies less than 10 1fo V, 
·with an average energy of rv 3 MeV. The flux of Ve is knmvn quite ·well: to 
an uncertainty of rv 2.7%, above 2 l\IeV. 

Accelerator Neutrinos 

I\eutrinos are produced as tertiary particles by accelerators, generally from 
pion decays. The neutrinos produced have energies from hundreds of l\:IeV to 
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hundreds of GeV. Hovv neutrino beams are generated for study is expanded 
on in section 2.4, \vhich describes the CERN neutrino beam. 

1.4 Neutrino Oscillations 

As mentioned in the Introduction; neutrino oscillations are the most promis­
ing method of determining if neutrinos have non zero mass. To derive the 
(mass dependent) oscillation probability, assume that neutrino mixing exists. 
This implies that the flavour states of the neutrinos vve detect lvu) where 
rv = c, p , T, only have definite flavour and not definite mass. They arc in fa.ct 
superpositions of the true mass eigenstates 17Ji). The neutrino flavour state 
would then be written: 

(1.16) 

where U0 i is the 3 x 3 unitary mixing matrix. >row, time evolve this neutrino 
state by time t: 

(1.17) 

The probability that this neutrino state has oscillated into flavour fl at time 
t is then given by: 

~ ~ F TT* P* TT i('ff-p )x -i(i'J-J.; )t 
~ ~ Uniu3iunju/lj e ' .J e ' .J 

(1.18) 

(1.19) 

(1.20) 

and simplified using (7Ji I TJJ) r51.i. Ei can be further simplified, with the 
assumption that the neutrinos arc relativistic, 11~ >> m( 

m2 
~ v+-i 

2p 
(1.21) 

where natural units of c = 71, = 1 are being used. Substituting this ap­
proximation into equation 1.20, and further assuming that the neutrinos a.re 
traveling along the x-axis: 
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= LL Univ;iu~juB.i e-i,:,.;;ji t (1.22) 
.i 

·where ~1nL = m; - n1] is the difference betvveen the squares of the mass 
eigenvalues of the t:wo mass eigenstates. Thus oscillations are only possible if 
non-degenerate mass eigenstates exist. To understand the physical appear­
ance and nature of oscillations, the simplifying assumption of t:wo neutrino 
mixing, say muon to electron, is insightful. Herc the mixing matrix is: 

U = U* = ( co~() sin() ) 
- Slll () COS () 

(1.23) 

·where () is the mixing angle and determines the degree to vvhich the flavour 
stat.cs a.re mixtures of the mass states. Equation 1.22 then becomes: 

2 . 2 (~m§1 t) sin (W) sm 
4
E (1.24) 

= sin2 (W) sin2 
( 

71 
L ) (1.25) 

Lose 

Kote that L =ct has been used so that the probability is in terms of the dis­
tance the neutrino has traveled, and also that the second equation substitutes 
the oscillation dist.a.nee L 08c , defined below: 

47rE 2.48(E/Ge.V)[ ] 
Lose - A 2 (A 2 / ·2) km 

Llrrl21 Llrrl21 c i · 
(1.2G) 

This distance is the length at which the oscillation probability returns to 
zero. The oscillation is in fact a cycle, v11 ""'""' Ve ""'""' vµ.· \Vhen the length 
is much larger than L0 ,,c, the win.2(11L/L 0,,c) term averages to a half and the 
oscillatory behaviour is absent , leaving the probability to revert to that of 
a classical transition. At lengths close to L 0 sci oscillatory behaviour is most 
prominent. 

The search for neutrino oscillations is nmv defined in a phase space of 
~1n2 and sin2 (W). The phase space probed is determined by the energy 
of the neutrinos in an experiment and the dist.a.nee from the source to the 
detector. Observing oscillations for a given energy neutrino at a set distance 
·will produce a contour in ~n12 - sin2 (W) phase space. It is then the task of 
the mass models, described in section 1.5.1, to further determine the mass 
of the neutrinos. For the four neutrino sources of section 1.3.3 the typical L 
and E values are listed along \vith the ranges of ~m2 they imply in table 1.1. 
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Neutrino Source L(m) E(AfeV') .6.m2 (eV 2
) 

Solar 1011 0.1 - 10 10-12 - 10-10 

Atmospheric 104 - 107 102 - 10;~ 10-0 - 0.1 
Reactor 10 - 10:~ 1 - 10 10-:~ - 1 

Accelerator 102 - 103 10:; - 105 0.1 - 102 

Table 1.1: Ranges of [),_rn2 applicable to the four neutrino sources. 

1.5 The Neutrino Mass Situation 

:\foch theoretical and experimental research has already been undertaken 
to understand neutrino mass. A brief description of the main theoretical 
model for neutrino mass ·will be given, along with limits on the mass of 
each flavour of neutrinos from direct measurements. ~ eutrino oscillation 
experiments, past: current and future, are then outlined including a plot 
of set and expected limits on the f),_rn2 

- i:rin2 (W) phase space, as well as 
currently allmved regions. 

1.5.1 The See-Saw Mechanism 

The sec-saw mechanism: (detailed in :M. Gell-1\fann and Slansky (1979)) is 
one model ·which proposes \vhy the neutrino mass is so tiny. Consider a left 
handed and right handed neutrino of one generation, the mass matrix M 
can be ·written as: 

( 
0 '/II ) 

M= rn 111 (1.27) 

\vhcrc m is the Dirac coupling and l\I is the ~viajorana coupling: and there 
is no left handed Jviajorana coupling. The mass values of the two neutrinos 
can be extracted as the eigenvalues of this matrix, giving: 

(1.28) 

assuming Ai » n1. This can be interpreted as the left handed neutrino: \vhich 
interacts: as predominantly the light m 1 neutrino: partnered by the heavy 
right handed neutrino, predominantly n1 2 : which is not kn<Jwn to interact. 
The two neutrinos scale according to Af, (heavy neutrino gets heavier and 
the light gets lighter), ·whilst their product remains equal to m 2 . This is 
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the see-sa>v mechanism. A small neutrino mass is obtained for the knmvn 
left handed neutrino due to the high mass 111 of the right handed neutrino. 
Af is suggested to be at the grand unified theory (GUT) sea.le, as large as 
1016 GcV. Values of the GUT scale arc diseusscd in Tu and Xue (1984). 

To expand this to all three generations, a six by six mass matrix must be 
solved, giving the eigenvalues: 

m2 . 
m (11i) '.::::::'. ----1.!_ 

.M 
(1.29) 

·where Tnf,i = (n1 .. u,mc,·1nl) or (me,m11 ,mT). That is to say that the neutrino 
masses scale ·with the square of either the lepton or quark masses. This 
is assuming a constant ill for each generation, which may not be the case. 
Scaling ·with rn},i is referred to as the quadratic see-smv. 

1.5.2 Direct Mass Measurements 

The mass of the electron neutrino is directly measured in the tritium decay: 

(1.30) 

The end point of the energy spectrum of emitted electrons, Ee, is com­
pared with the energy gained in the transition from H:; to He:;, E0 = 18.6 keV. 
This difference is a measure of the neutrino mass. Tritium decay is chosen 
due to its lmv E0 as event production at the end of the spectrum depends 
on (E0 -EefE0 Y3

• The results of the ~fainz experiment, see \Veinheimer et al. 
(1999). give an upper limit on m(1.1e) at 2.8 cV, however tritium decay exper­
iments have always measured a negative mass for l.le, (i.e. Ee > E0 ), due to 
an excess of events tmvards the end point. 

The electron neutrino mass has also been inferred from the arrival time 
of neutrinos from supernova 1987a. In a supernova, neutrinos are modeled 
as being emitted in a 10 ms burst. However, massive neutrinos will have 
an arrival time proportional to their energy. Depending on the model of 
supernova neutrino emission used, the 11e mass limit has been placed bet\veen 
6 and 30 cV, sec Hirata. ct al. (1987); Bionta ct al. (1987). 

The muon neutrino mass is determined by measuring the momentum of 
the emitted muon from a pion decay at rest: 

+ + 1T --+fl + l.Iµ (1.31) 
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An experiment at the Paul Scherrer Institute set a limit on the vµ mass at 
0.17 IvieV, refer to Assamagan et al. (1996). The measurement is limited by 
uncertainty in the pion mass. 

The tau neutrino mass is measured in the decay of the tau to five pions 
and a l/7 . This decay has been measured by ALEPH, and a limit set near 
18 IvieV, (Cerutti, 1999). 

The direct mass measurements arise from the kinematics of ·weak decays 
and are in general difficult experimentally. They rely heavily on the resolution 
of energy measurement and the knmvledge of atomic effects on the decay 
products. \Vith the exception of perhaps the mass of the electron neutrino, 
their results provide little information, particularly not to Cosmology. 

1.5.3 Oscillation Search Results 

The major constraint in the detection of neutrinos is their low cross section. 
:'viassive detectors a.re required in order to obtain enough interactions to sec 
oscillation phenomena. A great number of experiments have searched for neu­
trino oscillations, ranging across all of the sources mentioned in section 1.3.3. 
The results of these past experiments are nuw summarised, preceded by a 
short description of their apparatus and procedure. Further information on 
the experiments can be found from the Neutrino Oscillation Industry \veb­
pa.ge, (Goodman, 2000). 

Solar Neutrinos 

Experiments investigating solar neutrino fluxes must be certain of the origin 
of the neutrinos interacting in their detectors. Kamiokande, and its larger 
replacement SuperKamiokande, are \Vater Cerenkov detectors, featuring a 
massive tank of water vie\ved by photomultiplier tubes, see Fukuda et al. 
(1996, 1998h). They identi(y solar neutrinos from their scattering off elec­
trons: 

(1.32) 

The energy and direction of the scattered electrons is used to ensure only 
solar neutrinos arc counted. These neutrinos arc selected on the basis of 
their angle vvith respect to the solar direction, whilst a continuous angular 
background of non solar neutrinos must be subtracted. 

Homestake, the first experiment to detect solar neutrinos, used a massive 
chlorine filled tank to detect solar neutrinos by looking for traces of a7 Ar, 
the product of the interaction: 
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(1.33) 

·whilst SAGE, see Abdurashitov (1994), and GALLEX; see Hampel et al. 
(1998), look for neutrino capture in gallium: 

TlG - TlG 
l.!e + dJ, -+ C + 7C (1.34) 

A T.Je fiux lmvcr than the expected fiux calculated in section 1.3.3, was 
observed by SAGE, G ALLEX: Kamiokande and other experiments. If the 
detectors and background events are ·well urHlerstood: and if the neutrino 
emission models of the sun are correct, then these measurements imply os­
cillations. 

There a.re a number of ways of interpreting these oscillations. The first 
is that the oscillations occur in vacuum, (between the Sun and the Earth): 
implying a .6.n1.2 "--'. 10- 10 - 10-11 e\/2 . 

A second interpretation considers matter enhanced oscillations, where 
neutrinos traveling through matter "\Vould experience a refractive index n, 
analogous to light. This idea ·was developed by \Volfenstein (1978) and affects 
the evolution of neutrinos with time, equation 1.17: scaling ijJ:Z by n. The 
refractive index is the same for all neutrinos except T.Je, \vhich can scatter off 
electrons in the additional charge exchange channel. Thus the T.Je experiences 
an extra term in its energy, v'2GFNe, (\vhere Ne is the number density of 
electrons and G F is the Fermi coupling constant). This can be reinterpreted 
as an alteration of its mass squared, which in turn affects the T.Je oscillation 
probability. 

For the case of constant i.Ve, the equation of neutrino motion is solvable 
to produce mass eigenvalues, different from the vacuum values derived in 
scetion 1.4. The Earth is assumed to have constant Ne. For a variable 
Ne, like the Sun; these eigenvalues arc no longer correct. The adiabatic 
condition, where Ne is constant over an oscillation length simplifies this case. 
The altered mass ·will depend on the Ne that the T.Jc is experiencing at any 
particular location in the sun. Mixing is maximal at a :'resonant" value of 
iVe· This resonant effect, \Vhich increases oscillation probability in matter, is 
called the MS\V effect, see Mikheyev and Smirnov (1985). 

Under the assumption of matter oscillations, two allmved regions of uµ. ""'"' 

Ile have been determined using the intersection of the regions from the above 
mentioned solar neutrino experiments. These hvo regions are given in fig­
ure 1.3. SIVIA and LMA refer to small and large mixing angle regions. 
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Atmospheric Neutrinos 

The aim of atmospheric neutrino experiments is to measure the ratio of vµ 
to V e and compare this to the naive expectation value of two. I\eutrinos 
a.re identified via their quasiclastic interactions. equation 1.8. The outgoing 
muons from the interactions arc flagged by a single penetrating track in the 
event. and the electrons by an electromagnetic shmvcr. The measured ratio 
of muons to electrons can then be compared to expectation. 

The Kamiokande experiments a.re also capable of measuring atmospheric 
neutrinos, see Fukuda. et al. (1994, 1998a.). These experiments have shmvn 
a decrease in the expected ratio of two, and further, this has been shmvn to 
be due to a deficit in the number of v11 • This can be interpreted as 1,;11 'V'-7 1;,, 

or v11. 'V'-7 Ve oscillations. Their allmvcd region for 1,;11 'V'-7 Ve oscillations is given 
in figure 1.3. However, further measurements by Super Kamiokande, which 
measure the zenith angle distribution of V e and vp separately shmv that the 
z;1i deficit is not the result of vµ 'V'-7 Ve oscillations. It is also ruled out by the 
reactor experiments listed belmv. 

Other atmospheric neutrino experiments, such as NUSEX, FRE.JUS and 
SOUDAN2, \vhich use segmented calorimeters, also obtained ratios less than, 
or slightly less than expectation, but not as conclusively as Karniokande. 

Reactor Neutrinos 

Ile actors produce a ·well understood source of ve , see section 1.3.3. A neutrino 
detector placed near a reactor all<Jws a disappearance search, ve """' vx to be 
undertaken. If oscillations a.re present, fe\ver Ve 1.vill be seen than expected, 
hence disappearance. 

Two recent experiments a.re CHOOZ, sec Apollonio ct al. (1999), and 
Pa.lo Verde, \Vang (1999). These use gadolinium doped scintilla.tor as their 
detector material, and are placed around a kilometre from the reactors. They 
record rv30 neutrinos events a day. These events, the inverse beta decay of 
equation 1.1, are characterised by a prompt electron signal when it anni­
hilates to produce t\vo photons, and a late photon signal from the neutron 
being captured in the gadolinium: 

n + p --+ d + "( (1.35) 

These two experiments see no deficit of ve consistent with oscillations, and 
so can rule out the Kamiokande deficit being caused by 1;11 """' ue oscillations, 
see figure 1.3. An older reactor experiment Bugey, see Declais et al. (1995), 
is also shown in figure 1.3. It was a liquid scintillator detector placed \Vithin 
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100 m of its three reactors and only partially ruled out the Kamiokande 
reg10n. 

Accelerator Neutrinos 

I\ eutrino experiments have been carried out for almost three decades at accel­
erators. The main goals of these experiments were measuring neutrino cross 
sections, electroweak para.meters. structure functions and clements of the 
Cabibbo Kobayashi Maskawa mixing matrix. Experiments such as CDHS, 
\VA66 at BEBC, CHARM II, E776, E531 and CCFR also investigated neu­
trino oscillations ·with their data, but savv no evidence. Early neutrino de­
tectors such as BEBC were bubble chambers. These comprise a superheated 
liquid, usually hydrogen, under pressure. This caused the liquid to be unsta­
ble and to produce bubbles around ions where pressure was released, and so 
could be used to track charged particles. The number of events collected "\Vere 
in the hundreds to tens of thousands. Bubble chambers were complemented 
·with counter experiments, like CDHS, which vvere able to record a greater 
number of events, but with less detail. The limits from CCFR and E776 are 
included in figure 1.3. 

LSI\D is an accelerator experiment at Los Alamos, first run in 1993. This 
experiment was designed to search for llµ ..,._,lie oscillations. The experiment 
searches for Ve in a beam of v/l arising from the decay at rest of muons, 
in turn generated by a proton beam impinging on a beam stop. J.J11 . ..,._, J.Je 
oscillations were later searched for from J.J11 arising from pions that decay in 
flight. The neutrinos travel 30 m from the beam stop to the detector and 
have a maximum energy of ;)2.8 IvieV. The experiment was designed to detect 
Ve \Vith the follmving interaction: 

- + J.Je+p--+e +n (1.36) 

followed by the capture of the exiting neutron: 

n + p--+ d + ~/ (2.2Af eY) (1.37) 

The trigger of a Ve event is then a positron followed by a 2.2 :'vicV pho­
ton correlating in position and time. The positron detection was achieved 
·with a mineral oil scintillant mixture, in which prompt positrons produced 
Cerenekov light, measured by arrays of photomultiplier tubes. All sides of 
the detector except the bottom were covered with a veto shield, to flag incom­
ing charged particles from the beam or cosmic rays. Betvveen the detector 
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and beam stop there is also the equivalent of 9 m of steel to shield out non 
neutrino beam particles. 

LSND secs more Ve events than expected from known backgrounds, (ad­
ditional detail on this is given in section 2.3), and has determined a region in 
phase space vvhere vµ """"' ve are claimed to exist, see Athanassopoulos et al. 
(1996). The favoured oscillation parameters of LSI\D are ~m2 = 19eV2 and 
sin2 (2B) = 0.006. The limits of Vµ ~ IJe and Vii ~Ve a.re expected to be the 
same due to unita.rity, \Vhich implies that processes and rates for particles 
and antiparticles arc equal. 

The KARJ\IE~ experiment at Rutherford Labs is a very similar design to 
LS~D and hopes to investigate the entire LSND oscillation signal. KAR\IEI\ 
is also a scintillator based detector , looking for Ve from a vP beam. KAR\IEI\ 
as yet sees no excess of Ve events and so partially excludes the LSND allowed 
region, see KAR~vIEI\ Collaboration (1999). Both the KARivIEN and LSND 
results can he seen in figure 1.3. 

1.5.4 The Ongoing Search 

New experiments are being designed, in order to further refine the allowed 
phase space for oscillations. It is important that precise data is ta.ken and 
that all positive signals are confirmed, preferably using neutrinos from a. 
manma.dc, and hence vvcll understood, source. 

Two new solar neutrino experiments are the Sudbury ~eutrino Observa­
tory(S~O), see Chen (1985), which uses a thousand tern heavy water detector, 
and BOREXINO, (:\Ianeira, 1999), a hundred ton liquid scintillator detector. 
The solar neutrino result, for large mixing angles is due to be investigated 
by KamLAI\D, a reactor experiment outlined in Suzuki (1994). KamLA~D 
comprises a thousand ton of scintilla.ting isoparaffin oil, which '.Vill measure 
neutrinos from five different reactors in .J apa.n, at distances ranging between 
150 and 200 km. An event rate of two per day is expected. KamLA~D 
features a remarkable increase in L from early reactor experiments, which 
accounts for its ability to search the lmv mass region of solar neutrino oscil­
lations, see figure 1.3. 

The atmospheric neutrino problem ·will be investigated using long base­
line accelerator experiments. K2K, sec I\ishikawa (1992), uses a beam of 
neutrinos created at KEK, and sent 250 km to SupcrKamioka.ndc, which has 
the benefit of using the same detector that has already shown the deficit in 
atmospheric vw l'v1INOS, proposed in :\II~OS Collaboration (1998), will have 
a neutrino beam generated at FermiLab traversing 730 km to a purpose built 
detector. The phase space expected to be covered is shmvn by the labeled 
dashed lines in figure 1.3. CER~ has a long baseline experiment, sending a 
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beam to Gran Sasso, see Acquistapace et al. (1998). This experiment 'Will 
have a similar sensitivity to l\UI\OS. 

The LSND region must also he ratified. This is the task of the continuing 
KAR~vIE:-J experiment and the ne\v BOONE experiment. BOOI\E, proposed 
in Church ct al. (1997), features a u/l beam created by 8 Ge\! protons at 
FermiLab. The beam travels 500 m before reaching the detector, a sphere of 
mineral oil, surrounded by photomultiplier tubes. Based on the oscillation 
parameters of LS:-JD, 1300NE should see almost twice the number of 11e than 
if no oscillations \Vere present. 

However, this is not the end of the story. CER.:-J has a short baseline 
aceclerator experiments of its mvn, NOivIAD, 'which ean check the high 6rn2 

region of the LSI\D result. This search at I\Ol\IAD is now presented. 



Chapter 2 

The NOMAD Experiment 

2.1 Introduction 

The I\0.tvIAD (:foutrino Oscillation :vIAgnetic Detector) experiment is sit­
uated at CERI\ (the European Laboratory for Particle Physics) in Geneva, 
Switzerland. It. \Vas proposed by Asticr ct al. (1991), with construction being 
completed in 1995, and data. collected from 1995 to the end of 1998. The 
primary purpose of the experiment is to search for muon neutrino to tau 
neutrino oscillations. 

>J(r\JAD combines the benefits of counter experiments, high statistics, 
and bubble chambers, high spatial resolution. As such, it is capable of mea­
suring and identifying interaction products, to classify the neutrinos inter­
acting. Further, the large sample of interactions recorded allmvs a range 
of measurements to be made, additional to the muon neutrino to tau neu­
trino oscillation search. In particular, a second oscillation search, from muon 
neutrino to electron neutrino, has been undertaken. 

>J(r\JAD has a sister experiment, situated just upstream in the same 
beamline, named CHORUS (CER>J Hybrid Oscillation Research apparatUS), 
sec Eskut ct al. (1997). The experiments were commissioned together to allow 
confirmation of potential oscillation signals. The two experiments undertake 
the oscillation search in different ways. CHOR.CS utilises its high spatial 
resolution to label tau neutrino interactions, whilst the NOJ\IAD search is 
based on kinematic criteria. 

The sensitivity of I\OivIAD in oscillation searches is in the cosmologically 
relevant mass range, <5rn2 > 1 (eV/c2

)
2

. The mixing angle reached is expected 
to be over an order of magnitude smaller than sin2 W < 5 x 10-3 at high rhn2

, 

the best limit ·when NOl\iIAD ·was proposed, set by the E531 Collaboration 
(1986). 
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I\ umerous requirements are made on any detector undertaking an oscil­
lation search, depending on the type of search involved. To understand the 
requirements of the deteetor design, a brief outline of the NCJ~vlAD analysis 
procedure that dictates it, 1.vill be given. The detector description will ensue, 
outlining where and hmv these requirements a.re implemented. 

2.2 Oscillation Searches 

In general there are tvw types of neutrino oscillation experiments, appearance 
and disappearance. These feature a beam of neutrinos, be it from the sun, 
the atmosphere, a reactor or an accelerator, and one or more detectors, to 
measure the constituents of the beam after traversing a certain distance. An 
appearance search involves detecting a discernible increase in neutrinos of 
a given species from the munber expected in the beam, which may vvell be 
zero. A disappearance search implies looking for a deficit of neutrinos in the 
beam compared to expectation. The searches in NOTvIAD are appearance 
searches, and are briefly detailed belmv. 

2.2.1 Muon Neutrino to Tau Neutrino 

As there is no appreciable source of tau neutrinos in the neutrino beam, any 
detected can be assumed to have arisen from oscillations. Thus the design of 
N0Tv1AD must accommodate the detection of uT charged current interactions. 
These produce T-, \Vhich subsequently decay. It is these decays that are 
searched for, as indications of neutrino oscillations. I\O:tvlAD can search all 
the main tau decay channels, including T- ---+ vTvee-, T- ---+ lJTViifC, T- ---+ 
ZJTK-11° and T----+ vT11-Tt+K-, hmvever the main channel is the electronic 
decay. 

The decays are identified with kinematic criteria. All the channels involve 
the production of a new tau neutrino, that will not be detected. A tau 
decay \Vill therefore leave an event ·with a momentum imbalance, most easily 
discernible in the plane transverse to the beam. A quantity P'Tiss is defined 
as the momentum missing in the transverse plane. Its value is determined 
for each neutrino interaction, and then selections can be ma.de based on its 
direction and magnitude, to group tau decay candidate events. 

Difficulties arise when PTiss is faked by other (reducible) sources. Firstly, 
neutral hadrons can also go undetected, creating missing momentum. Sec­
ondly, poor resolution, leading to bad track reconstruction and erroneous 
energy sum, can cause spurious missing momentum. These factors must be 
taken into account in both detector design and afterwards in the analysis 
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procedure. 
A further requirement of the search is that of electron and muon iden­

tification, which is necessary for separating true T ---+ e or T ---+ /l decays 
from neutral current interactions: (this requirement reappears in the search 
for electron neutrino oscillations). 

For details of the vµ ~ IJ7 analysis and its results refer to Altegoer et al. 
(1998b) and Asticr ct al. (1999). Also NCJMAD can reinterpret. its tau re­
sults as electron neutrino to tau neutrino oscillations, due to the appreciable 
component. of Vi~ in the beam. This analysis appears in Asticr ct. al. (2000). 

2.2.2 Muon Neutrino to Electron Neutrino 

The electron neutrino oscillation search, ·whilst still an appearance search, is 
different from the tau neutrino search as there is an appreciable background of 
electron neutrinos in the beam, above ·which those from oscillations must be 
searched for. The process involves two bodies of work, a beam prediction and 
a beam measurement. The predict.ion and measurement arc then compared 
for discrepancies in their spectra that might be attributed to oscillations. 
Thus the main requirement for the search is good event classification: in 
particular electron and muon identification, coinciding with some of the needs 
of the primary tau analysis. This search is the subject of this thesis. 

2.3 NOMAD as a check on LSND 

As stated in chapter 1, N01\1AD is capable of exploring the high 6m.2 re­
gion where LSND claims to sec evidence for originally v11 ~ Ve and then 
also v11 ""'""' z;c oscillations. The LS~D beam is around 40 l'v1eV: much lmver 
than the 24 GeV beam of NOl'vIAD, alhwing LS~D to search much lmver 
mass ranges, (as explained in section 1.4 and particularly table 1.1, which 
compares beam distances and energies ·with om2 ranges). The strength of 
I\O.ivIAD is its higher statistics due to a far greater beam flux than LSI\D. 
However the percentage of electron neutrinos in the beam is over ten times 
higher in ~Cr\IAD and so must be well understood before subtracting to 
give the oscillation signal. ~()}IAD also has backgrounds from misidentified 
z;1i events. LSND has substantial backgrounds from cosmic rays as ·well as 
beam events and coincidental events that fool the neutrino trigger. ~O:\IAD 
should do as well as LS~D at retrieving the true munber of signal uc events 
from the data, the higher statistics of I\O.ivIAD then allmving it to reach 
smaller mixing angles. 



24 Chapter 2. The NOTvlAD Experiment 

2.4 The Neutrino Beam 

The \Vest Arca I\ cutrino Facility (\VA>JF) \Vas the focal point of the CERI\ 
neutrino physics programme. The \VANF has been operational since 1976, 
shortly after the opening of the Super Proton Synchrotron (SPS). Since then, 
the \VA>JF has been supplying neutrino beams to \Vest area experiments 
continuously. NONIAD and CHOR.US a.re the la.test experiments to be served 
by the \VAI\F. Originally, the \VAI\F operated in tvvo modes, ·wide and 
narrow band beams, referring to the neutrino energy spread. The \VAI\F ·was 
refurbished in 1992-3 for I\OTvIAD and CHORCS, in order to provide a higher 
beam intensity and a harder spectrum, that was hoped to be more conducive 
to a u7 appearance search. A complete realignment of the beamline was also 
undertaken, which improved the u µ. yield per proton by 8%, (Casagrande 
et al., 1996). Further details on the beamline and its upgrade a.re found in 
Acquistapace et al. (1995). 

Future, long baseline, neutrino beams at CER.>J, see for example Ac­
quistapa.ce et al. (1998), ·will require a considerably downward sloping beam, 
not possible in the \VAI\F. So, as no further short baseline experiments a.re 
foreseen, >JO:\IAD and CHOR.US arc the last experiments to use the \VA>JF. 

The layout of the \VA>JF, after optimisation for I\OTvIAD, is shmvn in 
figure 2.1. The individual bcamline components, along ·with the primary 
proton beam, will be described in the following sections. Descriptions of the 
beam cycle, neutrino production, expected fluxes and beam simulations are 
also given. 

2.4.1 Proton Acceleration and Beam Cycle 

The neutrino beam is a tertiary beam, the first step in its production is 
the acceleration of the primary proton beam. This beam begins in the duo­
plasmatron, a 100 ke V proton source, (hydrogen ions). Acceleration is then 
provided by the Linac2, an Alvarez 50 :\IeV linear accelerator. These two 
systems produce 1 Hz pulses of durations from 20 to 150 µs. The protons a.re 
then accelerated to 1 GcV by the proton synchrotron booster, and passed to 
the Proton Synchrotron (PS). The PS and the SPS both have a coincident 
14.4 s cycle. The SPS is 6.9 km in circumference \vith the protons cycling 
every 23 11s. The SPS accelerates protons up to 4;)0 Ge V, to feed experiments 
in the west and north areas of CERI\. 

The SPS provides two extractions (spills) of protons to the \VA>JF per 
14.4 s cycle. Each spill is 6 ms, separated by 2.7 s. The typical spill contains 
101:3 protons. In the short, 2 s gap between the t\vo spills, (the so-called 
"fiat top", due to the proton energy in the SPS pla.ta.euing at 450 GeV), a 
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1998. I3oth measure meson flux and profiles, and aid in the alignment 
of the beam. 

The entire beam monitoring system, along ·with status readouts from 
the beamline elements, (like magnet currents and coolant fimv), have been 
compiled vvith FactoryLink to produce a simple control programme. This 
control programme is available to both CHORUS and I\OivIAD as \Vell as 
the SPS control room, and also allows for the recording of beam data, in 
particular POT and beam quality. This data is later used for normalising 
results to POT and to cxdudc data taking runs where there were unsuitable 
beam conditions. 

2.4.3 Target 

The current \VAI\F uses the T9 target station. Previous incarnations had 
used both the T9 and Tl 1 target stations. The target itself comprises 11 
beryllium rods, 100 mm long and 3 mm in diameter. The rods a.re spaced by 
9 cm air gaps and arc cooled by two helium blowers ca.ch. The rods arc held 
in place by thin beryllium holders. The target is immediately followed by 
a copper collimator. An aluminium collimator resides further downstream, 
beginning 3.5;) m from the centre of the target. It allows an average opening 
angle of 8 mrad. 

2.4.4 Neutrino Beam Generation 

The collision of the SPS proton beam with the T9 target produces secondary 
mesons, which then decay to form the neutrino beam. Pions arc predomi­
nantly produced, an order of magnitude greater than kaon production. The 
actual ratios of secondaries ·was measured by the SPY experiment, which is 
reviewed in chapter 3. The main decays producing muon neutrinos are listed 
belmv: 

'if+ --+ + /l 1/JI rv 100% (2.1) 
J(+ --+ + tl I/IL rv 64% (2.2) 
J(+ --+ 7fo7r+(--+ p,+1111) rv 21% (2.3) 
J(o --+ ± =f 

rv 27% (2.4) L 7I p 11tL 

Also, the decays producing electron neutrinos are: 
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2.4.6 Muon Pits and Shielding 

Shielding is placed after the decay tunnel in order to absorb all undecayed 
mesons and muons, to ensure that only neutrinos reach the detector. Ad­
ditionally, there is a 3 kA toroidal magnet designed to deflect the muons 
away from the beam axis. The shielding is both iron and earth. Despite the 
shielding and magnet, a veto is still required in front of ~O.\IAD to remove 
the remaining non neutrino particles, see section 2.5.2. 

At the beginning of the shielding, there are eight muon pits, the first 
three ohvhich ·were used during ~CnIAD running. These pits contain arrays 
of silicon detectors for measurement of the muon flux. As the majority of 
muons traversing the pits a.rise from the same meson decays that produce 
the neutrinos, the pits provide an excellent, independent monitoring of the 
neutrino beam, and aid with its steering and flux measurement. The pits are 
placed behind increasing amounts of iron, providing a rudimentary energy 
distribution of the beam, as only the high energy muons will reach the second 
and third pits. Data. from the muon pits is used in comparison with l\fonte 
Carlo simulations of the beam in section 5.4. 

2.4.7 Expected Beam 

The expected fiux of u11 along \vith the contamination of v11, Ue and Ve in 
the beam is graphed in figure 2.4. This prediction of the beam was based on 
I\UBEA1v1 4.00, the first stable beam simulation programme for ~0\IAD. 
l'v1any calculations pertaining to the beam were made from version 4.00, as 
·well as forming the basis of the l\fonte Carlo event generator, described in 
section 2. 7. The development of I\UI3EAJ\-'1 is detailed in chapter 5. Other, 
more quantitative descriptions of the expected beam a.re also left for chap­
ter 5. 

2.5 Detector Description 

The design of I\(J~vIAD \Vas focused on the tau neutrino oscillation search 
outlined in section 2.2.1. The detector is shown schematically in figure 2.5 
along with the co-ordinate system. The axes are centred in the middle of the 
first drift chamber. The beam is at a.n angle of,.__, 42 mrad to the z a.xis, and 
intercepts the y axis zero in the electromagnetic calorimeter, from below. 

The follmving sections 1.vill describe the individual sections of ~0\IAD, 
the subdetectors and the magnet, in more detail. 
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Figure 2.4: Neutrino spectra at NOMAD, showing the degree 
of contamination in the predominantly 1;1, beam, as predicted by 
NUBEAM 4.00, 

The Magnet 

The dipole magnet from the former UAl experiment, described in Bar­
ranco Luque et al. (1980), is reused in KO.ivIAD. The magnet coil is con­
structed from aluminium. with two supports, called I's, and the casing, Gs, 
made from iron. The magnetic field is 0.4 T, requiring a current of 5713 kA. 
The field is horizontal, perpendicular to the neutrino beam direction, that is 
to say along the :i: axis. The field volume of the magnet is 7.5 x 3.;) x 3.5 m 3 . 

Inside this is the ':baskef' which supports the drift chamber and other sub­
detectors. The two supports, \Vhich acted as the return yoke in U Al, have 
been instrumented here as calorimeters. 
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dent in time of the position that the particle traversed the counter. The mean 
timers are fed from LeCroy 4413 discriminators, with thresholds typically set 
at. 25 mV. Each mean timer receives 16 inputs, eight. pairs from ca.ch of the 
count.cm in a bank, and has an output. for ca.ch of the pairs plus a. logical 
OR of all eight.. These out.puts a.re handled by a LeCroy 1876 96 channel 
FASTBUS TDC module. 

To form the veto trigger, the logical OR of all the counters is taken, ex­
cluding the three upper right and three upper left counters, that are deemed 
unnecessary compared to the dead time their inclusion would cause. Triggers 
in the front ca.lorimeter use only veto bank 8, which is directly in front of it, 
sec figure 2.5 and figure 2.6 '.vhere bank 8 is shaded. 

The efficiency of the veto in rejecting charged particles has remained 
stable throughout running at 96-97%. The contribution to the overall dead 
time of the experiment from the veto, averaged over the tvw neutrino spills, 
is around 4 %. l\forc details of the veto system a.re available from Altegoer 
ct. al. (1999). 

2.5.3 Forward Calorimeter 

The front support of the magnet, the I, has been instrumented to form the 
forward calorimeter (FCAL) creating a massive active target. This subdetec­
tor \Vas designed with the aim of investigating multi muon neutrino events 
and neutral heavy pa.rt.ides. 

The front I has 23 4.9 cm iron plates, separated by 1.8 cm air gaps. 
The first 20 of these gaps have been instrumented with scintillator coun­
ters, read out at both ends ·with photomultiplier tubes. Each scintillator is 
175 x 18.5 x 0.6 cm3 in dimension. Five consecutive counters are bunched 
together with light guides to form a. module, sec figure 2.7. Ten modules arc 
then combined vertically, to create an FCAL "stack" of 50 counters. The 
beam is incident. upon an effective instrumented area of 175 x 190 cm2. The 
FCAL is equivalent to five nucleon interaction lengths in depth, the active 
area alone weighing 17.7 terns. 

Calibration of the FCAL proceeded in situ . .ivlodule to module calibra­
tion was achieved using highly relativistic muons traversing the FCAL, as 
approximations to minimum ionising pa.rt.ides ( mip). This produced a mip 
to ADC count sea.le. The absolute energy sea.le, the hadronic energy equiva­
lent of a mip, was found by exploiting the Bjorken y distribution, YRJ, which 
is vvell known. As the exiting muon momentum is accurately measured, any 
mismeasurement of the hadronic energy by the FCAL ·will appear as distor­
tions in the YJJi distribution. An example of the use of this technique is given 
in Sakumoto et al. (1990). \Vith these methods, the absolute energy scale 
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m the transition radiation detector, section 2.5.5. During 1995, I\0.tvIAD 
was running vvhilst under construction, creating periods \Vhere there \Vere 
only four and then eight modules. Further. from 1997 onwards, the first 
drift chamber module was removed to ma.kc space for STAR (Silicon TAR­
gct), a prototype silicon neutrino detector. STAR is reported separately in 
Barichello et al. ( 1998). 

The chambers represent a fiducial mass of 2.7 terns, covering 2.6 x 2.6 m 2
. 

Each chamber is 0.02 radiation lengths. The individual ·wires are 97% effi­
cient. 

Sense wire signals are sent to preamplifiers, then discriminators and then 
LcCroy 1876 TD Cs. Track separation of 1 mm can be achieved, and the stereo 
angle of 5° allows 1.5 mm resolution a.long the wires. The spatial resolution 
was studied using muons, and for normal incidence was determined to be 
L50 pm. The resolution of the momentum p is parametrised by: 

O"p 0.05 0.008p 
-;::::::--EB---
JJ Vi VJ} 

(2.8) 

where L is the track length and EB indicates addition in quadrature. The 
first term corresponds to multiple scattering effects, and the second to single 
hit resolution. For a more detailed drift chamber description, see Anfreville 
et al. (1997). 

2.5.5 Transition Radiation Detector 

The TRD of ~O~IAD ·was designed for electron pion separation. It achieved 
its goal of a pion rejection factor above a thousand, whilst retaining a 90% 
efficiency for electrons, in the momentum range 1 to 50 Ge V / c. The design 
of the TRD also had to contend with the constraints of limited longitudinal 
space and a retainment of less than 2% of a radiation length between the 
individual drift chambers it separates. 

The TRD comprises nine modules, four pairs plus one. Each pair, as well 
as the single module, is followed by an individual drift chamber, section 2.5.4. 
The ordering of the chambers and modules can be seen in figure 2.5. A TRD 
module is composed of two components, the radiator and the detection plane. 

The radiator is 315 polypropylene foils. 15 p,m thick, and 2.85 x 2.85 m2 

in area, separated by a 250 1m1 air gap. The foils are held in an aluminium 
frame in order to preserve their shape. 

The detector plane is 176 vertical straw tubes, 3 m long and 16 mm in 
diameter, with 0.2 mm spacing for convenience of design. The tubes are filled 
with a xenon(80%) methane(20%) mixture, and are constructed from wound 
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individual tube gains shmv a dispersion of around 63 for the 57 4 tubes; 
mainly due to inhomogeneities in the gas fimv. 

High precision position measurement is facilitated by the PRS due to its 
1 cm grid; compared to the much larger block size of the electromagnetic 
calorimeter that follmvs it. This then aids separation of overlapping clusters 
in the electromagnetic calorimeter. The PRS is also used in combination with 
the TRD and electromagnetic calorimeter to separate pions and electrons. 

2.5.8 Electromagnetic Calorimeter 

The electromagnetic calorimeter, ECAL ; is crucial for electron and photon 
energy measurement, covering an energy range of 100 :\IeV to 100 GeV. :\Iea­
surement of photons allows the ECAL to determine the neutral component; 
largely from 7r

0
, of the transverse momentum sum of an event. Lastly; the 

ECAL; along ·with the PRS, aids the TRD in electron identification. 
In order to meet the large dynamic energy range requested, lead glass 

was chosen for its high resolution and uniformity. There are 875 lead glass 
blocks, stacked in a grid 35 by 25. A single block is 19 radiation lengths 
deep, with a cross sectional area of 79 x 112 mm2

• The blocks are read out 
by t\vo-stage photomultiplier tubes, tetrodes. The face of the blocks is cut at 
45° so the tetrode is at 45° to the field direction, see figure 2.12. This limits 
the effects of the magnetic field on the tetrode, so the response is reduced by 
only 20%, leaving a gain of 40. 

The tetrode signals are passed to a charge preamplifier, then a shaper and 
finally a peak sensing ADC to produce the energy deposited in the block, nO"w 
called a cell. A second signal is passed through a shaper, discriminator and 
then logical OR ·with the 16 surrounding cells to produce a time measurement, 
which can be used to reject those cells which arc not part of the event. The 
timing resolution is a fow nanoseconds for a greater than 1 GeV deposit. The 
timing signals can also be summed to produce the ECAL trigger information, 
section 2.6.2. The ECAL performance is monitored using two blue LEDs 
placed alongside each tetrode; where the response to their signal is compared 
to the reference response for variations over time. This monitoring method 
is described in Autiero et al. (1996b). 

Before construction, the ECAL cells were cali bratcd in a 10 Ge V / c elec­
tron beam. The LEDs arc used to enable the transfer of measurements taken 
in the testbeam with no field, to actual running conditions at 0.4 T. The 
linearity of the response to electrons from 1.5 to 80 Ge V is corrected loga­
rithmically, to keep deviations belmv 1.0%. The resolution vvas determined 
to be !:1E/E = l.04±0.01+3.22±0.007/-JE, vvhere the first term represents 
detector losses and the second. shmver fluctuations. Details of the test beam 
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2.6 NOMAD Control Systems 

:'vlodcrn accelerator driven experiments have large data transfer and recording 
requirements. To handle this NOJVIAD adopted a modular approach, \vhich 
allcnved reduction in development time and cost. Both the hanhvare and 
software are expanded on in this section. 

2.6.1 Data Acquisition 

Coinciding \vith the beam spills, KO:tvIAD triggers arrive in short intervals, 
separated by long periods of relative inactivity. To minimise dead time, digi­
tised information is first buffered ·with FASTI3CS electronics, to be read out 
at the end of ca.ch spill. There arc three types of FASTBCS modules, twelvc­
bit charge-integrating ADCs, twelve-bit peak-sensing ADCs and sixteen-bit 
TDCs ·with one nanosecond resolution. The two types of ADC ·were designed 
at CER~, and have 64 channels and a 256 event memory. The TDCs are 
LeCroy 1876, vvith 96 input channels ·with a 64 kilobyte buffer. A maximum 
of 11 648 channels are read out per event. 

The readout of the front-end electronics is controlled by five V:VIE based 
boards (FIC 8234) with :'viotorola 68040 processors, using a V:\IE Subsys­
tem I3us, connected to slave controllers (F68b7) in the 12 FASTI3CS crates. 
Four megabytes of additional buffering is available from each FASTI3US con­
troller card. Block transfers, assembly of sub events and integrity ( consis­
tency) checks a.re performed by the V~v!E controllers. The subevcnts a.re 
then passed through a Vl\IE interconnect bus to a sixth Vl\IE processor, the 
event builder, to assemble all the pieces into events, together with beam in­
formation. The final product is written temporarily to disk before, hvice a 
day, they are transferred to a tape vault for storage on DLTs. 

The software running the data acquisition is comprised of elements known 
as stages. This framevmrk is based on the CERN designed CASCADE soft­
ware, described in Perrin et al. (1993). It provides buffer management, event 
access facilities and scheduling. Data arrival drives the stages, thus stages 
must have at least one input source ·with any number of output sources. The 
scheme implemented is summarised diagrammatically in figure 2.15. This 
shows the information flowing to the event builder, including beam infor­
mation and calibration, as well as detector monitor and status summaries, 
described in section 2.6.3. 

The run control is a c++ implemented finite state machine for X-windows 
that uses a database to record current states of the monitoring programmes 
and predetermined rules for moving between the various states. This database, 
in summary form, is used later in reconstruction and analysis of events. 
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• V x T 1 x T 2 is the main l\O.ivlAD trigger for the study of neutrino inter­
actions in the drift chamber. The rate for this trigger is rv 5.0/1013 POT. 
The background in this trigger eomcs from eosmic rays, beam muons 
that arc not vetoed and neutrino interactions in the magnet coil and 
basket. 

• V 8 x FCAL is the trigger for deep inelastic neutrino interactions in 
the FCAL, \vith a threshold of 4 mip ( rv 2.0 GeV). The rate is rv 

6.5/1013 POT, \vith a negligible background from cosmic rays. 

• V 8 x FCAL' x T 1 x T 2 is the second FCAL trigger designed for the 
study of quasielastic-like events. The FCAL' threshold is behveen 
1.2 mip and 4.0 mip, where the trigger planes coincidence is included 
to reduce triggering from noise. The rate is rv 1.0/1013 POT. 

• V x ECAL is the trigger for neutrino events in the ECAL. The trigger 
rate is rv 2.0/10 1

:
1 POT, due to the large mass of the ECAL, around 

20 terns. This was the original trigger setting in 1995, but the livetirne 
was too low due to V. 

• T 1 x T 2 x ECAL ,was used from 1996 to 1998 instead of the above 
trigger, and had a higher livctimc, but similar rate. 

• CHORUS-NOMAD is used in neutral heavy particle searches, where 
the particle is produced in CHORUS and decays in >JO}IAD. The 
trigger forms a subset of the main KO~vIAD trigger, with the addition 
of a valid CHORUS trigger. 

• RANDOM is used to study detector occupancy, particularly out-of­
time muons from the neutrino beam. The trigger records detector 
activity 22 ps after an SPS spill. 

As explained in section 2.4.1 the SPS cycle provides neutrinos to KOivIAD 
in two burst separated by a 2. 7 s fiat top. During this time, muons are 
incident on KO.ivIAD from a separate beam line. Triggers have been set up 
in >J(r\IAD to ta.kc advantage of these muons to further study the detector 
response. The muon gate triggers arc nmv described. 

• V x T 1 x T 2 selects through going tracks 'Which are used for drift 
chamber alignment and calibration of subdetcctors. 

• V 8 x T 1 x T 2 x FCAL' is similar to the above trigger, however it 
enhances muons crossing the FCAL and other areas of the detector, 
that are less likely to occur in the previous trigger, as the muon beam 
crosses >JO:\IAD at an angle. 



2. 7 Simulation and Reconstruction of Events 47 

• V 8 x T 1 and V 8 x T 2 are used to measure the efficiency of the trigger 
planes 

• V 8 x T 1 x T 2 x ECAL x (HCAL) is used in the study of electrons from 
muon decays or delta rays. The HCAL is added, in anti-coincidence, 
when looking for muon decays. 

In each neutrino spill, approximately 15 neutrino candidate triggers arc 
taken, and during the fiat top, a. further 60 muon triggers arc signaled, only 
around 20 of \vhich are recorded. l\fore details of the entire trigger system 
are found in Altegoer et al. (1999). 

2.6.3 Slow Controls 

The NOMAD slow control is handled by a Sun ·workstation and several Apple 
Macintosh computers running LabVIE\V, (.\JIC, 1994). All voltages , gas 
systems and temperature probes in the experiment are monitored by the 
Macintoshes, passing summary information to the Sun vwrkstation. In the 
event of dctcetor problems, ·with one or more of the above variables being 
out of range, an ala.rm is sounded. Further, periodic samples of slmv control 
data arc saved for later inspection for dctcetor faults. Each of the nine 
subdetectors plus the beam, scaler and trigger information have monitoring 
programmes that connect to the data acquisition stages and create summary 
histograms, for inspection. 

2. 7 Simulation and Reconstruction of Events 

To understand hmv vvell the detector will function, or to estimate the effi­
ciency of the event selection procedure, it is necessary to simulate events, 
in which the exact details are known, to be compared with what is deter­
mined by the detector and selection algorithms. This is achieved with a 
l\fontc Carlo generation, where events arc created randomly within a. set of 
given physics criteria. \Vhen ccnnpleted, such events are in the same form 
as actual data, signals from the various subdetectors. Both data and l\fonte 
Carlo events then need to be reconstructed from this rudimentary detector 
output to produce more usable information about the event, such as tracks 
and vertices. The programmes used by NONIAD are outlined below. 
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2. 7 .1 Event Generation 

Simulated events in >l"O:\IAD are generated using the NEGLII3 (KO:LvIAD 
Event Genera.tor LIBra.ry, :\foyer and Rubbia, 1994). The programme uses 
LEPTO 6.1, described in lngelma.n (1992), to simulate deep inelastic lcpton­
nucleon scattering. It determines an input neutrino energy and position by 
sampling from T\UBEAl\1 4.00 energy versus radius squared beam tables. 
Datacards allmv the choice of incoming neutrino type, beam energy >vindov>', 
decay channels as well \vhich part of the detector the initial interaction >vill 
take place, e.g. FCAL. The geometry of >rCnIAD is used to generate the 
vertex position according to the material density distribution along the beam 
a.xis. The fragmentation of produced pa.rtons into hadrons is performed \vith 
the .JETSET version 7.4 package, (Sjostrand, 1994). 

Recall that the neutrino beam is ,......, 42 mrad below the NCJ~vlAD z a.xis. 
and that it intersects the y zero in the ECAL. \,Vhcn the beam first enters the 
drift chamber. it is at y ,..._, -20 cm. This offset is reproduced by NEGLIB, 
but not the slope. Events must therefore be rotated from the >l"EG LIB to 
the N0Tv1AD reference frame: 

y' = y cos () - z sin () z' = z cos () + y sin e 

where a study of T\EGLIB and data events determined () 
(\Vebcr ct al., 1998). 

(2.9) 

-35.3 mra.d, 

T\EGLil3 also includes quasielastic and resonance type lepton-nucleon in­
teractions, which can be handled separately. The output of NEGLIB is 
directly available for analysis, as well as being the input to the next stage of 
the simulation. 

2. 7. 2 Detector Simulation 

After events have been generated, the response of the detector in track­
ing and recording must be taken into account. For this, >l"O:\:IAD uses a 
GEANT based description of the detector called GE>l"0:\11 (GEant >l"O:\fad 
library). GEA.NT is a general package for simulating the passage of parti­
cles through matter, more information can be obtained from Goossens et al. 
(1994). GENOl'v1 is described in detail in Altegoer et al. (1996). This is the 
final stage for the simulated events, as they can now be reconstructed along 
with real data events. 
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2. 7.3 Event Reconstruction 

The reconstruction is performed in two stages. The first stage, Phase I, 
reconstructs raw data from each subdetector with RECO.\J, a general reccm­
struction package. The RECO.\J package is described in Bird (1993). At the 
completion of this stage, tracks and vertices in the drift and muon chambers, 
as vvell as clusters of hits (energy deposits) in the calorimeters, have been 
assembled. The second stage, Phase II, identifies the individual particles of 
an event, by matching tracks in the drift chambers with tracks and clusters 
in the other subdctcctors. The Phase II output is then stored in a DST (Data 
Summary Tape, Varvell, 1997), format for use in analyses. From here, event 
selection and identification is performed as detailed in chapter 4. 

2.8 The NOMAD Data Set 

The I\OivIAD experiment collected its main data from 1995 to 1998 inclu­
sively. The CERN SPS beam runs during the European summer, from April 
through September. A measure of the amount of beam given to I\O:tvIAD is 
the accumulated POT (Protons on Target). This is measured by the I3CTs 
(I3eam Current Transformers), located just upstream of the neutrino beam 
target, T9. A plot of accumulated POT is given in figure 2.16. The plot 
also shows 1994, where .\JO:\IAD was scheduled to nm, but only had at most 
tvw drift chamber modules in place, due to a problem ·with their original 
method of manufacture. However, the other subdetectors, except FCAL, 
\Vere in place, and data was taken. This data \vas used for calibration and 
optimisation. A period of approximately two months in the middle of 1997 
can also be seen \Vhere there was no beam due to a fire at the SPS. 

A numerical summary of I\O:tvIAD data taking is given in table 2.1, ·which 
indicates the number of triggers taken, the number of v11, charged current 
events in the official NCJ~l/IAD fiducial area of 2.6 x 2.6 m 2

, as well as se­
lected beam information. Good POT refers to protons on target when .\JO­
l'v1AD \Vas taking data. The 1995 nm is divided into the three drift chamber 
configurations that were run that year, as explained in section 2.5.4. Also 
note that the 1998 run is split into three types of neutrino beam, positive 
focusing, negative focusing and zero focusing. These \Vill be explained later 
in chapter 5. 

In conclusion, NOIVIAD has collected over a million neutrino charged 
current interactions, for use in its oscillation searches. The I\O~vIAD data 
set is hence the largest collection of its kind, enabling a detailed search, plus 
accurate evaluation of other standard neutrino physics quantities. 
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Protons Protons distribution on Neutrino (T91 from 1994 to 1998 
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Figure 2.16: Accumulated DCT on the T9 target. Taken from the 
CERN-SPS web page. 

Year Period POT Good POT Triggerfl cc J/p ' 

4 l\fod 0.27 x 1019 0.3 x 105 

1995 8 l\fod 1.2(i x 1019 0.:3;3 x 1019 16.7 x 106 0.7 x 105 

1 1 "\Tod 0.28 x 1019 0.8 x 105 

1D!)6 1.46 x 1019 1.41 x 1019 2;71.5 x 106 :3.8 x 10·5 

1gg7 1.66 x 1019 1.57 x 1019 24.6 x 106 .1 .28 x 1021 

Pos 1.20 x 10m 25.4xl06 .1 .26 x 1 o') 

1998 !\cg 1.82 x 1019 0.43 x 1 om 3.9 x 106 0.14 x 10') 
Zero 0.04 x 1 om 0.2 x 106 0.03 x 1 O'; 

Table 2.1: Surnnrn.ry of Data taken by NOMAD from 1995 to 1998. 
(Adapted from Soler, 1998) 



Chapter 3 

The SPY Experiment 

3.1 Introduction and Motivation 

The Secondary Particle Yields (SPY / I\A56) experiment \Vas proposed, (Am­
brosini ct al., 1996) , in order to measure particle production rates from a 
berylli urn target, hit by a 450 Ge V / c proton beam, mirroring the initial 
collision producing the neutrino beam of the \Vest Area Neutrino Facility 
(\\TA.\JF). SPY concentrated on measuring lmv momentum secondaries, be­
low 60 Ge V / c, an area not previously investigated. This lmver momentum 
range is of particular importance to the \VA.\JF, and hence .\JO:\IAD, as up 
to 50% of the neutrino flux is produced from meson decays in this range. 

Secondary production models currently in use, such as multi parameter 
fits like FLCKA 92, or parametrisations like those in .Malensek (1981), are 
based on extrapolations of old experimental data, \vhich had poor if any 
coverage of the momentum ranges of importance to neutrino production in 
the \VA.\JF. Precise measurement of the production rates of pions and kaons , 
as well as their relative rates of production, obtained by SPY. can greatly 
improve current simulations of neutrino beam production. In particular, SPY 
concentrated on determining as accurately as possible the pion to kaon ratio, 
the rat io that directly affects the contamination of ue, (predominantly from 
kaon decays), in the u µ. beam. This quantity is one of the main concerns in 
the Vµ "r-7 11e oscillation search, and currently has a high error. 

Other applications for the SPY data include enhancing the fitting pro­
cedure of the empirical parametrisation developed in chapter 6, (a second 
method of predicting the neutrino beam). This method uses measured neu­
trino spectra at I\OivIAD to derive the meson production at the target. How­
ever, vvhen determining pions and kaons contributing to the vµ spectra, the 
relative contribution of kaons, in the approximate neutrino energy range 10 
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to 70 GeV/c, can not be fixed from the neutrino data. Instead the SPY 
results help to fix the kaon contribution. 

The most recent experiment relevant to SPY was Atherton ct al. (1980). 
The Atherton experiment used 400 Ge V / c primary protons, and measured 
secondaries from their collision vvith a beryllium target, dmvn to a momentum 
of 60 Ge V / c. SPY aimed to have a higher accuracy than the Atherton 
experiment, as well as measuring momenta below 60 GeV/c. To provide an 
overlap for comparison ·with the Atherton results, SPY ·would take data. at 
67.5 and 135 GeV /c a.s well. 

SPY aimed to have an exhaustive coverage of the angle and momentum 
ranges for secondary production, not just in the current \VAI\F beam, but 
also for future neutrino beams such as that now approved for the CER>l" to 
Gran Sasso long base line neutrino oscillation search, (Acquistapace et al., 
1998). To facilitate the transfer the SPY results to experiments with alterna­
tive target configurations, a. range of plate targets \Vith varying thicknesses 
was used, as \Vell as the cylindrical T9-like target, (see section 3.2.1). The 
various running conditions for SPY are listed in table 3.1. Note the two 
Atherton overlap points, the low momentum coverage, dmvn to 7 Ge V / c and 
the two angular scans at 15 and 40 GcV /c. 

This chapter summarises the activities of the SPY experiment as well as 
detailing an independent analysis of the SPY data set. This separate analysis 
was undertaken as a check to the main SPY analysis. 

3.2 Experimental Layout 

The SPY experiment undertook its measurements using the particle spec­
trometer of the >l"A52 heavy ion experiment, (NA.52 is described in Arsenescu 
et al. (1999)). This spectrometer resides in the HG beamline of the north area. 
at CERI\. Secondaries were generated from collisions in the T4 target station 
which, a.long ·with the \VAI\F, is served by a 450 GeV/c proton beam from 
the SPS. A short review of the beam, target area, spectrometer and data 
acquisition follows. 

3.2.1 Beam and Target 

The secondaries that SPY measured were created from the collisions of the 
proton beam ·with the beryllium target, in a setup very similar to the \VA>l"F. 
For SPY this collision occurred in the T4 target station, which is shmvn 
schematically in figure 3.1. SPY had a beam intensity of 1012 protons per 
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p/z (GeV /c) Target Length Angle to the z-axis (mrad) 
+135 100,200,300 mm, T9 0 
+67.5 100 mm 0 
+40 100 mm -15,±11. 25,±5.625, +3. 75, + 1.8 75,0 

T9 -L5,+5.625 ,0 
200,300 mm 0 

+30 100 rnm,T9 0 
+20 100,T9 0 
+15 100 +30,+22.5,±15,±10,+5,0 

T9 -15,+5.0 
200,300 mm 0 

+10 100,200,300 mm, T9 0 
+7 100 rnm,T9 0 

-67.5 100 rnm,T9 0 
-40 100 mm -15,-11.25,-5.625,±3. 75,±1.875,0 

200,300 mm, T9 0 
-15 100 mm -15,-5,0 
-10 100 mm 0 

,..., 
- I 100 mm,T9 0 

Table 3.1: Summary of the different SPY running conditions, p / z 
is rigidity, a combination of the charge and momentum of the sec­
ondary. Target length refers to the plate targets, T9 is three cylin­
drical targets each 100 mm. 

burst, considerably reduced from that of the \VA>JF. T4 also provides sec­
ondary beams for the H8 and PO beamlines. 

The T4 target station includes fom ma.in magnets. The magnets Bl T 
and B2T arc used to select the incident protons, and B3T and BE>JDl select 
the momentum and angle of the secondaries. Possible particle trajectories 
through the target station to H6 are shown in figure 3.1. Both positive and 
negative emission angle particles can be collected, using B3T and BE>l"Dl. 
Secondary angles of up to 15 mra.d can be selected \Vith these tvvo magnets. 
To increase the selection up to 30 mra.d a process called "wobbling" is used, 
·which entails varying the angle of incidence of the primary beam on the 
target with Bl T and B2T. 

A scan varying the field strength of 131 T and I32T ·was performed to 
check the zero value of the production angle. It \Vas determined to be ·within 
0.1 mra.d of the nominal value. 

The main targets used by SPY were beryllium plates, of varying lengths 
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on axis. The spectrometer is 524 m in length. I3eluw is a description of the 
individual components of the spectrometer. In this description, all distances 
arc relative to the T4 target. 

Collimators 

There are three collimators in the spectrometer; one for each of hori:;;ontal 
(x), vertical (y) and momentum bite (.6.p/p). These a.re used to maintain 
the trigger rate at a feasible leveL and can operate up to an acceptance of 
.6.p/p x .6.D = ±1.5% x 2.1 psr, \vhere .6.D is the solid angle acceptance. To 
reduce uncertainties in the acceptance arising from unknown field effects in 
the spectrometer magnets, the collima.tors must be placed as far upstream as 
possible. The two spatial collimators a.re at 41 and 48 m, following just two 
quadrupoles, ·with the momentum collimator at 128 m: after six quadrupoles, 
only three of vvhich could effect the momentum selection of the collimator. 
This is a substantially better setup than the Atherton experiment. The col­
limators were tested and calibrated prior to being placed in the spectrometer 
and in addition an in situ test was performed at the beginning of SPY data 
taking, measuring proton fluxes. These tests showed a linear response in the 
fiux to the size of the opening in the collimators, however the zero opening 
was not consistent with zero fiux for the spatial collimators. Actual zeros 
\Vere measured as C-hor = -0.44 ± 0.18 mm and C-vert = -1.34 ± 0.16 mm. 
These measurements are presented in Lehmann (1997). 

Time of Flight (TOF) Counters 

There arc five TOF counters, used to time particles a.long the bca.mlinc. 
The timing is the used to calculate a particle mass estimate for particle 
identification purposes. They are made from 8 vertical strips of scintillator; 
tvw mirrored sets of strips with widths 20, 12; 10, 8 mm. TOFs 1, 3 and 5 
have 1 cm deep strips, giving a timing resolution of 74±1 ps, whilst 2 and 4 
are 0.5 cm, with a resolution of 100±1 ps. The area covered is a maximum 
10 x 10 cm2

. They are constructed from CRON 404 scintillator, and read 
out by Ha.mamatsu R.1828-1 photomultipliers. To produce mass information, 
the time t0 for a massless particle to travel between the the counters and the 
extra time .6.t that a massive particle requires, arc combined with the selected 
secondary momentum p of the run. Thus m '""pJ2.6.t/t0 , assuming natural 
units of c = 1. The ability to use mass information to identify particles is 
limited to low momentum runs; where the timing resolution is considerably 
smaller than .6.t. The TOFs are placed at 144, 226, 367, 445 and 524 m. The 
efficiency to record a hit in at least one TOF is 0.986±0.001. 
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M ultiwire Proportional Chambers 

Each TOF counter is follmved by a multi-wire proportional chamber. There 
are tvw additional chambers before TOFs 2 and 3. They cover 10 x 10 cm2 

and have \Vires of 3 mm spacing ·with an argon(753) isobutane(253) gas 
mixture. The chambers can either have two wire orientations, x and y, or 
three, x, y and u ( 45° to x and y). The ·wire chambers a.re used for the com­
parison of beam dispersions between data. and predictions for the acceptance 
calculations, sec section 3.4.3. 

Threshold Cerenkov Detectors 

The spectrometer includes three Cerenkov detectors. CO, CL and C2. The 
detectors are placed at 258, 268 and 505 m respectively. CO and Cl have a 
common nitrogen supply, ·whilst C2 is supplied ·with helium. The two gases 
provide different ranges of particle identification. All have separate electronic 
readouts. Each supply can be adjusted over the pressure range from 50 mbar 
to 3 bar, ·with an uncertainty of ±5 mbar. The pressure is adjusted to 
allow differentiation between particles above and below a. velocity threshold, 
to select lmv mass particles. In particular, CO and Cl provide pion and 
ka.on separation at low momentum, and ka.on proton separation at higher 
momentum, \vhilst C2 is set to flag leptons. 

CEDAR 

The CEDAil ( CErenkov Differential counter \vi th Achromatic Iling) is used 
to aid in pion selection at high momentum. Cerenkov radiation is emitted in a 
cone, the angle of which is dependent on the velocity of the particle producing 
it. This increases the particle selection ability of a normal Cerenkov detector, 
which only relies on the emission of Cerenkov radiation. The CEDAR uses 
helium at pressures between 10 and 13 bar, varying 'vith the pion selection 
threshold at each secondary momentum. It is situated at 440 m. 

Hadron Calorimeter 

The calorimeter comprises five modules, built from 3 mm thick scintilla.tor 
plates separated with 3.2 mm depleted uranium plates and 0.2 mm steel foils. 
The first four modules have 45 layers, whilst the last has just 30. The scintil­
lator is further separated into 12 vertical strips each 5 cm vvide, \vhere three 
adjacent strips are viewed by the same photomultiplier. The calorimeter is 
placed at 539 m and has an active area of 60 x 60 cm2 with a depth of 
approximately seven nuclear interaction lengths. It has an electromagnetic 
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energy resolution of art IE = O.l 74E-1
/

2 EB 0.009 and ha.dronic energy res­
olution a'j;wl / E = 0.356E-1

/
2 EB 0.028. The purpose of the calorimeter ·was 

to provide lepton identification, especially in the high momentum runs. The 
efficiency of the calorimeter in detecting an energy deposit is 0.995±0.001. 

Trigger Planes 

The three trigger scintillator planes, BO, Bl and B2, provide particle triggers 
and timing information. They are placed at 191, 268 and 505 m. The actual 
trigger logic used ·will be described in the folluwing section. 

3.2.3 Data Acquisition and Triggering 

There a.re tvvo central triggers for SPY, from which more complex triggers 
a.re derived. These are trigger A (TOF2 x Bl) and B (TOF4 x B2). The 
spectrometer is split for analysis purposes into upstream and dmvnstream 
of TOF3, and so triggers A and B represent these t;wo sections. In low 
momenta running, 7 or 10 Ge V / c, only the upstream section is used due to 
particle decays reducing the efficiency of detection if the downstream section 
was included. Thus for those runs: only trigger A is required. In all other 
runs, A x B forms the trigger. 

The efficiency of A is determined from the ratio of (TOF2 x Bl) x 
(TOF4 x B2) to TOF4 x B2. The efficiency of B is determined m 
section 3.4.3 in combination with the so-called transmission coefficient. 

The A x B trigger can be combined with a veto from the Cerenkov 
detectors. In intermediate and high momentum runs: this combination is 
used to downscale the number of pions recorded in favour of kaons, \vhich 
have a considerably lower production rate. Hmvever, this additional veto is 
switched, from being included or not after each event readout. Thus half the 
data recorded will still resemble the true beam composition. This presca.ling 
is removed in the analysis, as described in section 3.4.2. 

The data acquisition livetime is obtained from the ratio of the acquired 
to total triggers. The livetime is different between the particle species due 
to downscaling: as only heavy particles: kaons and protons, will always cause 
a valid trigger. Protons, which are abundant in both the true and enriched 
kaon data sets, are used to test for systematic effects between the livetimes 
of the two samples. 
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3.3 Particle Identification 

The bulk of the SPY analysis was the determination of the raw numbers of 
pions, kaons and protons in each of the runs listed in table 3.1. Separate 
to the main SPY analysis, presented in Ambrosini ct al. (1999), a second, 
independent analysis was carried out, which will be described belmv. This 
second analysis was conducted to ensure the reproducibility of the initial 
(particle selection) stage of the SPY analysis. 

The runs are grouped by momentum, where the same detector and trigger 
settings are used to identify the particles. The low momentum runs, 7 and 
10 GeV /c, were not included in this independent analysis, which instead 
focused on the intermediate, 15 and 20 Ge V / c, and high, 30 Ge V / c and 
above, momentum ranges. 

All particles \Vere required to deposit at lea.st 1.5 Ge V / c in the calorimeter 
to ensure the quality of the trigger. 

3.3.1 Electron and Muon Identification 

All momentum ranges utilised the hadron calorimeter to label electrons and 
muons. The readout of the calorimeter gives the energy deposited by a 
particle in each of the five modules. Electrons characteristically deposit all 
their energy in the first module, \Vhilst muons deposit an amount equivalent 
to a minimum ionising particle (mip) in each module, (rv 0.5 GeV). These 
traits can be seen in figure 3.3, which shmvs the ratio of energy deposited in 
the first module of the calorimeter, Ei over the total energy deposited, Ec:al , 

as a function of the energy deposited, for a 40 Ge V / c run. Thus, electrons 
are at the top of the plot, losing all their energy in the first module. The 
muon mip can also be seen, \vith about a fifth of its energy deposited in this 
first module. 

The electron selection required 98% of the energy of the candidate to 
be deposited in the first module, and less than 0.8% in the second, 'With a 
further cut on total energy deposited, depending on the selected momentum 
of the run. 

Iviuon selection was based on the proximity to the average (Gaussian) 
mip peak position in all five modules: 

< 0.15 (3.1) 

'Where the mip peak positions \Vere determined for each secondary momen­
tum. 
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Figure 3.4: The mass squared fit produced by the time of flight 
counters at 20 GeV /c. The pions and lowns were separated using 
the timing criteria of the Cerenkov counters. 

for the identification of the protons. 

61 

Separation of pions and ka.ons is achieved with the timing information 
from the Cerenkov counters. CO and Cl, as vvell as the CEDAR, had their gas 
pressure set to only flag pious. Each counter would register either an in time 
hit (ith): an out of time hit (oth) or no hit (noth). These time signals from 
CO and Cl \Vere used to form logical subgroups from \vhich pions and kaons 
could be more easily tagged. The CEDAR remained as redundancy, either 
removing the remaining overlap of pions and kaons ·when necessary, or being 
used for dcteetor efficiency studies. The groupings were taken from Collazuol 
and Guglielmi (1996a), and used in the analysis as follmvs. 

i) COith + Clith This is the main pion sample, as only pious can produce 
a signal in CO or CL Contamination is only due to leptons, which are 
rejected with the calorimeter. Occasionally protons can appear in this 
sample due to a proton trigger overlapping vvith a light particle which 
causes a signal in CO or Cl. These arc rejected vvith the mass squared 
criteria from the TOFs. 

ii) COoth x Cloth Particle overlap between pions and protons with light 
particles triggering CO and Cl comprise this subgroup. There is no 
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difficulty separating the pions and protons m this sample 'With the 
reconstructed TOF mass. 

iii) COnoth x Clnoth This sample contains predominantly kaons and pro­
tons) vvhich are separated with the TOF information. As this sample 
is much smaller than the total, the pion and ka.on mass peaks do not 
overlap. This allmvs the pion contamination to be removed using the 
TOFs. 

iv) (COoth x Clnoth) + (COnoth x Cloth) A second timing group is 
caused by light particle overlap 'With kaon and protons. Particles are 
resolved 'With the TOFs. Pion contamination is also present due to 
losses in CO and Cl. The CEDAR provides pion identification in these 
cases. 

An example of the number of particles identified in ca.ch timing subgroup 
is given in table 3.2 for a 20 GeV /c run. I\ote that the elect rons are assumed 
to be from pion and kaon decays, and so should not necessarily be included 
when comparing the triggers to total particles identified. This is also true. 
but to a lesser extent, for the muons. 

Group Triggers Pions Kaons Protons Electrons l\1 uons 
1 100004 91676 0 0 8328 3166 
11 69 55 0 10 4 3 ... 

116303 71 4823 110898 507 1096 lll 

lV 453 13 22 415 2 0 

Table 3.2: Particles identified in each of the four timing subgroups 
for a 20 GcV /c run. 

These identification methods are applied to all the 15 and 20 Ge V / c runs 
in table 3.1, including different angles, target thicknesses and charge. 

3.3.3 High Momenta 

In the high momentum range, the resolution of the TOFs produce mass 
squared peaks too broad to allmv separation of the particles. Thus, particle 
identification was based solely on the Cerenkov detectors and timing infor­
mation from the trigger and TOF planes. CO and Cl were set below the 
proton threshold) so as to signal leptons) pions and kaons but not protons) 
whilst C2 has been set to flag only pions and leptons, (as suchi C2 is also used 
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for dovmscaling purposes). The CEDAR. ·was again set at the pion threshold. 
As in the intermediate momenta analysis, timing subgroups are constructed, 
follmving the guidelines of Colla.:tuol and Guglielmi (1996h). There arc now 
six groups, due to the inclusion of C2. 

i) (COith + Clith) x (C2ith) This is the ma.in pion group, ·where a. hit 
in a Cerenkov detector is required in both up and downstream sec­
tions of the spectrometer. Lepton contamination is removed ·with the 
calorimeter. 

ii) (COith + Clith) x (C2noth) All of the kaons fall into this sample, 
\Vhere a signal is expected from CO or Cl, but not from C2. Con­
tamination from pions and protons exists due to inaccuracies in the 
Cerenkov counters. Pion flagging was achieved using the trigger tim­
ing difference between planes A and B, where the pion trigger arrives 
approximately 60 ns earlier. Further rejection was achieved by consid­
ering the pulse height distribution from C2. This showed a spread of 
counts, separate from the main concentration at 11ero, associated to the 
pions. Proton identification vrns also achieved using the pulse heights 
of CO and Cl. 

iii) ((COnoth x Clnoth) + (COnoth x Cloth+ COoth x Clnoth)) 
x (C2noth) This criteria '.vas used to identify protons, which a.re not 
expected to produce any hits in counters. Although a small percent 
of triggers in this sample could also fit the lepton calorimeter require­
ments, the combination of no time hit signals could really only be due 
to protons. 

iv) (COith + Clith) x (C2noth) Pious giving out of time signals in the 
Cerenkovs are grouped here. Only those ·with self consistent times in 
CO and Cl are then accepted. The CEDAR also provides some pion 
identification for this subgroup. 

v) COoth x Cloth x C2noth l'nresolvahlc pulse heights and timing in 
CO and Cl prevented proton and ka.on separation in this group, leaving 
these triggers unidentified. 

vi) C2oth A second sample ·with a large number of unidentified triggers, 
allmving only proton identification in the subset COnoth x Clnoth 
x C2oth. 

An example of the particles identified in each of the six timing subgroups, 
for a 40 GeV /c run, is given in table 3.3. 
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Group Triggers Pions Kaons Protons Electrons JVIuons 
1 93597 79537 0 0 5668 8572 
11 19037 1127 16732 83 934 62 
... 

100109 0 0 100109 199 35 111 

lV 164 108 0 0 6 8 
v 143 0 0 0 2 0 

Vl 863 0 0 720 31 64 

Table 3.3: Particles identified in each of the six timing subgroups 
for a 40 GeV /c run. 

3.4 Production of Yields 

The runs are analysed to identify the triggers as either protons, pious or 
kaons as outlined in section 3.3. The raw number of particles identified, are 
presented in table 3.4. These initial results then have to be adjusted in order 
to produce the true particle yield at the target. The individual corrections 
required to produce the true yields are nmv revievved. 

3.4.1 Detector and Selection Efficiencies 

The main efficiencies that need to be included are those of the TOFs, calorime­
ter, Cerenkovs, trigger and selection procedure. The selection efficiency and 
Cerenkov detector efficiencies have not been recalculated for this independent 
analysis, as the results are for comparative purposes, and the efficiencies are 
very dose to unity. The misidentification rates between the pions, kaons 
and protons a.re also neglected, as a.gain these arc low. ~viisidcntifica.tion as 
an electron is included, a. correction that is largest at low momenta, a.round 
2.;)% for pious and kaons at 15 GeV/ c, described in Bonesini (1996). 

3.4.2 Prescales 

To restore the dmvnscaled pion component to that of the true beam, the 
presca.ling factors must be removed. The presca.les a.re calculated from the 
various trigger rates in a given run. There arc tvvo prcscalcs. Sco.lcH is 
for the heavy particles (protons and kaons) vvhich appear regardless of the 
Cerenkov pion veto. ScaleL is for the light particles (pions) which are only 
present in the sample without the veto. The prescales are simply the mun­
ber of triggers on tape divided by the total number of triggers. The unscaled 
number of particles is produced by dividing by the relevant presca.le. The 
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p/z Target Angle IT K p ScaleH ScaleL 
(GeV /c) (mm) (mrad) 

15.0 100 0.000 86500 1504 103598 0.927 0.0765 
20.0 100 0.000 91802 4858 111323 0.844 0.0732 
30.0 100 0.000 81665 12141 10497;) 0.530 0.0488 
40.0 100 0.000 81277 173;)2 103724 0.289 0.0331 
67.;) 100 0.000 82834 19690 109279 0.326 0.0593 
135.0 100 0.000 71227 8372 105786 0.054 0.0203 
-15.0 100 0.000 86349 2273 84479 0.960 0.0439 
-40.0 100 0.000 90270 33256 75480 0.730 0.0356 
-67.5 100 0.000 106943 45503 47943 0.883 0.0672 
40.0 300 0.000 79650 17815 107460 0.115 0.0128 
40.0 200 0.000 83497 17821 107824 0.168 0.0191 
40.0 T9 0.000 76069 16606 101943 0.114 0.0124 
15.0 200 0.000 81244 1486 101341 0.868 0.0751 
15.0 300 0.000 88982 1619 112477 0.825 0.0741 
40.0 100 15.000 71414 15186 101906 0.854 0.1696 
40.0 100 11.2;)0 84390 15412 116290 0.535 0.08;)0 
40.0 100 5.625 90432 16498 106633 0.325 0.03;)5 
40.0 100 3.7;)0 88929 170;)8 104174 0.300 0.0319 
40.0 100 1.875 83321 16987 102502 0.293 0.0333 
40.0 100 -5.625 90414 16684 106682 0.328 0.0364 
40.0 100 -11.250 83945 15743 115884 0.573 0.0923 
40.0 100 -15.000 76400 15403 120819 0.847 0.1667 
15.0 100 30.000 72082 1010 103689 0.989 0.1567 
15.0 100 22.500 79086 1262 104512 0.972 0.1199 
15.0 100 15.000 84;)21 1341 103758 0.9;)5 0.0896 
15.0 100 10.000 87257 1507 104613 0.930 0.0755 
15.0 100 5.000 86982 1542 103691 0.927 0.0734 
15.0 100 -10.000 88292 1560 105639 0.927 0.0756 
15.0 100 -15.000 84804 1380 104587 0.946 0.0888 
-40.0 100 3.750 94815 32043 74890 0.853 0.0431 
-40.0 100 1.875 92114 32608 74983 0.840 0.0422 
-40.0 100 -1.875 93420 32L)8 72892 0.846 0.0423 
-40.0 100 -3.750 93902 31356 74102 0.853 0.0428 
-40.0 100 -5.625 95734 30885 75892 0.871 0.0466 
-40.0 100 -11.250 91877 27583 79691 0.939 0.0735 
-40.0 100 -15.000 85859 24850 78912 0.965 0.0974 

Table 3.4: Summary of identified particles tabulated with the corre­
sponding momentum, charge, angle of emission and target thickness. 
Also fo;ted are the prescale factors and POT for the respective runs. 
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POT 
(1013) 
25.03 
12.98 
8.183 
7.698 
10.83 
10.45 
51.91 
9.493 
17.22 
8.357 
7.60;) 
8.441 
14.06 
12.12 
38.33 
8.584 
8.230 
7.938 
7.528 
8.321 
8.489 
10.13 
49.61 
38.60 
31.81 
26.65 
24.89 
27.38 
29.32 
8.490 
8.162 
8.191 
8.443 
9.355 
14.77 
22.53 
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scalers sspyal - 2 and sspybl - 5, hold the number of triggers for the con­
ditions as defined in table 3.5. Recall that the trigger logic differs between 
runs. The corresponding presca.le factors for the tvvo moment.um conditions 
a.re given in equations 3.2 and 3.3. 

Scaler Definition 
sspyal total triggers on tape 

-

sspya2 (Bl x TOF2 x (CO+ Cl)) x (B2 x TOF4 x C2) x GATE 
sspybl total triggers on tape ( = sspyal) 
sspyb2 (131 x TOF2) x (132 x TOF 4 x C2) x GATE 
sspyb3 (Bl x TOF2) x (B2 x TOF4 x C2) 
sspyb4 (131 x TOF2 x (Co+Cl)) x (I32 x TOF4 x C2) 
sspyb5 (131 x TOF2) x (132 x TOF4) 

Table 3.5: Definitiom; of the trigger scalers used in SPY. The con­
dition GATE refers to a trigger being recorded. 

15-20 GeV /c 

sspya2 
ScaleH = · 

sspyb4 
S l 

sspyal - sspya2 
ca eL = -------

8spyb3 - sspyb4 

30-135 GeV /c 

sspyb2 
Sco]eH == --­

sspyb3 

sspyal - sspyb2 
Sco]eL == ------­

sspyb5 - sspyb3 

The calculated prescales for each run are included in table 3.4. 

3.4.3 Acceptance 

(3.2) 

(3.3) 

The acceptance A of the spectrometer is a combination of the geometrical 
acceptance, (solid angle acceptance 60 and transmitted momentum bite 
tlp/p), with the particle transmission coefficient. T: 

. l:ip 
A= l:iH-T 

p 
(3.4) 

The collimators are responsible for the fixing the geometrical acceptance 
and have separate settings for above 40 Ge V / c momenta, and for 40 Ge V / c 
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and belmv, to allow for the increased rate of particle production at higher 
momenta. The study estimated the geometrical acceptance as (16.53±0.54) x 
10-3 psro/c6p/p for p ::;;; 40 GcV/c and (3.22 ± 0.19) x 10-a 11sro/c6p/p for 
p > 40 GeV /c, sec Ambrosini ct al. (1999). 

The transmission coefficient accounts for particle losses along the beam­
line and \vas calculated with the TURTLE beam transport simulation pack­
age, (Brown and Iselin, 1974). To allmv testing of the simulation package, 
special runs were undertaken vvhere only protons were recorded. Beam pro­
file comparisons between these proton runs and simulations at TOF2 , where 
the beam is ·widest, agreed \Vell. In the duwnstream half of the beamline, the 
transmission rates ·where 8% higher in the simulation than data. 

The transmission coefficient was broken down into T;,K,r, the transmis­
sion in the first half of the beamline that agreed ·well \Vi.th data, and r;;,K,r 
which was corrected by the ratio bet.ween the transmission of the protons in 
TURTLE and data. Due to differing nuclear cross-sect.ions, predicted trans­
missions for pious, kaons and protons will be different. There is no variation 
attributed to charge. 

The original TCRTLE simulation is reported in \foffitt (1997), and the 
corrections are outlined in Tabarelli de Fat.is (1997a). Values of the spectrom­
eter acceptance for each momentum and particle type, including transmission 
coefficient, as used in this analysis, are given in table 3.6. These values ·were 
later updated for the final SPY results after additional refinements of TJJ. 

3.4.4 Correction for Particle Decays 

Recall that the particle identification process required at least L5 Ge V / c of 
energy to be deposited in the calorimeter, implying that the candidates must 
reach the calorimeter to be accepted. To account for pion and kaon decays 
before the calorimeter, the yields need to be scaled back up by the decay 
probability: 

(3.5) 

where :z: is the particle type, c the speed of light, Tr the proper mean lifetime, 
and nL:i: the mass. The length L is 539 nL This correction is most important 
at low momenta where, for example at 15 GeV/c, the beamline represents 
4.8 decay lengths to a kaon. 

It has been noted that the assumption of the loss of all particles decaying 
before the calorimeter is invalid, as a fraction of these have decay products 
which can fake a meson signal in the calorimeter, and earlier in the beamline. 
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p Particle A 
(GeV/c) µsr%D..p/JJ 

Pion 2.55x10-:1 

135 Kaon 2.62x10-:~ 

Proton 2.43x10-:3 

Pion 2.53x10-3 

67.5 Ka.on 2.61 x10-3 

Proton 2.40x10-3 

Pion 12.84x 10-:1 

40 Kaon 13.17x 10-:~ 

Proton 12.14x lo-:~ 

Pion 12.26x 10-:3 

30 Ka.on 12.69x 10-3 

Proton ll.57x 10-3 

Pion ll.74x 10-:~ 

20 Kaon ll.98x 10-:~ 

Proton ll.14x 10-:~ 

Pion 9.33x10-3 

15 Ka.on 9.61 x10-3 

Proton 8.87x10-3 

Table 3.6: The calculated spectrometer acceptances used in this 
analysis. (Adapted from Bonesini, 1997a, table 4) 

This effect is most important at intermediate momenta, changing the yields 
by as much as 4%. The correction is fully described in Tabarelli de Fat.is 
(1997b). 

3.4.5 Strange Particle Decays 

Strange particles decaying shortly after their production in the target can 
increase the pion and proton yields, especially at lmv momenta. The decays 
I<.~ -+ 7r+7r-, A -+ 71-p, I; -+ nJT+ were studied in the HG beamline, with 
both a GEANT simulation and a fast, purpose built generator. The study 
reported in Bonesini (1997b) revealed 4.8% at. 7 GeV/c, down to 1.2% at 
135 Ge V / c, of the pion yield was from strange particle decays. The con­
tamination decreases ·with emission angle. The report also cited a proton 
yield from strange particles of 14.4% and 2.1 % in 7 and 13;") GeV /c runs 
respectively. By comparing the tvw simulation methods, an error estimate of 
25% \Vas derived for the correction. \Vhether or not the correction should be 
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applied depends on the use of the SPY results. Including the reduction vvill 
give the true pion and proton productions at the target, neglecting it \vould 
be preferred \vhen considering the secondary beam at distances greater than 
the strange partide decay lengths. 

3.4.6 Normalisation to Protons on Target 

To determine the relative yields between runs. each run is normalised to 
the number of protons on target (POT) which is measured with the sec­
ondary emission monitors (SEJvis). Calibration measurements were made on 
the SEI\fa before and during the SPY nm; against the beam current trans­
formers (13CTs) of the \VANF. These measurements showed the titanium 
SEI\-'1 \vi th an accuracy of 1.3% and ±1 % stability level to be better than 
the aluminium SEI\L This allowed the overall proton intensity delivered to 
be determined to within an uncertainty of 1.7%. The calibration provides an 
absolute sea.le from the recorded count to true POT as (1.07 ± 0.01) x 104

. 

The complete calibration of the SEMs in the SPS is reported in Marchionni 
(1996). Absolute POT for each run is noted in column nine of table 3.4. 

The profile scanning SElVIs gave the fraction of the beam protons hitting 
the plate targets as 0.988±0.007, (protons miss the target in the vertical 
plane). I\o protons missed the T9-like target. 

3.4.7 Empty Target Subtraction 

At each momentum and charge, plus seleeted angles, runs \Vere taken \vithout 
a target (empty target nms) to measure the number of interactions between 
the protons and objects in the target area such as the SEMs, air and the 
vacuum \Vindmvs. These runs were analysed in the same manner as outlined 
in section 3.3, and the ravv number of particles identified is summarised in 
table 3.7. Yields are then produced from these numbers and subtracted from 
those of the target runs; to give the true production from the target a.lone. 

To investigate how the background subtraction should be undertaken, 
the backgrounds as a percent of total yield of the 100 mm target was plotted 
against momentum. This was repeated for each particle type. The only 
corrections from the above sections that do not cancel are the prescales and 
POT normalisation, both of \vhich ·were included. The individual plots \Vere 
fitted with constant functions of momentum, shmvn in figure 3.5. These 
plots show only small variations \vith momentum and no systematic trends. 
Moreover; the constant values between the particle types are fairly consistent. 

Plots ·were then constructed with combinations of positive, negative and 
all particles, see figure 3.6. Again, no large fluctuations or trends with mo-
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Figure 3.5: Background from empty target runs, as a percent of total 
yields, versus momentum. A constant function has been fitted for 
each particle type, of value AO. The error ban; represent statistical 
errors only. 
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p/z 1T K p ScaleH ScaleL POT 
(GeV/c) (101:3) 

15 7631 53 4015 1.07314 0.175757 23.99 
20 7754 295 6339 1.03720 0.121445 16.54 
30 14207 1535 13081 0.78;)24 0.100057 19.29 
40 8427 1525 9427 0.97761 0.132294 5.3;)7 
40 12393 1972 14427 0.98733 0.188436 17.40 

67.5 6316 1360 7636 0.98230 0.203893 6.473 
135 31248 4028 47432 0.40012 0.152442 17.12 
-15 6752 38 1129 1.24264 0.267861 16.86 
-40 10392 2350 5746 1.00433 0.084070 12.49 

-67.5 12610 1894 2807 0.99770 0.142328 23.63 

Table 3.7: Surmnary of identified particles in the empty target runs. 
The second 40 GeV /c entry is for the 11.25 mrad angle run. 
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mentum could be inferred from these plots, and so the distributions \Vere 
fitted with constant functions. 

The ma.in SPY analysis uses a constant background for all momenta and 
particle types of 3.5%. This is consistent \vith the constant value indepen­
dently obtained herein of 3.7%. A background of 3.5% corresponds to a 
target length of approximately 2.8 mm or 0.68% of an interaction length. 
Adding together all the materials in the target area equates to 0.6% of an 
interaction length, in fair agreement with the measured length. A global 
constant background is preferred, rather than a multi variable background 
function, due to the low coverage of the empty target runs taken. The anal­
ysis of the 11.5 mrad run showed a decrease in background vvith angle, as 
might be expected. 

3.5 Results and Comparisons 

The independent analysis, described in section 3.3, ·was primarily to be used 
as a comparison of the raw number of particles identified. Hmvever, to also 
allow the comparison of trends with secondary angle and momentum, as 
·well as to check normalisation procedures, prescale and POT values, yields 
have been produced. Data from table 3.4 \Vas adjusted using the corrections 
described in section 3.4 except for strange particle decays, and small effects 
previously noted as negligible, to produce the secondary particle yields. All 
SPY results shmvn in this section a.re from this independent analysis, except 
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Figure 3.6: Background yields, combined positive, negative and all 
particles, fitted with constant functions. The symbols represent the 
same particles a:,; in the individual plots of figure 3.5. 

those of section 3.5.4. Only statistical errors were considered \Vhen producing 
the plots of the yields. In general, these errors are smaller than the symbol 
size of the plots. 

The main SPY analysis vvas more detailed and comprehensive than this 
independent analysis, achieving the goals of a 3% error on particle ratios and 
a 5% error on particle fluxes. However the importance of this analysis was as 
a check of analysis procedure. Good agreement was obtained at the particle 
identification stage. All values in table 3.4, including prescales and POT, 
agreed with those obtained at the same stage in the main SPY analysis. The 
shapes of the yields, ·with respect to angle and momentum, also agreed. 

3.5.1 Momentum Dependence 

The secondary particle yields as a function of secondary momentum are 
shown in figure 3.7 for the 100 mm target in the forward angle. These 
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distributions compare well vvith those of a preliminary SPY analysis, Col­
lazuol (1997), and also the final SPY result, Ambrosini et al. (1999), ·with 
the main differences arising from the yield corrections that \Vere not included. 
Also shown a.re two points from the Atherton experiment. As the Atherton 
experiment used 400 Ge V / e primary protons, its two lowest points, 60 and 
120 GeV/c, correspond, in :cPeynman, (secondary momentum over beam mo­
mentum), to the 67.;) and 135 GeV/c points of SPY, and are accordingly 
plotted in figure 3. 7. Hmvever the invariant cross section formula, equa­
tion 3.9, requires the points to first be scaled by (450/400) 2 . The agreement 
between this analysis and the Atherton results represents a confirmation of 
the SPY data. taking and analysis procedure. 

The particle ratios were also calculated, and a.re plotted in figure 3.8. 
These results compare well with the preliminary and final SPY studies, as 
·well as being reasonably close to the Atherton values. 

3.5.2 Angular Dependence 

The angular scans at 15 and 40 Ge V / c were also analysed and the yields are 
given in figure 3.9. Both the negative and positive scans \Vere analysed at 
40 GeV /c, but only the positive for 15 GeV /c. Positive and negative angles 
were taken, but as can be seen in table 3.4, the results are quite symmetric, 
and so only the positive angles arc plotted. Again, comparisons between this 
and the main SPY analysis showed acceptable agreement. 

The particle ratios were calculated, sec figure 3.10, and comparisons with 
other analyses again proved satisfactory. 

3.5.3 Target Length Dependence 

The dependence of the particle yields on target thickness was studied, with 
target lengths of 100, 200 and 300 mm used during the 15 and 40 GeV /c runs. 
Early predictions of secondary production were based on na"ive absorption 
models where secondaries re-absorbed into the target did not produce tertiary 
particles. Using such a model, see :\falensek (1981), the length dependence 
for the production of secondaries is: 

(3.6) 

where .\8 is the absorption length for the produced secondaries, in particu­
lar .\7T = 57.83 cm and AK = 65.24 cm, and Ap = 43.26 cm represents the 
absorption length for the incoming protons, (values quoted are for beryllium 
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Figure 3. 7: Momentum distribution of particle yields from a 100 mm 
target, at 0 mrad, with positively and negatively charged particles 
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targets). The dependence on ). implies that the kaon to pion ratio varies 
slmvly ·with target length. Secondary protons are described by: 

L I .f(L) = ):e-L >-v (3.7) 
p 

The measured yields as a function of target length were compared with 
these models. Figure 3.11 shows the comparison: ·where the yields have been 
normalised to that of the 100 mm target. Further, the data points have been 
offset around their nominal target length to keep the plot clear. Also included 
is the T9-like target , ·which includes a length of 300 mm of beryllium. 
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Figure 3.11: Particle yields from 100, 200 and 300 mm target lengths 
at 15 and 40 GcV /c, in the forward direction. The yields arc nor­
malised to those of a 100 nnn target. The dotted line shows the 
prediction of the na"ive absorption model 

There is a clear discrepancy in figure 3.11 at longer target lengths~ where 
the measured yield is underestimated by the theory. The na'ive absorption 
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model is shovm not to be sufficient in describing the data, implying that 
tertiary production from re-absorbed secondaries occurs, an effect that \vould 
become more relevant with increasing target length. 

The study also slwws good agreement between the T9-like target and the 
300 mm plate target in the forward direction. Angular emission ·with respect 
to target length is expanded on in section 3.5.4. 

3.5.4 Other SPY Results 

The other findings drawn from the SPY data set, not considered in this 
independent analysis, are briefly outlined here for completeness. 

Target Shape Dependence 

Two types of target ·were used, the fiat plate and the cylindrical T9-like tar­
get. The T9-like target had 300 mm of beryllium, and as expected produced 
the same secondary yield in the forward direction as the 300 mm plate target, 
·within errors. Due to less absorption in the T9-like target than in the plate 
in the lateral direction, a higher yield is expected for angles above 3 mrad. 
This increase was observed in the data, and is well modeled by: 

(3.8) 

·where, 8 is the production angle, L is the target length, x is the longitudinal 
position, t is the target thickness, tres is the thickness a secondary particle 
must cross to escape the target and Ap,s are the interaction lengths of the 
proton and secondary, (taken from I3onesini et al., 1996). To account for 
tertiary production, equation 3.8 is scaled by the ratio of the yield from 
the 300 mm target in data to that from the naive absorption model, of 
section 3.5.3. Steps are seen in the angular distribution of the yields, which 
are caused by the discrete structure of the target. Further details can be 
obtained from Ambrosini et al. (1999). 

Inclusive Invariant Cross Sections 

The inclusive invariant cross section is obtained from: 

(fa- E A 
E- = lOOY -----

dpa p 3 NofJApf(L) 
(3.9) 
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where Y is the yield, A, p, L are the atomic vveight, density and length of the 
target respectively, N0 is Avogadro's number, E is the energy and p is the 
momentum. Equation 3.6 or 3. 7 is used for the target product.ion efficiency 
f ( L). To remove the lack of tertiary production in the modeled equations, the 
cross section is calculated at ca.ch target thickness, for a given momentum, 
and then extrapolated to zero target thickness. The results of this are given 
in (Ambrosini et al., 1999, table 15 and figure 21), and extends previous p-A 
interaction studies, most recently Barton et al. (1983), to higher energies, 
where data was previously unavailable. 

SPY with a Carbon Target 

Proposed ne\v neutrino beam experiments are also considering the use of 
graphite targets, 'vhosc mechanical properties could allow up to hvicc the 
incident beam intensities of beryllium targets. \Vhilst thought has been given 
to a second SPY experiment, studying protons on carbon with a similar 
momentum range, see Elsener and Tabarelli de Fat.is (1997), it should be 
noted that the SPY results can already be translated to targets of different 
materials. The invariant cross sections scales with the atomic vveight of the 
target like: 

(3.10) 

where o: is a. function of incident hadron type and momentum, as well as py, 
:z:p of the outgoing particle. Current values of a would mean that sea.led SPY 
results would have a 7-12% total error. See Bonesini (1998) for more details. 



Chapter 4 

Neutrino Event Classification 

I\Ol'vIAD was designed as a high statistics neutrino detector, tagging a neu­
trino event ·when there was a signal from the two trigger planes that bracket 
the transition radiation detector, without a signal from the veto. Over four 
years of running, NOJ\IAD has collected a large number of such triggers. The 
111! .,,..., ue oscillation search requires true neutrino events to be extracted from 
these triggers , and subsequently have them classified according to the type 
of neutrino interacting. Only then can the events be used to produce a l/e 

energy spectrum, relative to the 11t., which might shmv inconsistencies, \Vhen 
compared to expectation, indicative of oscillations. 

>l" eutrino charged current (CC) events are classified by the outgoing (lead­
ing or prompt) lepton, here either a muon or an electron. Event classification 
must therefore identify muons and electrons in the data, and then determine 
if they a.re from the primary vertex. In I\O:tvIAD, this primary vertex is de­
fined as the first drift chamber vertex in terms of its z position, (with the 
exclusion of vertices from tracks heading backwards using timing informa­
tion). 

>l" eutral current (NC) events have a neutrino as the outgoing lepton and 
so cannot be classified according to leptonic flavour by NOJ\IAD. This ren­
ders them unusable in the oscillation search. However I\C events can still 
initiate a neutrino trigger. Electrons and muons are created by photon con­
versions or hadron decays >vithin the ha.dronic shmver of the struck nucleus. 
These non prompt leptons can be misinterpreted as the leading lepton, and 
hence \vrongly classify the event as CC, creating a background to the true 
CC event spectrum. Further, there exist some muons, unfiltered by the earth 
shield, traveling with the neutrino beam. If not vetoed, (as they have either 
geometrically missed the veto plane, or the veto did not activate due to in­
efficiency), they can interact in the target to fake 11t, CC events, (with delta 
electron production causing fake Ve CC events). These muons are called 
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through-going. The rejection of these backgrounds is prioritised when devel­
oping the selection algorithms. 

Rigorous event sclcc:tion is not only of interest to the direct v11. ~ lJe 

oscillation search, but also to the empirical parametrisation of chapter 6. It 
requires dean samples of v11,, v11 and Ile to predict the lJe flux, ·which is later 
required by the oscillation search itself. 

The selection criteria used \vill be described in the follmving section. The 
implementation of the criteria is in tvw stages. The initial loose selection 
of events is achieved in routines \Vritten with the Calisto package, (Cervera 
et al., 1998), \Vhich runs off the standard I\O:tvIAD data summary tapes 
(DSTs), (Varvcll, 1997). The Calisto package is based on Camel, (Bird, 
1994), and allmvs the user to work with the data in terms of tracks, ver­
tices and clusters within each event. HBOOK, (Bunn ct al., 1995), "ntuplcs" 
are produced vvith Calisto containing an array of variables, relevant to event 
selection and presentation, for each event ·with a candidate leading lepton. 
~fore stringent requirements are then imposed on the events in the ntuples via 
a purpose coded FORTRA~ programme named Readall. This programme 
produces a \vide variety of distributions of the ultimately selected and clas­
sified neutrino events. 

I\otc that throughout this chapter, unless specifically mentioned, muons 
shall refer to both charges, and electrons to both electrons and positrons. 

4.1 Common Lepton Selection Criteria 

~fany of the requirements for the selection of a neutrino event arc common 
to both vµ. and Ve. These include conditions, or cuts, relating to the quality 
of the event or the removal of through-going muons. Also common is the 
recovery of obvious leptons and the identification of prompt leptons. These 
cuts vvill nmv be discussed, in the approximate order that they are applied. 

4.1.1 Quality and Filter Cuts 

Recon Filter 

As mentioned earlier, events with high track and hit density arc difficult 
to reconstruct, they also require long times and may he reconstructed with 
errors or not at all. It is therefore desirable to remove these events before 
the main reconstruction. The removal of contamination to the neutrino data 
from through-going muons, cosmic ray muons and neutrino interactions in 
the magnet , is also useful. Thus a filter is applied during the initial recon­
struction of events. This filter must reject most of the background whilst 
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also preserving all the neutrino events that are suitable for analysis. The 
four main conditions of this filter are: 

• To reject large multiplicity events from the front I of the magnet, the 
number of hits in the first drift chamber plane, called the veto plane, 
must be less than 30. 

• The number of wires hit in a plane is limited to eight. 

• The total number of hits in the transition radiation detector must be 
less than 200. 

• The total number of in time drift chamber hits must be less than 5000. 

• For single track events, a fiducial volume check is applied, to rule out 
events from the magnet or through-going tracks. Further, these single 
tracks must have momentum greater than 0.5 Ge V / c. 

Calisto Filter 

Calisto has a number of inherent selection conditions, designed to filter out 
badly formed, umvorkable or erroneous data: 

• DST Info: Data actually exists for this event. 

• Online Error: I\ o error flags stored from runtime errors. 

• \foon Chambers: :\Io muon chamber error flags. 

• Reconstructed Vertex Summary I3ank: I3ank must exist in DST. 

• Vertex: A vertex \Vas reconstructed for this event. 

• Primary Ttacks: :\Tumbcr of primary tracks is between 1 and 1000. 

An event failing any of these is rejected. 

Monte Carlo Event Filter 

The selection efficiency, sec section 4.4, will be determined from simulated 
events. Before this process can take place ':truncate(r' Ivionte Carlo events 
must be removed. These are events that are dumped before reconstruction for 
being too complicated and time consuming. Also, the empirical parametri­
sation only uses lmv exchange energy events, so a mix of quasielastic, reso­
nance and deep inelastic scattering IVIonte Carlo is required. To avoid double 
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counting of quasielastic and resonance events present in the deep inelastic 
~fonte Carlo, it must be limited to lV2 > 1.4 GeV2

, (see section 6.3.2 for 
an in depth explanation). A further cut to all three \Ionte Carlo samples is 
against the modulus of the generated Fermi momentum of the struck nucleus, 
PF < 1 GcV. This cut removes the unphysica.lly long tail. (up to 4 GcV). 
in the Fermi momentum distribution of the generated events. The HT2 cut 
reduces the Jvionte Carlo sample by 6.1 %, and the PF cut reduces the sample 
by a further 4.1%. 

Fiducial Volume 

The drift chamber target presents an x, y area of 3 x 3 m2
, roughly perpen­

dicular to the neutrino beam direction, over a z distance of 400 cm. A reduced 
volume is used in this analysis, as interactions in the magnet can create ver­
tices in the outer edges of the drift chamber that arc not of int.crest in this 
study. The fiducial volume chosen is l.rl < 130 em, -125 cm< y < 135 em, 
and z < 40;) cm ·with minimum z varying depending on experimental setup, 
as detailed in table 4.1. The different setups are due to the part\:vise instal­
lation of drift chamber modules in 1995, and the removal of the first drift 
chamber module to allmv for the STAR detector in 1997 and 1998, see sec­
tion 2.5.4. The 5 cm offset in fiducial y is due to the slope and offset of 
the beam, which means the beam crosses more of the magnet at the bot­
tom of the detector than the top, so a larger drift chamber region needs to 
be excluded. The fiducial volume cut is first implemented in Calisto, and 
later tightened by Readall for events with only one track. These one track 
restrictions reduce the l:i:I and lvl maxima by 10 cm, and use z as defined in 
the second rovv of table 4.1. Calisto allows 1vionte Carlo events in a 320 x 
320 cm2 area. In Readall, this is reduced to the standard fiducial area after 
rotation of the events to the NO}/IAD frame. see section 2.7.1. 

95 4 mod 95 8 mod 95 11 mod 1996 1997 1998 
min z (cm) 265.0 115.0 5.0 5.0 40.0 40.0 

1 track (cm) 270.0 120.0 15.0 15.0 4;).0 4;).0 

Table 4.1: Minimum z allowed for the fiducial volume. 

Quality Cuts 

Imperfections in the reconstruction of events. see section 2. 7.3. manifest 
themselves as unreasonable momenta or energies, and poor track fitting. 
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Events ·with large numbers of drift chamber hits, corresponding to large rmm­
bers of tracks, are the hardest to reconstruct correctly. The following cuts 
on event quality a.re designed to remove potentially ill reconstructed events: 

• Unused Hits: The fraction of drift chamber hits unused in track recon­
struction must be less than 0.75. 

• Charged Tracks: The number of charged tracks associated to the pri­
mary vertex must. be less than 50. 

• Visible Energy: The total reconstructed energy of the event must sa.t­
is(y Evis less than 300 Ge V. 

4.1.2 Vetoing Through-Going Muons 

As mentioned earlier, muons generating signals in the drift chamber that 
·were not rejected by the veto counters are termed through-going muons. 
The empirical parametrisation analysis \Vill need to include one track neu­
trino events, as these comprise ""' 1 7% of the low v events used. Therefore, 
ca.re must be ta.ken to a.void selecting through-going muons, which arc easily 
confused with one track neutrino events. The drift chamber veto plane, (the 
first plane), is used for further rejection of through-going muons. As muons 
are likely to cause a hit in the chambers immediately upon entering, they 
can be distinguished from neutrino events by the number of hits in the veto 
plane, and by the number of hits before the primary vertex if it exists. 

In the follmving, Veto Hits refers to the number of hits in the drift chamber 
veto plane within a 2.5 cm radius of the backwards extrapolation of the 
lepton track in question. Tube Hits refers to the number of hits in the drift 
chamber in a 3 cm diameter tu be, 50 cm long in the direct.ion of the backwards 
extrapolation of the track. The backwards extrapolation occurs from where 
the primary vertex has been reconstructed. 

Table 4.2 shmvs the upper limits on Veto Hits and Tube Hits for a muon 
track to be accepted as not being a. through-going muon. Events with four or 
more tracks a.re not subject to the through-going muon veto. Kote that there 
is no limit on Tube Hits for three track events. These limits ·were determined 
from a scan performed by DeSanto and IVIishra. (1999), of actual muon events 
from the muon gate trigger, (sec section 2.6.2 for a definition of this trigger). 

4.1.3 The LEP Condition 

To recover true CC events, that might othenvise be removed by the cuts of 
this section and the next, the LEP condition ·was introduced. This variable 
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Tracks Veto Hits Tube Hits 
1 0 10 
2 1 10 
3 3 -

Table 4.2: Maximum values of hits for the through-going muon veto, 
according to the number of tracks in the event. 

indicates ,when a lepton is truly prompt, despite its failing other selection 
criteria, 'whilst maintaining a strong rejection of KC events. LEP is defined 
as the logical OR of the follmving conditions, (where p1J!i88 is the missing 
transverse momentum of the event; usually attributed to neutrino produc­
tion): 

• PT of the lepton with respect to the hadron shmver direction must be 
greater than 3 GeV. This minimises the probability of the selection of 
a lepton from within the hadron shmver. 

• :tv!inimum angle betvveen the lepton and any charged hadron must be 
greater than 0.3 rad. This vetoes hadron shmver leptons. 

• The ratio of p~P; (the lepton transverse momentum), to p&0i88 must be 
greater than 1.5. 

• fl, defined below, is a combination of all the PT variables; (hadron, 
lepton and missing), and must be greater than 0.5. 

The fl variable is the ratio of the difference between p~P and p&0i88 over 
the pr of the hadron: 

lep miss 
A PT - PT 
l/=-----

p~ad 
( 4.1) 

In a CC event, the electron or muon will give a high pfrl!JP, balanced by the 
hadronic shmver; so v will approach 1. An KC event will have a large Priss, 

and so v will tend to -1. 

4.1.4 Prompt Lepton Selection 

There are two main criteria for selecting prompt leptons. The data events 
are scanned three times; once searching for muons, then electrons and then 
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positrons. Only one candidate prompt lepton is recorded for an event in the 
ntuple in ea.ch search. \Vhen more than one candidate exists 'Within a.n event, 
the highest momentum candidate is taken. This is enforced after the so-called 
Phase II lepton identification, (sec sections 4.2 and 4.3.1 for a review of 
the muon and electron Phase II identification respectively, and section 2.7.3 
for details of the event reconstruction of which Phase II is a part). For 
prompt muon searches, the highest momentum candidate from the combined 
µ- and p+ sample is selected. For electrons and positrons, charge selection is 
enforced, before the highest momentum candidate is chosen. This is because 
there are far fe\ver Ve than Vµ and they require a much closer study. Therefore 
as many candidate positrons and electrons as possible must be placed in the 
ntuples. 

Prompt lepton candidates must also obey a maximum scattering angle 
limit. The scattering angle is defined as the angle between the lepton and 
beam directions. The maximum angle is dependent on the number of tracks, 
as set out in table 4.3. 

Cutting against the scattering angle and momentum relies on the fact that 
the prompt lepton will have most of the momentum of the incoming neutrino, 
and so should be the highest momentum track, 'With little divergence from 
the beam direction. A lepton \vith a high scattering angle is more likely to 
belong to the hadron shower. These traits are present even more so in the 
low exchange energy events of interest to the empirical parametrisation. An 
event with a large number of tracks will on average have had more momentum 
imparted to the struck nucleon, so the lepton vvould be less forward. Ti) reflect 
this, the maximum scattering angle increases 'With the number of tracks in 
the event. 

1 track 2-3 tracks tracks ?:: 4 
Scattering Angle 0.15 0.40 0.99 

Table 4.3: Maximum allowable scattering angles in radians for lep­
torrn, according to the number of tracks in the event. 

4.2 Muon Identification 

In this analysis, muons are exclusively identified by the muon chambers. The 
loose identification of Phase II is that a DC track can be matched to a hit in 
the muon chambers within 40 cm in the first station, or within 50 cm in the 
second station. This identification is stored in the DSTs. The selection can 
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be tightened by considering the goodne;;s of fit between the track and the hit 
ill t.he mnon chambc~r, and ac<'C'pt.illg only thos<' <'Omhillations with it torn!,~ 
kss 1.ba11 2(L m·c•r t.l1e four ckgn•cs of frnc•dom of I he ll 1 .• (sec• s<'1: I ion '.! .. ). l!i for 
~1. <ks1:T'i pr.ion of t l 1C• tit). l'a;<sing this <:ritc•ria i 11 l'i r.hcl' srnr.ion is snffkicm. /\ 
quality cut of muon momentum greater than 2.3 GeV is abo u~ed to rule out 
pol.1~n1.iall,v anonrnlon;, or coiu<'id<'mal 1.rnck l.o hit. m11.1.ching. Thi;, is called 
1 igltl Pb;);;r. I l muon id<~n1i11<:.)L.i<Hi. 

Prompt muous arc <1<.:c1.•ptcd aec.onling r,o the c.ritl.'ria of <;cdio11·l1.·1. The 
<'hargc of die events is obtained from t.he direct.ion of C'urvature ill the mag­
net.ie fa•ld. Th0 charge ••·l•·c 1.ion i~ irnp<•~•·d aft.(•r nil <•t.h•:r ('u 1. ~, l.o incn:a~•: 
1 ltc c:on~isl.t:11ey l>c•t.w<'<:ll 1 ll<' <W<:e~pt.a11c:cs or tile l.wo dm.r~1:s. 

Cut~ against ii;amrna conversion>. described in the next section, are the 
only 01.hcr roustrnim$ plaecd on the JJ

1
, and 7J1, CC raudidal.cs. An cxampl<' 

of a ''·" CC ('amliclat.•: i~ di~plny<)(\ iu llg11n• 11.l. 11 d•·arl.v ;,how;, I.he m110n, 
passing tlll'<.l\1gl1 the ha1.Jn.m t.<ilorimctcr <111<.l proc.hicing a mar.died hir, i11 cac.li 
muon chamber. The muon tnu:k is balanced b~- the l11tdron shower trncks 
ithovc it. 

- D 

Figure 4:1: A ca11did1.1.te ,,,, CC evf.!nt a8 seen i 11 ~he !/Z view of 
l he N 0 \;I A I) even~ d i$p lay. T'he d i$p lay 8ho:Ow8 tl1e d ri I'~ d11.1 m ber 
hi l !ii a rid t lie tr~cks reeo11!iil n.1c1,ed rro1 ri l tu~ru~ a.~ \.\'C 11 as hi l !ii i ri L l1e 
UlUOTI (.'httHI bcr~~ fu,•· rig l1t. l·~nt•rgy dcpo;:ci l~ i rl l 1 It.! cl eel TOHl<.1g·nt•l lc 
c:u.lori ri H.!L.cr a.re rc1.lrc~t·n led by i l~ h i~logn.trr1. 
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4.3 Electron Identification 

4.3.1 Phase II Selection 

Electron selection is pa.rt of the Phase II reconstruction. Phase II uses infor­
mation from the transition radiation detector, the preshmver, the cleetroma.g­
netic calorimeter and the drift chamber, (sec relevant areas of section 2.5), 
to ascertain a probability for a particle to be an electron. Of these, the 
transition radiation detector is the primary source of electron identification. 

Transition Radiation Detector (TRD) 

The TRD identifies electrons by the transition radiation they produce when 
traversing the interfaces within the detector. Only particles \vith a. Lorent:z 
factor, ~/, above a certain limit, produce this radiation, and for most ener­
gies in :.JO\IAD, this is exclusively electrons. This allmvs for differentiation 
between electrons and pions, the main contamination to the electron signal. 

Electrons are selected using the likelihood function: 

(4.2) 

·where E' = (c 1, E 2 , ... , EN), with Ei the energy deposited in the 'ith TilD 
module (N :( 9). P(cile) is the probability of an electron producing f', and 
P(cdn) the probability for a pion, ·where every charged particle except an 
electron is assumed to be a pion. The likelihood can only be expressed as 
in equation 4.2, if the E:i a.re independent. This is true for pions, and an 
acceptable approximation for electrons. 

One difficulty ·with the TilD is that it registers energy deposits in vertical 
straw tubes. Thus events can occur where two or more tracks deposit energy 
in the same tube. Here , the identification process requires the generation of 
four likelihoods, (7r, n), (e, e), (7r(p1), e(p2)) and (e(pi), ;r(p2 )) ·where p1 and 
p2 are the momenta of the t\vo tracks being examined. The hypothesis ·with 
the maximum likelihood is chosen. 

The probability distributions arc determined from simulations of the TRD 
and a.re also compared to test beam data. The likelihood ratios for simulated 
10 GeV pion and electron tracks crossing all nine TRD modules is given in fig­
ure 4.2. The electron acceptance required sets a threshold on the likelihood. 
Conversely, a tolerable pion contamination can also enforce a threshold. The 
electron acceptance has been set at 90% in Phase II. Tracks \vith likelihoods 
greater than the threshold are identified as electrons by the TRD. 
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trons. After analysis of pion test beam data, a pulse height threshold for 
electron identification 'With energy E was determined: 

0.836 + 6.86 ln( E /Ge V) - 0.22 (ln( E /Ge V) )2 ( 4.3) 

in units of minimum ionising potentials. The analysis is presented in Autiero 
et al. (1997). At energies above 4 GeV; this identification yields a 90% 
efficiency, but can leave a pion contamination of up to 10%. 

Electromagnetic Calorimeter (ECAL) 

The ECAL can provide electron identification from its pulse heights, and also 
in combination 'With those from the PRS. Hmvever, Phase II selects on the 
following variable: 

( 4.4) 

'Where Ec1v is the energy in the associated cluster, (defined in section 4.3.2) ; 
of the track, Pend is the momentum at the end of the track in the DC, and 
!:1Pend is the error on this momentum. Electrons \Vill dump all their energy 
in the ecal, and so this ratio 'Will be close to unity, \Vherea.s pions will act as a 
minimum ionising particle, ca.using the ratio to he closer to zero. To remove 
pions, the ECAL vetoes particles 'With EoI' < 0.85. 

Drift Chamber (DC) 

The DC is used to help identify electrons from photon conversions. Candi­
dates for this exist when the vertex of a particle track in the DC is a neutral 
charge vertex (VO) with invariant mass belmv 0.1 GeV. Here , if the particle 
has not been vetoed by the above detectors, and if the other track from the 
VO is identified as an electron by the TRD or EoP < 0.85, then this particle 
is also called an electron. Conversely, if the other track is vetoed by the TRD 
or ECAL, the first particle is also rejected. 

Phase II Algorithm 

Selection of electrons by Phase II then follmvs the algorithm: 

• TRD Accept if an electron is identified, veto if a pion is identified. 
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• PRS Accept if an electron is identified 'With a pion contamination less 
than 0.1, veto if a pion is identified. This is only used if the TRD could 
not identify the particle. 

• ECAL Vetoes if EoP is less than 0.85, and can override the previous 
selection of the TRD and PRS. 

• DC The VO condition is used only when none of the above have classi­
fied the particle. 

Further information on Phase II electron identification can be obtained 
from Autiero et al. (1999b). 

4.3.2 Prompt Electron Selection 

Electrons in an event are identified by Phase II. From these a prompt elec­
tron can be selected. The criteria, common to prompt muon and electron 
selection, section 4.1.4, are applied. Briefly these conditions select the high­
est momentum electron, \vith a lmv scattering angle. Hmvever, there a.re a 
higher number of electrons than muons produced in the ha.dronic shmver, 
particularly from gammas converting to electron-positron pairs, and so ad­
ditional, stronger criteria arc required to reject these. :Moreover, as Ve CC 
events represent only 1 % of the events in >J(r\IAD, there is a large sample of 
uµ. CC events to produce these background electrons. Therefore the first ad­
ditional requirement is a muon veto such that there are no identified muons 
in the event. 

To ensure that the electron is not from a gamma conversion, the mini­
mum reconstructed mass from the pairing of the candidate \vith every other 
charged track must be greater than 0.1 GcV. Gamma conversions arc also 
guarded against with a condition requiring D.z, the dist.a.nee between the first 
hit included in the reconstructed fit of the track and the primary vertex, to 
be less than L) cm. If the electron is from a gamma conversion, its track is 
unlikely to start at the primary vertex, and will therefore have a sizeable D.z. 
This cut will also vwrk against Dalitz decays, 'Where a 7ro decays to a photon 
and an electron positron pair. To enhance the consistency bet\veen vµ and Ve 

selection, these two conditions arc also imposed on the prompt muon candi­
dates. The gamma conversion cut has almost no effect on muon candidates, 
whilst the D.z can appreciably reduce the sample size, sec section 4.4. 

To tighten the Phase II electron selection, the pion contamination pro­
vided by the TRD likelihood functions must be less than 0.005. Further, a 
new variable is constructed to exploit the ECAL energy measurement: 
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( 4.5) 

Like EoP, this variable shuws the consistency of the particle momentum 
and energy measured in the ECAL, vvhich should approach zero for elec­
trons, (dumping all their energy in the ECAL), and be significantly negative 
for pions, (acting as minimum ionising particles, and not dumping all their 
energy). The cut imposed is then -0.1 < Ecut < 0.075. 

Beyond the energy momentum consistency and the pulse height thresh­
olds, (not used here except that a cluster must have 20 I\fo V to appear in 
the DST), the ECAL can flag electrons according to the shape of the clus­
ter formed in the ECAL. An ECAL cluster represents the collection of cells 
·with energy deposits, that have been associated together. The cells are also 
associated to a DC track with the clusterisation of Feldman (1995). The 
extrapolated intercept of the track in the ECAL forms the seed for the clus­
tering algorithm. Cells are gathered around the seed within a predetermined 
distance, and cells that overlap clusters have their energy shared, accord­
ing to the relative energy of the competing clusters. A neutral cluster can 
be formed additionally, if the cluster energy greatly exceeds the track mo­
mentum. The radii of the elliptical clusters are determined from the energy 
·weighted distribution of the cells. The two radii must both be less than 6 cm, 
in order for the duster to be consistent with an electron. 

Kinematic cuts arc also implemented to help reduce the background of 
electrons from the hadronic shower. These cuts are itemised belmv and have 
been chosen so as to retain a high signal efficiency. Further, the choice of 
variables to cut against was motivated by the fact that they are dimension­
less. Thus selection does not depend heavily on the energy resolution, ·which 
otherwise could cause the event to be misidentified . 

• YRJ < 0.8;') 

• i) > -0.7;) 

I\otc that YBj is defined in the data and reconstructed l\fonte Carlo as the 
ratio of u over E 11i 8 , \vhere z; = Evis - Pl and Pl is the momentum of the lepton 
candidate, (fl is a separate variable, defined in section 4.1.3). 

The LEP condition of section 4.1.3 is used to allow leptons that fail some 
of the above criteria, to still be accepted as prompt leptons. The follmving 
cuts are adjusted by the LEP condition: 
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• D.z < 15 cm OR (LEP AI\D D.z < 50 cm) 

• ~viinimum reconstructed mass > 0.1 GeV /c2 OR LEP 

• -0.1 < Ecu.l < 0.075 Oll LEP 

• Pkv;,:, < 0.150 OR LEP 

I\ote that the LEP exceptions apply to muon selection as well. To see the 
effect of the adjustments, table 4.4 lists the number of electrons failing the 
standard cut, and the number that then fail and pass the LEP adjustment. 
The table shmvs that most of these true Ve DIS events that otherwise vmuld 
have been rejected, arc recovered by the inclusion of LEP. 

Cut Standard LEP Adjusted Recovered 
Ecut 184474 6221 178253 
pm i s ti 
~ 2752 37 2715 
Evi.s 

_\Jin Mass 8757 168 8589 
D.z 63844 29383 34461 

Table 4.4: Monte Carlo ue DIS events failing the standard selection 
which then either fail the LEP adjusted selection or are recovered. 

A candidate ue CC event is displayed in figure 4.3. The electron track 
produces a large energy in the ECAL, seen in the ECAL histogram on the 
event display. The electron vrns identified by the Phase II algorithm. ~ ote 
that the track is also from the primary vertex and is well isolated. There is 
no identified muon. 

4.3.3 Increased Background Rejection 

After observing the size of the initial background contamination, it was de­
cided to add a further cut to the electron selection. This ':isolation" cut 
is: 

~?lh -
Q1ep > (2 - -· )Gel/jc 

71 
(4.6) 

where rb1h is the angle between the lepton and hadron shower vector, and Q1ep 

is the transverse momentum of the lepton vvith respect to the hadron shower, 
both of ·which will be large for prompt events. The cut was determined in 
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Figurr.• 4.3: Cau<li<l,~tc //" CC r.•vcut, ·~~viewed iu thr.• NO::V[AD t'VCllt 

<lbpla:v. Sec the text. for 11 c.lcs(;riptiou of th(' ('"~mt. 

95 

>L stndy of l><u:kgrmmd \fomc Cm·lo, Dc!-Jm1to ('1998). ;\ ltho11gl1 r.his c:nt is 
not applied to 1J1,. classification. it i~ u~ed in determining the TJ" background 
sea.le, scetioncorre<'t.iolls-b:wkp;round. 

4.4 Selection Efficiencies 

T/1e 11r.ut.ri 110 dflt.a is s11l>j<,r:t.ed t.o I.hr. nbov<' c~rit.erin 1.0 pr<•<lucr. 1.l1e fo11r 11c'u­
trino ~amp lei;: 1111 • 'il;,. 11,., Ti,,. Tl 1 e~I:' d >.l r,a ~a mp 11:';; >.t re u~ed h1 t Ii~ be<im tlux 
>tudie;; and thl:' o;;cillation search of the followillg chapteri:.. To uncll:'ri:-tancl 
how the ;,deetion prol't'S~ disl.orl.s the true energy ~ pcC't.rn of the neutrinos, 
nncl il lso Io 11 llow 1.111: npprox i nm.I ion o I' 1 llC' I rm: lllllll hc•r of nc•n I ri no !'H'.Tll.», 

the ~c le<:. ti on cfticic11 cy mu~t be d ctcnn hied. 
'!'Iii~ C'ffir:ir.11n i ~ prod 11ecd 11si 11g .VJ ni n.e Carle, 11e111.ri 11<) evr.111 s. Tl 1e cffi­

C'fo1 ic-y i,; ~imply r. lie 11111n bcT of trnc 11enr.l'ir10 cvc,11ts ~d c'c-wd nvc'r tl IC' 111n11 bcT 
gelleratecl. In practice, this is achieved with two i:-ampll:'s of evemi:.. the total 
Monte Carlo sruuple f{t'nernt.cd, which is described in term~ of t.ht' t.rue (gen­
<,rn1 r.d) rn I uc'~ of i Is vnrin bk~, (energy, posi t.io11 r.t.c) fl 11d fl ~r.I r.r:t.<,d ~am pk 
which is dl:'~CTibed i11 term~ of bor,11 r,iif.' ge11e1·>.tr.l:'d <t11d reco11~h·1.icted v'>.llue~. 

The two i:-ampll:'s are normalised within a set fiducial volume, that of i:-l:'c-
1 ion 'L l.1. 1°11rl.herrnore, 1.110 fiducial volum0 i~ ddlned in both ~mupk~ u;,in).!; 
1 llC' gmu•nu.1:d vc'r I c'x posi I.ion. Th c~ .VJ 011 l.c~ Carlo fl 11 er <;11 I.~, sc,.·I. ion ·'1.1. l, m·c, 
a I ;;o a ppl icd to bor,11 ~ci1 np lei;. l.11.'fc.m: ar1y efficiency i;; de ten 11 irn:d. 

E11forr·ing I be' l1d11f:i11l vol 11111<~ 011 1 lir. gr.nrrnt.ed vC'rl.c~x pn~il i<)ll ignore> t.11<~ 
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possibility of events having their position smeared into or out of the fiducial 
volume. To test ·whether it is reasonable to do so; the degree to \vhich the 
position was smeared is investigated. Figure 4.4 shows the difference between 
the reconstructed and generated z position. The position smearing is worst 
in z due to the spacing of the wires. In y it is tiny, the root mean square 
(IU\-1S) of the equivalent graph of figure 4.4 for y is 0.05 cm. In :r: , it is 
slightly \Vorse at 0.08 cm as the :i; position must be determined from the 
stereo angle calculations. Hmvever; even in z the R\IS is only 0.16 cm, and 
so the number of vertices inside the fiducial volume is unlikely to be greatly 
effected by the position smearing. ~ ote also that there is no systematic bias 
of the reconstructed vertex in z; this is the same in :J: and y. 

1200 

1000 

BOO 

600 

400 

200 

0.2 0.4 0 .6 0 .8 
z (cm) 

Figure 4.4: Reconstruction differences in the z vertex position. The 
step at 0.4 cm ari8es from the increase in events 0.4 cm before the 
sense wires in the aramid honeycomb. 

The Ivionte Carlo has also been re\veighted, in order to use a more re­
cent description of the neutrino beam. This re\veighting procedure is de­
scribed in section 5.3.3. The beam description used is a preliminary empirical 
parametrisation; l'v1ishra (1999). However this weight was only applied to 111i 

and v µ spectnl; as there was no nevv parametrisation available for 11c or veat 
the time. 

The Calisto filter is applied first, and is common to both data and }Ionte 
Carlo; and all neutrino types. The effect of each cut. as an efficiency is 
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tabulated individually in table 4.5. The ''Total" in the first rmv refers to the 
number of events in the DST. The number of data. events passing each cut is 
also shmvn. This includes the combined 1995 to 1998 data. The filter is fairly 
efficient and is later included in the overall selection efficiency. Throughout 
this section, the efficiency tables only include the deep inelastic scattering 
(DIS) \Jonte Carlo. This is because DIS represents the vast majority of 
events in NOI\-IAD, and as such; has been the most prolifically produced. 
A summary for quasielastic (QE) and resonance (RES) IVIonte Carlo will be 
presented at the end of this section. 

Data J!p. DIS :\W µJl· DIS l\IC JJ" DIS MC µ"DIS MC 1;1, NC ~VIC 
Total 3329999 3623579 588925 2371203 297223 1308392 

E'(lb."I E'rd Eu./J..,. E rt-:1. E'ab."I Er t-.J E r1.b.11 E r1-:/. 

DST Info :n2-i123 1.00 1.00 1.00 1.00 0.999 0.999 0.999 0.999 
Online Err :3286;)21 1.00 1.00 1.00 LOO 0.999 LOO 0.999 LOO 
:.Ju Cham. :3087891 0.968 0.968 0.977 0.977 0.931 0.9:31 0.919 0.919 

RVXS Bank 30878!)1 0.968 1.00 0.977 LOO 0.9:30 0.999 0.947 0.999 
Ven.ex 307!J9:31 0.964 0.996 0.968 0.991 0.927 0.997 0.94:3 0.995 

Primary Trk :J079931 0.964 1.00 0.968 1.00 0.927 1.00 ()_94:3 1.00 

Table 4.5: Effect of the Cafo;to event filter on the data. AlHo tab­
ulated are the corresponding efficiencies calculated with the v1i , v10 

l/e and Ve Monte Carlo (MC), a:,; well as the background :,;ample, I/11. 

NC. Ea.bs iH the cumulative efficiency, whilst Ere/ is just the efficiency 
of the given cut. 

E'ab."I 

1.00 
1.00 

0.978 
0.978 
0.901 
0.901 

The aceeptance of only Phase II identified muons is the task of the first 
stage selection. The results of the loose and tight Phase II muon identifica­
tion are given in table 4.6. The first row gives the number of events inside 
the fiducial volume. For data; the Calisto filter has also been applied; whilst 
for Monte Carlo, only the rvlonte Carlo filter has been applied. The Cal­
isto filter is applied in conjunction ·with the loose muon identification to the 
JVIonte Carlo, so the efficiency quoted for the identification includes the filter 
efficiency of table 4.5. This is due to the Calisto filter and lepton selection 
being applied in Calisto, ·whilst. the :'vionte Carlo filter, which helps produce 
the base event samples to calculate the efficiency from, is implemented in 
Reada.11. All subsequent efficiency tables feature this as well. 

The remainder of the table contains the selection cuts of Readall. After 
the muon identification, which is around 8i)% efficient; the additional quality 
cuts, prompt selection and electron consistency cuts have only a minor effect 
on the number of events. After all the other selections are made, the samples 
are split according to the charge of the muon to give the vµ (positive) and vµ 
(negative). This leaves the final number of events selected and the combined 

Ert-.1 

1.00 
LOO 

0.978 
1.00 

0.921 
1.00 
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efficiency of the process. 
Included in table 4.6 is the background rejection. The major background 

to the 11?, CC sample comes from the vµ KC sample. Less than 0.5% of vµ 

NC is shovvn to be misidentified as vµ CC. \Vhen this rejection is combined 
with the fact that there is only one third the number of ~C events present 
in data compared to CC, this background can safely be neglected. \Vhilst 
there exists a small possibility that another neutrino type could fake a vJJ. CC 
signal, there is such a lmv contamination of these other neutrinos that this 
possibility can also be ignored. However, it is the opposite for the v µ signal 
and the percentage of v?L CC and NC events being misidentified, 0.4% and 
0.5% respectively, must be accounted for. 

111, ms cc :vie v µ DlS CC l\lC V µ NC .\lC 
Cut Data Events t:abs ~rt~l Events Eabs € 1el Events 

Available 2150881 29774lfi 1.00 1.00 440064 1.00 1.00 1072987 
Loose .\luon 119091ii 244;1282 0.821 0.821 39483;") 0.897 0.897 13ii28 
Tight. .\form 1180085 2408281 0.809 0.986 .389179 0.884 0.986 11215 

Jlz > 0 1180085 2408281 0.809 1.00 .389179 0.884 1.00 11215 
E ,,1,, < 300 1175622 2402165 0.807 0.997 .388079 0.882 0.997 11157 

NchTrk < 50 1175622 240216.S 0.807 l.00 .188079 0.882 1.00 11157 
Unused TTits 1168514 2401616 0.807 l.00 .187892 0.881 1.00 11155 
Scattering 1141715 2:386.591 0.802 0.994 .184583 0.874 0.991 11014 

l "frk Fid Vol 1113622 2:35;3955 0.794 0.991 371974 0.845 0.967 10952 
ivlin Mass 1111154 2:3511:34 0.793 0.999 371612 0.844 0.999 10459 

D.Z 1100009 235536:3 0.791 0.998 :370510 0.8;12 0.997 10058 
Thru ff Vet.o 1076029 2352337 0.790 0.999 :36988-1 0.Ml 0.998 10013 

Po8i t.ive 34579 10652 0.0036 0.005 .368404 0.837 0.996 51.37 
/) < 5 14073 682 0.0002 0.064 13(133;) 0.296 0.;354 830 

Kegal.ive 1041!.!50 2;341535 0.786 o.mVi 1480 0 .LHJ:3 0.004 4~l06 

/) < 5 :F1Ti08 fi70D76 0.22;) 0.287 - - - 78;) 

Table 4.6: Selection efficienciet-1 for 1111. and v11 DIS cvcntt-1, lit-1ted for 
each cut in the selection process, Ere1, and cumulatively, Ea.bs. Also 
listed are the number of events remaining; in the data and Monte 
Carlo. The background rejection power is illm;tratcd in the NC 
column and opposite charge rows of the CC. 

Cab~ 

1.00 
0.013 
0.0105 
0.0105 
0.0104 
0.0104 
0.0104 
0.01 Q:3 
0.0102 
0.0097 
0.0091 
0.0091 
0.0048 
0.0008 
ll.004G 
ll.0007 

The effect on the energy spectrum of the neutrinos due to the selection 
process is seen in figures 4.5 and 4.6, which show the selection efficiency for 
v11 and v/l DIS respectively, as a function of the generated neutrino energy. 
The errors only reflect the statistics of the generated samples. There is a 
low energy cut off to the selection process, due to the 2.5 GeV minimum 
for muon identification. lVIoreover, the muon in lmv energy events vvill often 
not reach the muon chambers due to scattering) interaction or being too 
strongly deflected by the magnetic field, vvhilst cuts such as that on the lepton 

Er et 

1.00 
0.013 
0.829 
1.00 

0.99;) 
l.00 
l.00 
0.987 
0.994 
0.95.5 
0.962 
0.999 
0.511 
0.162 
0.488 
IJ.160 
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scattering angle tend to remove lmv energy events. This leads to vvhat is 
called the lmv energy "turn on", (of the selection process) , and is present here 
bctvvccn 2.5 and 15 GcV. Outside this range , fovv cuts arc energy dependent. 
The efficiency starts to decrease with energy as the events become more 
crowded lea.ding to misrcconstruction and failure of the filter cuts. These 
efficiency curves can be used to either "unfold" the data for comparisons 
·with flux predictions; or corrversely; can be applied to flux predictions for 
direct comparison to the data. 
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Figure 4.5: The u11_ DIS 1:1clcction efficiency ai,; a function of generated 
neutrino energy. 

The efficiency for ue selection is presented in table 4.7. The starting data 
sample is identical to that used for the muon selection above. The Phase II 
electron identification is shmvn to be around 68% efficient, after isolating it 
from the Calisto filter efficiency. Hmvever the additional cuts required for 
prompt electron selection reduce the sample by a further 15%. The final 
number selected and the total efficicnc~y arc listed at the bottom of the table. 
Again the table also includes the background samples . v11 CC and NC arc 
the ovenvhelming source of background to the ve sample. The most effective 
variables used to reject non prompt electrons are YRJ ; v and fi. z, as shown by 
their relative efficiencies. Additionally, the muon veto drastically reduces the 
contamination from z;i i CC. Furthermore, these cuts are also able to preserve 
a high signal (z;e) efficiency. 
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Figure 4.6: The v µ. DIS selection efficiency as a function of generated 
neutrino energy. 

The selection efficiency of Ue DIS as a function of generated neutrino 
energy is plotted in figure 4.7. Again, the lmv energy turn on is present, 
but there is also a considerable reduction in efficiency at high energies, above 
7;) GeV. As mentioned in section 4.3.1 the TRD is most effective in the 0.;) to 
50 Ge V range, thus the electron identification itself partly creates the shape 
seen. Also, the YJJy, f) and ~z cuts remove more high than lmv energy events. 

Consideration must be ma.de 'When generating the Ue (and also Ve) selec­
tion efficiencies for the 1995 data. In this year: the drift chamber modules 
were introduced in three stages, starting 'With the most upstream modules. 
An electron generated by a neutrino interaction in the upstream modules 
has less distance to travel to the transition radiation detector and so is more 
likely to be detected than scattered or lost. Thus the efficiency of the 4 and 8 
module data is greater than the 11 module data. To account for this :\fonte 
Carlo is also generated with the 4 and 8 module fiducial volume of table 4.1. 
The 4, 8 and 11 module samples arc then combined in accordance with the 
approximate number of CC events recorded in data in the respective period, 
as given by table 2.1. Repeating this for the u{l and v{l is not necessary as the 
muon detection is not as strongly dependent on the position of the neutrino 
interaction. Also, it is not overly necessary to generate HJ module data to 
adjust the efficiency of the 1997 and 1998 data. 
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//, DIS CC rvfC 1;1, DIS CC !\IC 1;1, :-·c MC 
Cut. Dal.a Events Saf1s Src1 Even Ls Eafn; S r c1 Even Ls 

Available 2150881 1923028 1.00 1.00 2~)77416 1.00 1.00 1072987 
Phase TT 49220 1225668 0.637 0.637 55078 0.0185 0.0185 21496 

P.o > 0 49220 1225668 0.6:37 1.00 55078 0.0185 1.00 21496 
H,.,., < 300 18766 1220151 0.635 0.996 5'f;)08 0.0183 0.990 21361 

JVchT rk < iSO 18766 1220151 0.635 l.00 5'f;)08 0.0183 l.00 21361 
t; nused lli ts 48204 1219842 0.634 0.9!J9 .14493 0.0183 l.00 21336 
Scattering 4G7:~8 1212541 o.r)(m 0.9!:l4 040G:~ 0.0182 0.9!:l2 20827 

1 Ttk Fid Vol 4G11G 1200182 O.G24 0.9!:l0 0:~9:~G 0.0181 0.9!:l8 20484 

E cut 44!:lG7 1 l!:l3961 O.G21 0.9!:l;) 02G19 O.IH 77 0.97G l !:l840 
RadX. RadY 396;)() 1167829 O.G07 0.978 4fi;)90 0.0103 0.86G 17092 
Tfff)Pi Con :396:35 1167802 0.607 1.00 45550 0.01 03 0.999 17071 

.l/l!:i < 0. 85 27596 1087578 0.066 0.931 27997 0.0094 0.61 5 13653 
{J > -0.75 21749 1037220 0.039 0.954 25137 0.0084 0.898 4826 

PT'" < 0.150 
E i•t i:: 

21746 l ft37188 0.5:19 1.00 251:l() 0.0084 1.00 4824 

No 1\:fuon 14785 1018428 0.5:30 0.982 4525 0.0015 0.180 4763 
Min 1\ifass 14765 1018260 0.530 1.00 4511 0.0015 0.997 4755 

D7- 12427 988877 0.514 0.971 2477 0.0008 0.549 2917 
Thru p Veto 12277 98TH1 o.:sn 0.998 2·160 0.0008 0.993 2886 

Tsolation 10778 92984:3 0.484 0.942 1255 0.0004 0.510 1564 
v< 5 2745 18:3278 0.095 0.1 98 2();3 0.00007 0.162 527 

Table 4. 7: Selection efficiencie8 for Pe DIS eventH, liHted frH" each 
cut in the selection process, Ere[, and cumulatively, Cabs· Also listed 
arc the number of events remaining in the data and Monte Carlo. 
The background rejection power is illustrated in the Pµ. CC and NC 
columns. 

Eafn; 

1.00 
0.0200 
0.0200 
0.0199 
0.0199 
0.019!) 
0.0194 
0.1)191 
0.0180 
0.0109 
0.0109 
0.0127 
0.0045 

0.0045 

0.0044 
0.0044 
0.0027 
0.0027 

0.00145 
0.0005 

l\Iuch the same situation applies in the case of Ve selection. The samples 
are separate as charge selection is carried out as part of the lepton selection 
in Calisto. This allmvs a greater rmmber of positrons to be recorded in the 
analysis ntuples, even to the extent that an event may be recorded tvvice, 
once as a Ve candidate and once as a Ve candidate, where it is expected that 
only one will survive the further requirements of Readall, (an event can be 
recorded even a third time as a muon event, but overlaps here arc removed 
in Rcadall by the muon veto). The euts arc itemised in table 4.8. Also 
presented is the efficiency spectrum in figure 4.8. 

Quasielastic (QE) and resonance (RES) rvionte Carlo samples were also 
studied, as these arc of particular interest to the empirical parametrisation. 
The sample sizes generated arc considerably smaller than the DIS, rcficet­
ing their proportion in the data. The si:;;e of the sample and the selection 
efficiency for each neutrino type is listed in table 4.9. As an example of the 
energy dependence of QE and RES selection efficiencies, those of the Prl sam­
ples are plotted in figures 4.9 and 4.10 respectively. The small sample size 
accounts for the fluctuations at high energies, despite the increased bin size. 

Sr ct 

1.00 
0.0200 

1.00 
0.991 
l.00 

0.9!J9 
0.97G 
0.984 
0.969 
0.861 
0.999 
0.800 
0.35:3 

1.00 

0.987 
0.998 
0.61:3 
0.989 
0.542 
0.337 
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Figure 4. 7: The /Je DIS selection efficiency as a function of generated 
neutrino energy. 
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Figure 4.8: The Ve DIS selection efficiency as a function of generated 
neutrino energy. 
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v" DIS CC .\IC 111, DIS CC .\IC 111, .>IC !vlC 
Cut Data Events ::;cib8 End Events Eab.5 Erd Events 

Available 2150881 22fJ818 1.00 1.00 W77'11G 1.00 1.00 1072987 
Pha.se II 45181 157269 0.696 0.696 68024 (l.()228 1.00 2174:3 

Pz > 0 '15181 157269 0.696 1.00 68021 0.0228 1.00 217'13 
E.,;,, < :300 447;37 L:i6541 0.69:3 0.99;) 67:366 0.0226 0.990 2162.J 

N wiTrk < 50 447;37 156G41 0.69:3 1.00 67366 0.0226 1.00 21625 
Unused Hits 44212 1;)6367 0.692 0.999 67:148 0.0226 1.00 216();) 

Scatterin g 42769 155410 0.688 0.994 66798 0.0224 0.992 21092 
1 Trk Fid Vol t2:123 LiOlH 0. ()(iii 0.9fi6 (j(j(HJ2 0.0221 0.998 20762 

E w t 40368 149121 0.660 0.993 64181 0.0216 0.962 19791 
RadX,RadY 33968 146271 (J.648 0.981 55010 0.018G 0.8ii7 17097 
TRDPiCon :rnH2 Hfi2fi9 O.fi.18 1.00 id9fi5 ().0185 o.rnrn 17078 

YHi < 0.8G 20497 141290 0 .626 0.966 33064 0.0113 0.61 I 13769 
{; > -0.70 15()()'1 132130 0.580 o.~n;i 30089 0.0101 o.mrn ·199fJ 

r>'{'' < 0.150 150o:l l:l'.2128 0.580 1.00 :mo87 0.008!)() 1.00 1991 
"(.'1 -~ 

.>lo .\Iuon 6:319 12992;) O.G75 0.98:3 G307 0.0018 0.040 4919 
l\Iin l\fass 6:309 129909 O.G75 1.00 G288 o.orns 0.996 4911 

.6.Z :3981 126128 0.558 0.971 3:328 0.0011 0.629 :3096 
Thru p Vet o 3880 125820 O.G57 D.998 3308 0.0011 0.994 3063 

Isolation 2;)78 11810;) 0.52:i 0.939 1489 0.0005 0.4;)0 rn:rn 
11 < 5 843 ;35955 0.164 0.:313 25;3 0.00009 0.177 619 

Table 4.8: Selection efficiencies for Ve DIS events, listed for each 
cut in the selection process, c1.e1 , and cumulatively, Cabs· Also listed 
arc the number of events remaining in the data and Monte Carlo. 
The background rejection power is illustrated in the Tli i CC and NC 
columns. 

:=:uu8 
1.00 

0.0203 
0.0203 
0.0202 
0.0202 
0.0201 
0.0197 
o.orn:1 
0.0184 
0.0159 
0.0159 
0.0128 
o.oon 

o.oon 

0.0046 
0.0046 
0.0029 
0.0029 
0.0015 
0.0006 

Again a turn on effect is seen, but the QE and RES efficiencies have far less 
of a decrease vvith increasing energy. 

Appended to eaeh of the efficiency tables is a. row for the v < 5 GeV 
selection, (recall that in data. and reconstructed l\fonte Carlo, T.J = E11i.~ - p1, 

·where p1 is the momentum of the candidate lepton). This represents the lmv 
Tl sample to be used in the empirical parametrisation of chapter 6. This cut 
causes a dramatic reduction in the efficiency for the DIS, but the QE and 
RES samples are hardly affected by it , as expected of lmv hadronic energy 
events. The purpose and use of the lmv 11 events is given in chapter 6. 

The estimation of the size of any systematic errors affecting the selection 
process and subsequent classified samples is found in section 7.4.1. 

4.4.1 Energy Smearing 

\Vhen the :-JEGLIB Ivionte Carlo is reconstructed, see section 2.7, the detec­
tor effects are simulated by GEA>l'T, transforming the true neutrino energy 
E11 into the reconstructed or visible energy, Evis. Previously this detector 

Erd 

1.00 
0.020:3 

1.00 
0.99.J 
1.00 

0.999 
0.976 
0.98'1 
0.9.)3 
0.864 
o.mrn 
0.806 
(J.:163 

1.00 

0.985 
0.999 
0.630 
0.989 
0.5:i4 
o.:378 
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- -
V11 V11 l/e l/e 

RES QE RES QE RES QE RES 
Generated 90045 86043 60030 30015 88039 90043 58027 
Efficiency 0.878 0.775 0.766 0.575 0.554 0.493 0.477 

1J < 5 0.867 0.768 0.758 0.572 0.532 0.471 0.462 

Table 4.9: Efficiency for the selection of events from RES and QE 
Monte Carlo i,;amplcs. The number of eventi,; generated to calculate 
the efficiency is also given. 
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Figure 4.9: The I/11. QE selection efficiency ai,; a function of generated 
neutrino energy. 
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smearing was included within the efficiency, \Vhere the efficiency \Vas gener­
ated from the ratio of the selected events as a function of E vi s to the generated 
events as a function of Ev· This method \Vas not rigorous enough as it in­
tegrated out the structure in the E vis dependence of the resolution function. 
Put another way, the method assumes that the El/ spectrum is the same for 
data and simulation, which may not be true. 

Instead, a smearing function is used; S(Egen , Evis)· It is a square matrix 
with dimensions given by the number of energy bins. Each S ij element repre­
sents the percentage of events generated by the :\fonte Carlo with Eqen = Ei 
reconstructed vvith Buis = E1. An example smearing function is plotted in 
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Figure 4.10: The vµ. RES selection efficiency as a function of gener­
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figure 4.11. An Evis distribution is obtained for each bin of El/ by column 
normalising the plot (matrix). Thus a. generated neutrino, of given E 1) , is 
shared according to the distribution: amongst the Evi.s bins. This produces 
a smeared spectrum in Evis for comparison to data. 

4.5 Hadronic Energy Scale 

It is suspected that the ha.dronic energy deposited in neutrino interactions 
is not equivalent in JVIonte Carlo and data. It is further speculated that 
this is due to missing tracks and other reconstruction effects in the data. 
These kind of effects could be removed if NCJMAD, (particularly the drift 
chamber), could be calibrated in terms of energy deposited. As this would 
be very difficult: an alternate solution is to apply a hadronic energy scale: to 
place the l\fonte Carlo and data are in better agreement. 

A scale is determined by considering the average visible energy (Evisl 
as a function of YRJ· These distributions should be identical in data and 
l\fonte Carlo if the energy reconstruction is the same. Plots of (Evisl versus 
YJJi for data and Monte Carlo are at the top of figure 4.12. Only events 
·with v > 5 GeV a.re used~ as lmv 11 events have very little hadronic energy 



106 Chapter 4. Neutrino Event Classification 

...-...200 ------------------­
> 

Q) 

s 
·~ 175 

w 

150 

125 

100 

75 

50 

25 

25 50 75 100 

... ~. 

.: :-:;····· ... ·. 
. ·.; ... · .. 

·.,:. 

125 150 175 200 
E, (GeV) 

Figure 4.11: Scatter plot of Evis vcr8U8 E 1) for u11. DIS CC Monte 
Carlo. The plot is column normalised to create a distribution in 
Evis for each EJJ. 

by definition. and so a.re not effected b;y any scale or difference. The two 
distributions have the same general shape, but the ratio plot, bottom of 
figure 4.12, shows they are significantly skevved. 

A linear fit is made to the ratio of the data and :\Ionte Carlo distribu­
tions, with only YJJ.i < 0.75 included in the fit. The results are included in 
figure 4.12, which shows that the ratio is \Vell represented by the linear fit in 
the given range. This fit then gives the hadronic energy scale bet\veen data 
and :\fonte Carlo in terms of YBj < 0.75. Thus, the momentum of particles 
in the ha.dronic shmver arc divided by: 

1.045 - 0.1567ylJ.i (4.7) 

This correction is applied to data events with 1/ > ;) GeV. The effect of the 
correction can be seen \Vith the aid of figures 4.13 and 4.14, which shmv 
the comparison of vµ data to l\fonte Carlo \vithout and \Vith the hadronic 
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Figure 4.12: How the hadronic energy scale is determined, showing 
the Monte Carlo and data di:,;tributions of (Evis) versus YBj, and 
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energy scale respectively. They shuw a. drama.tic improvement in the tail 
of the comparison with the inclusion of the ha.dronic sea.le. Other scales 
\Vere developed with polynomial fits covering the entire YB.i range, with no 
greater improvement to the comparisons. The scale is used in estimating the 
systematic error of the energy reconstruction, sec section 7.4.4. 
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Chapter 5 

Simulation of the Neutrino 
Beam 

I\ cutrino beams arc far more complex to describe and simulate than acceler­
ated proton or electron beams, yet neutrino experiments still require a precise 
knowledge of their beam. \Vhilst the tau neutrino search in ~O:\IAD only 
requires a reasonable estimate of the muon neutrino flux to produce an oscil­
lation probability or limit, the v{L -v-+ Ve search depends heavily on knowing 
the contamination of Ve in the z;ri beam. 

The neutrinos are tertiary particles; arising from decays of particles pro­
duced in the proton beam on beryllium target collision. A successful sim­
ulation \vill therefore include two main stages: the modeling of the initial 
collision and the transport with decays, of the secondaries. The programmes 
that undertake these tasks are I\UI3EA1-'1, ·which is responsible for the par­
ticle transport, and FL CKA, which simulates the proton collision. They arc 
described belmv, follmvcd by comparisons 'vith beam data from three inde­
pendent sources and a study of systematic errors. These allow a decision 
to be made as to the reliability of NUBEA_\I and FLCKA for the v1L -v-+ z;c 
oscillation search in chapter 7. 

The development of NUBEA:\'1 also has applications beyond the oscilla­
tion search in ~Q_\IAD. The next generation of neutrino experiments, such 
as the ~eutrino Beam to Gran Sasso, (Acquistapace et al.: 1998): also have 
an interest in a high quality beam simulator. 

Special note regarding NUBEAM versions 

Advancement of the beam simulation programmes vvas concurrent with the 
·work of this project. Due to the time required to repeat analyses and com­
parisons \vith updated beam simulations it is difficult to use the same "lat-
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est'' version of NUI3EA:\I throughout. Thus the comparisons to the forward 
calorimeter and muon pit data., and the systematic error study are done 
\vith "older" versions of :-Jl"BEAl\I. The comparisons to earlier versions of 
NUBEA:VI arc still informative, and provide a good grasp of how well the 
latest >lTBEAJvI will reproduce the data.. I\UBEArd was further developed, 
even since writing this chapter. An error was found in the precision of mun­
bers within NUBEA:'vI, depending on which GEAI\T functions \Vere being 
called. Also, the step size and maximum deflection used by the simulation for 
particles traversing the magnetic field of the horn \Vere adjusted to provide 
more realistic responses to the field. The SPY fit then had to be performed 
a.gain. The latest simulation is currently :-Jl"BEA~vI 6.21 ·with FLUKA 98 
and SPY C5.1. The comparison to the drift chamber data., (the most impor­
tant comparison), is made with this simulation. It is also used throughout 
chapter 7. The systematic study performed with the older version is not ex­
pected to be greatly altered, in particular the magnitude of the errors quoted, 
by redoing it with NUI3EA:\1I 6.21. Lastly, as ·will be revealed in chapter 7, 
NUI3EA:\I with FL "CKA and SPY ·will not be used in the oscillation search as 
its systematic errors are much larger than those of the empirical parametrisa­
tion. Therefore, using the latest version is no longer vital. However the work 
done in this chapter is still highly relevant as the empirical parametrisation 
depends on I\UBEAl\if. and it also provides a point of comparison for the 
predictions of the parametrisation. 

5.1 Development of NUBEAM 

NUBEA:\I is a GEANT, (Goossens ct al., 1994), based description of the 
\VANF beamline. It tracks secondaries produced in the primary collision 
through the focusing elements, ( collimators, horn and reflector), and into the 
decay tunnel, ·whilst also allowing decays and tracking any subsequent decay 
products. :-J eutrinos and any other remaining particles are then propagated 
through the iron and earth shielding to I\O.ivIAD. Refer to figure 2.1 for a 
schematic of the beamlinc NUBEA:VI reproduces. "Recording planes" a.re 
inserted in order to ascertain the beam composition along the bca.mline, 
particularly in the target and focusing regions. the muon pits and of course 
at :-JO:\IAD. Originally, the primary collision was also modeled by GEA:-JT 
within I\UBEAl'vI, lwwever this task can 1ww also be handled by a stand­
alone FL UKA programme, interfaced to I\UI3EANI. 

It is important to recognise that the I\OivIAD recording plane within 
NUI3EA:\I is orthogonal to the beam. In reality, the beam is at a small 
incline to the I\O.ivIAD x, y plane, and is centred in the ECAL, not the I\0-
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JVIAD origin, (the first drift chamber module). To account for this, neutrinos 
from ~CI3EAJvI should have their y position rotated and translated to the 
I\ 0 l'vIAD reference frame: 

y' = y - 20.52 + 0.03;)31zran (cm) (5.1) 

·where -20.52 cm is the y' intercept at the ~O:\IAD origin, and 0.03;)31 is the 
sine of the beam angle. Zran is a randomly generated z position, drawn from 
a constant distribution from 5 to 405 cm. the extent of the drift chamber. 
A constant distribution is only an approximation, as ·whilst the target is 
uniform, the acceptance of events increases 'vith z. The slope and intercept 
were ascertained in a study of the average y position versus z of real data 
events, (\Vchcr ct al., 1998). 

5.1.1 Early Versions and Prehistory 

As some incarnation of the \VA~F has been running for over two decades, 
I\UBEArv-I is the result of many iterations and improvements to the simula­
tion programmes over this time. Further, the operation of the \VAI\F has pro­
vided a stockpile of neutrino flux data as well as a great understanding of the 
beam operation, problems, causes and solutions, on which to base NUBEA:\I. 
I\UBEAJ'vI is a direct adaptation of the simulation programme from one of 
the more recent \VA.NF experiments, CHAR.iv! II, (CHAR.iv! II Collaboration, 
1993). The main change from this programme, called GI3EA:vI, \Vas the in­
clusion of the alterations to the hcamlinc, to enhance and harden the neutrino 
fiux for CHORUS and I\OJVIAD. sec section 2.4. The other change is that 
I\UBEAJvI utilises FLCKA for simulating hadronic shmvcrs, \vhilst GBEA:\I 
·was based on GHEISHA (Fesefeldt , 1985). A comparison of :.JTBEAJvI ·with 
GHEISHA and FLUKA is presented in \Veifle (1997). Briefly, GHEISHA is 
a parametrisation of experimental data and was shO"wn in the above report 
to produce an unphysical substructure in the ka.on distribution. FLUKA is 
a physical model, fitted to experimental data. GHEISHA produced avµ flux 
20% lower than FLCKA and too low a contribution from antincutrinos. 

GBEAJVI \vas tuned to CHAR\I II neutrino data, thus the applicabil­
ity of GBEAl'vI to ~CnIAD suffered from not only the different bcamlinc, 
but also the acceptances of CHARlVI II. Early versions of I\UBEAJ'v1 had 
implementations of both :.JO:\IAD and CHAR[\-1 II beamlines, in order that 
comparisons could be made bet\veen the two, and to CHAR:\I II data, as 
no :.JO:\IAD neutrino data vvas yet available. In 1994 NUI3EA:\I 2.02 \Vas 
released, but provided poor comparisons \Vith CHAR.iv! II results. Later, 
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NUI3EA~'1 3.05 \Vas released, vvith minor variations 3.06 and 3.07, and be­
came a stable beam simulation, on vvhich many predictions were based. These 
included the beam alignment. by way of scanning the target, horn and re­
flector positions, (Casagrande ct al., 1996), and estimates on the expected 
flux and number of neutrino interactions at l'\O~vIAD, (Tovey ct al., 1995). 

Further details on the initial development of ~L"BEAJvI are found in the 
Neutrino Beam Study Group's minutes and transparencies, (Tsesmelis, 1994-
96). 

5.1.2 Version 4.00 

NUBEA\I 4.00 was released in 1996 and featured significant alterations from 
previous versions. These alterations included the addition of flanges, nuts, 
bolts and other missing materials to the beamline, discovered in a systematic 
comparison of the GEANT geometry to the actual technical dra:wings of the 
beamline. Also muon and kaon decay matrix elements were corrected. 

Extensive comparisons were ma.de between ~L"BEA~vI and GBEA\I+, 
(the beam simulation programme maintained by CHORL"S), studying meson 
distributions at various distances a.long the bca.mline. Discrepancies between 
them highlighted the presence of faults in both programmes. These correc­
tions were released as version 4.04 and included the correct positioning of 
decay products, (at the decay point rather than at a default position), re­
defining some of the GEA~T volumes and corrected the implementation of 
the Kµa decay. 

The changes to the neutrino energy spectra for the four types, brought 
about by the modifications in version 4.04 are shovm in figure 5.1. The 
denominator is the NUI3EA~'1 4.00 files used to create the NEGLII3 beam 
table, see sections 2.7.1 and 5.3.3. These plots shmv appreciable increases 
to the lmv energy peak of the three minor components, ·whilst the main vµ 

component increases uniformly. Table 5.1 shows quantitatively the effects of 
the changes. The increase in v11 flux can be seen, along ·with the decrease 
in mean energy for the minor components. Version 4.04 was a transitional 
version, and was quickly superseded by version ;).00. 

5.1.3 Version 5.00 

The main modifications to l'\UBEAJ\1 5.00 were the result of additional com­
parisons, to GBEAJvI + , further along the beamline. These indicated more 
missing material in the GEAJ'\T descriptions. Additionally, the Ki decay 
was debugged. 
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Figure 5.1: Changes due to version 4.04 in the neutrino energy spec­
tra for the four types. Figure 2.4 is used as the NUI3EAM 4.00 de­
nominator. Variable binning is used due to lower statistics at high 
energies. 
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Figure 5.2 displays the effect of these changes on the neutrino spectra, 
again using version 4.00, as the denominator. Table 5.1 also outlines the 
effects on the spectra. I\UBEA.l\1 ;).00 is shown to keep the v1, flux close to 
version 4.00: ·whilst increasing the vw 

Iviinor alterations were introduced with versions 5.01, 5.02 and 5.03: with­
out any real reflection in the neutrino spectra. Further details on the devel­
opment from version 4.00 to 5.00 are contained vvithin the I\eutrino I3eam 
Study Group's minutes and transparencies, (Tsesmelis, 1994-96). 
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Version 4.00 Version 4.04 Version 5.00 Version 6.12 
(E,/) Flux (Ev) Flux (Ev) Flux (E,/) Flux 
23.5 1.27 23.5 1.31 23.4 1.29 23.8 1.15 
22.6 0.0891 21.8 0.0946 22.0 0.0944 22.2 0.0922 
37.0 0.0122 36.;) 0.0116 36.5 0.0123 36.8 0.0112 
33.2 0.00336 32.3 0.00312 32.5 0.00329 32.4 0.00305 

Table 5.1: The changes to the neutrino spectra shape and size with 
NUI3EAM version. Fluxes are in neutrinos per 100 POT across the 
NOMAD 2.6 x 2.6 m 2 fiducial volume, average encrgic8 arc in GeV. 
The Htatistical errorn on the fiuxe8 are les8 than 0.1 %, 0.5%, 1.3% 
and 2.6% for v 1n v1i ~ Ve and V e respectively. 
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Figure 5.2: Version 5.00 changes in the neutrino energy spectra fr>r 
the four types. Figure 2.4 is used as the NUI3EAM 400 denominator. 
Variable binning it> used due to low statistic8 at high energies. 



5.1 Development of I\UBEAIVI 117 

5.1.4 Version 6.00 

I\UBEATvI 6.00 is the result of greater a.ceuracy in the details of the recreation 
of the exact \VAI\F geometry. \Vhen previous approximations in implement­
ing the beamline geometry, estimated to have a negligible effect on the v{L 

flux, were combined, the resultant effect on the vri flux ·was slwwn to be much 
greater than in the vµ flux. The follmving aspects of the GEA>l"T description 
·were subsequently corrected: 

• Beryllium holders for the target rods were added. 

• The horn and reflector, section 2.4.5, undcnvcnt substantial alterations 
to remove discrepancies with the original technical drawing. The ma.in 
alterations ·were the addition of support flanges between the inner and 
outer conductors and increasing the opening in the neck of the horn. 
\laterial was also added surrounding the neck of the horn. Details of 
these changes are found in Valuev (1999). 

• The material definitions of the horn and reflector ·were changed to allow 
the magnetic field to penetrate the inner conductor, according to the 
frequency of the current pulse, (Soler, 1999b). 

• The TBID beam monitor "\vas included between the collimators, along 
\vith two ionisation chambers placed in front of the vaeuum decay tun­
nel, (sec figure 2.1 for these positions). The first ionisation ehambcr 
was in fact present only from 1996, and the second for 1998 only. 

• The entrance and exit windows of the two helium tubes and 1996 ion­
isation chamber had been ignored as their 0.3 mm and 0.1 mm depths 
respectively were too thin for GEA>l"T to take into account. Instead a 
titanium plate of a combined 1.4 mm ·was included just before the 1996 
ionisation chamber position. 

• The decay tunnel "\Vas surrounded by a tubular "\Vall, so that particles 
leaving the tunnel were not lost but had an opportunity to interact. 

• \lovable iron blocks, remnants from bcamdump experiments, were added 
inside the decay tunnel, after being diseovcrcd during a physical inspec­
tion of the \VA.NF. These blocks ·were positioned on a movable rail cart , 
controlled by two ':butoirs'', placed at either end of the decay tunnel. 
The cart remained at the dmvnstream end of the tunnel throughout 
NOIVIAD running. The presence of these additional items is illustrated 
in figure 5.3, \Vhere there is an excess of primary proton interactions at 
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the start of the decay tunnel in the first butoir, and again at the end 
of the tnnnel in the iron blocks and second bntoir. 

• Particles were allowed to interact in the beamdump at the end of the 
decay tunnel, rather than being immediately terminated. Figure 5.3 
shows the presence of interactions in the beamdump. 
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Figure 5.3: The distribution of primary proton interaction points 
in the decay tunneL that eventually produce a up or Vp at NO­
MAD, showing the presence of the additional simulated material of 
NUI3EAM 6.12. 

All of the above additions, except for the inclusion of a magnetic field in 
the inner conductor. tend to increase the contamination of Tip in the beam. 
The additional field brings the focusing even closer to center of the beam. 
further enhancing the IJp domination over the vw The natural composition of 
the neutrino beam, (without focusing), would be determined by the 7r+ to 7r­

ratio, the majority parents of IJp and vP respectively. This ratio was measured 
by SPY, and is ~ 803 averaged over the energies relevant to NOMAD. This 
composition is roughly confirmed in the ratio of v1, to l!µ events in l\Ol\IAD 
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during the short period of running with zero focusing, see section 5.6.2. In the 
focused beam, the ratio of antineutrinos is less than Hl%. This implies that 
interact.ions downstream of the horn, especially those of primary protons that 
missed the target, arc more likely to produce a v1, that reaches l\OIVIAD. than 
an interact.ion before the horn. Thus. any material added downstream of the 
horn has the effect of increasing the v µ. contamination. Material added before 
the horn also increases the contamination. as this reduces the number of 11+ 

available for focusing and 111, production. This is seen in figure 5.4, and also 
figure 5.3, which show the interaction point of primary protons, divided into 
whether a neutrino or antineutrino was eventually produced that would reach 
l\OIVIAD. They show. as expected. that protons interacting in the target arc 
ten times more likely to give rise to a neutrino than an ant.ineutrino. However, 
aft.er the horn, the rate of ant.ineutrino product.ion increases to just below 
that of neutrinos. 
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Figure 5.4: The distribution of primary proton interaction points 
that lead to a 111, or v1, at NOMAD, in tcrnrn of z, the distance along 
the bearnline. Interactions i11 tl1e rnain elernents of tl1e bean1line are 
labeled. Produced with NUI3EAM 6.12. 
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Concurrent ·with the redefining of the GEANT description, \Vas the dis­
covery that the spatial profiles that ~l:I3EA.ivl samples in generating primary 
protons had :r and y 'vidths smaller than the actual beam spot measured by 
the miniscans, (section 2.4.2). Further the actual distributions \Vere not 
Gaussian as approximated in NUBEA:VI. The miniscan profiles were there­
fore used to create an average histogram in :i: and y of the proton beam, 
after relevant pedestal subtraction. Average histograms were determined for 
each year, and then combined, weighted by the number of protons delivered 
each year. NUI3EA:\I \Vas then adjusted to sample from these combined 
histograms. The result of this correction was again an increase in the IJ µ 

contamination as there were more protons missing the target. These were 
likely to interact downstream of the horn, \vhich \vould increase the IJ11 fiux as 
explained above. Further information on determining the average histograms 
from the miniscans can be found in Soler (1999a). 

The inclusion of realistic proton beam profiles and the GEA>l"T changes, 
resulted in the final version of >l"CBEAJ\I , 6.12. The results of the combined 
improvements to ~l:BEA.ivl, from version 4.00 to the present 6.12 are pre­
sented in figure 5.;), which displays the ratio of the neutrino energy spectra 
for the two versions. All the spectra shmv an increase at low energy, due 
mainly to the addition of lmv energy neutrinos from mesons interacting in 
the decay tunnel walls. The dip after this low energy peak, most clearly seen 
in the v11 spectrum, is due to the alterations in the material and magnetic 
field of the horn. The IJ/J spectrum experiences an almost constant increase 
at low energy. Finally, the ve spectrum shmvs far less of a variation than the 
vµ, the sample used to ascertain how well the simulation is reproducing the 
data. This implies that the lJc are less sensitive to changes in the beam line, 
and that the error assigned to the lie spectrum, the signal spectrum for the 
111i """ lie oscillation search, should be small, see section 5.7. The results are 
also shmvn numerically in table 5.1. The most notable change is again the 
increase in the vfi. fiux. 

5.2 Development of FLUKA 

The hadronic production in I\UBEAM, both in the beryllium target and the 
beamline, is handled by the FLUKA simulation package. This programme is 
maintained by its authors at CERI\, and is wholly independent of NUI3EA:'v1 
and ~0:\IAD. A few details of recent improvements to FLUKA, relevant to 
NUI3EA:\I, will be given. 

The original reports on the effects of these developments on the simulation 
of the neutrino beam to I\O.ivIAD can be found in Guglielmi and Collazuol 
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Figure 5.5: Version 6.12 changes in the neutrino energy spectra frn­
the four types. Figure 2.4 is used as the NUI3EAM 400 denominator. 
Variable binning is m;cd due to low statistics at high energies. 

121 

(1997-2000), in particular, details of the comparisons of FLUKA to the SPY 
data. Details of the physical models and their upgrades can be obtained from 
Ferrari et al. (1992); Ferrari and Sala (1993, 1996). 

5.2.1 FL UKA Versions 

FLUKA is a generic hadronic shower package, its centre being a :\Iontc Carlo 
implementation of the Dual Parton l\fodcl code, (Capella ct al., 1994), for 
primary hadron-nucleon interactions. This model is extended to hadron nu­
cleus interactions, by using the Glauber Gribov approach, (Gribov, 1969, 
1970). The parameters of these models are tuned in FLUKA to fit a wide 
range of experimental hadron nucleon/ nucleus collision data. GEANT, and 
hence l\UI3EAIVI, uses selected FLUKA functions. The functions installed 
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a.re from FLUKA 92, (Fasso et al., 1993). Subsequent versions of FLUKA 
were developed only as a stand-alone programme, and vvere not implemented 
in GEANT. 

FLUKA 95 ·was the first stand-alone version interfaced to >lTBEAJVI, sec 
section 5.3.1, to replace the GEA>JT-FLCKA description of the proton beryl­
liurn collision. FLCKA 95 also corrected the transverse development of the 
hadronic slwwer; that had not been properly described in FLUKA 92. Pion 
and kaon production levels generated by FLUKA 95 ·were compared to those 
measured by the SPY experiment, and of the earlier Atherton experiment, 
see chapter 3, (future references to SPY data refer to the combined Atherton 
and SPY data sets). Good agreement was found up to energies of 100 GcV, 
after which, FL UKA 95 began to underestimate the measured pion, kaon 
and proton production in SPY. Further, comparisons to muon pit data; sec 
section ;).4; showed that FL UKA 95 ·was producing too soft a muon spec­
trum, and also that the spatial distribution \vas not sharply peaked enough 
in the centre. 

Both these issues were addressed by the release of FLUKA 97.5 where 
a.n error in the implementation of the Dual Parton :rviodel was corrected. 
This error caused doubling of the transverse momentum in produced mesons 
that carried one of the quarks from the projectile. Correcting this produced a 
more fonvard peaked angular distribution and hardened the energy spectrum. 
This correction ·was only required for positive particles. Hmvever, negative 
particles were effected by adaptations made to the fragmentation functions. 
FLCKA 97.5 \Vas shuwn to agree \Vith SPY measurements from 5 to 300 GeV, 
in the forward direction, and have reasonable agreement \Vith the transverse 
momentum scan data. 

The effect of the development of FLCKA on the neutrino beam at KO­
:\IAD is summarised in table 5.2. This table illustrates the changes to the 
neutrino flux, antineutrino contamination; and average energy of the beam. 
It shows a significant decrease in neutrino flux after FLUKA 92 , and a re­
peated decrease in contamination. The average energy is shown to have 
slight, but observable, variations. 

Close analysis of the FLCKA 95 and 97.5 output shmved that neutrinos 
produced in the target, (e.g. from cha.rm or K.~· decays), ·were being dumped 
before they could be interfaced to NUBEA:\I. This reduced the antincutrino 
contamination at >JO:\IAD. \;\Then these target neutrinos where included, 
the contamination rose by around 2.5% .. The inclusion of the target holders 
and the ne\v proton profiles; found in the development of I\UBEAJ\1 6.00, 
section 5.1.4; also had to be ported to the FLUKA implementation of the 
target area. These changes, and the recovery of the target neutrinos \Vere 
introduced as FLUKA 98, the ultimate version to be used with NUBEA:\'1. 
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l/p. 
-
1/11 

lJe 
-
lJ e 

FLUKA 92 FLUKA 95 FLUKA 97.5 SPY C3.0 
(Ev) Flux (E,,) Flux (Ev) Flux (Ev) Flux 
23.5 1.27 23.6 0.978 23.5 1.05 24.4 0.966 
22.6 0.0891 21.8 0.0447 20.5 0.0458 15.6 0.0784 
37.0 0.0122 37.8 0.00874 39.8 0.00973 36.2 0.00998 
33.2 0.00336 34.1 0.00260 31.0 0.00261 27.5 0.00173 

Table 5.2: Effect of FLUKA upgrades on the neutrino beam at 
NOMAD. The values were obtained from NUI3EAM 4.00 interfaced 
to the listed FLUKA version, (except SPY which used NUBEAM 
6.12). The fiuxe8 are in ternrn of neutrino8 per 100 POT acro88 the 
NOMAD 2.6 x 2.6 1112 fiducial volume, average energies are in GeV. 
The statistical errorn on the fiuxe8 are less than (l.l %, 0.5%, 1.3% 
and 2.6% for vp, v1., Ve and Ve respectively. 

The original reports on the effects of these developments on the simulation 
of the neutrino beam to ~O:vIAD can be found in Guglielmi and Collazuol 
(1997-2000), in particular, details of the comparisons of FLUKA to the SPY 
data. Details of the physical models and their upgrades can be obtained from 
Ferrari ct al. (1992); Ferrari and Sala (1993, 1996). 

5.2.2 SPY Weighted FL UKA 

\Vhilst FLUKA 97.5 and FLUKA 98 provided good agreement ·with SPY in 
both the forward direction and angular scans, better results could be obtained 
by tuning the FL UKA output to the SPY data alone. The versatility of 
FLUKA in simulating a wide range of collisions and energies is detrimental 
·when a precise value over a small range is required. FL L"KA is tuned to 
collision data from many different experiments, often at high energies, (above 
100 GeV), further inhibiting the ability of FLL"KA to reproduce the hwer 
energy production rates of SPY and ~()}IAD. Refitting FLUKA to just the 
SPY data should produce a better simulation of the l\01vIAD neutrino beam. 

The first step in this process is making a fit to the SPY data, giving a 
functional form parametrising the SPY results. Then comparisons can be 
made to FL UKA at all angles from the target up to 10 mrad, (above this, 
particles do not produce neutrinos that enter l\OJvIAD). This is achieved ·with 
a simplified 1via.lensek parametrisation, ·which has all momentum dependence 
removed \Vhen compared to the full parametrisation of equation 6.8: 
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d2N 
dpdO. 

A 

(1 + (1f )2)4 
(5.2) 

where A and B are the parameters of the fit and PT is the transverse mo­
mentum. The fit is performed on angular data from mesons with secondary 
momentum p = 15, 40, 67.;) and 135 GeV. A weight ; S ; is then determined at 
each of these momenta according to the ratio of the fitted SPY and FLUKA 
yields, Y: 

S( . ) 
_ (Li Y1T±,K±,r.r.KZ (p, Hi))gpy Fit 

P ± <'± - F0 - -------------
7r ,1\ ,p,p,1\T (""'· y (· {) )) 

, L.,,i, 71±,K±,p,p,K~ p, i FLCKA 
(5.3) 

This is performed for pions, kaons and protons. K2 production \Vas not 
measured by SPY, but can be included in the vveighting process using the 
parametrisation: 

(5.4) 

determined from >JA31, (Auge, 1989), and KAAS; (Barr ct al., 1990) data.. 
This parametrisation has an error of 15%. The S ratios a.re subsequently 
fitted with a polynomial as a function of fonvard momentum; to provide the 
final ·weight functions, for each hadron. This ·weight is applied to hadrons 
at the end of the target rod they were created in, (recall that the T9 neu­
trino target comprises 11 100 mm beryllium rods, separated by 100 mm air 
gaps). The handling of subsequent reintera.ctions is returned to FL UKA. 
Hadrons arc then recorded at a plane 15 cm after the last target rod. The 
ultimate weight is determined from the ratio of distributions of hadrons at 
the target plane with and without the fitted S weighting function. I\ eutrinos 
at I\OMAD are then adjusted by this weight according their parent at this 
recording plane. Further details of the implementation of this process are 
left for section 5.3.1. 

The effect of the latest SPY weighting, called C3.0, is seen in table 5.2. 
This shows quite a strong change in the vii spectrum and flux. 

There a.re three ma.in sources of error from the SPY weighting that must 
be included if it is used in the beam simulation. The first is from the SPY 
points themselves, which are between 5 and 10% on the particle yields used. 
The tvm remaining sources are from the two fits ; first to the angular distri­
butions of SPY points; and then fitting S as a function of momentum. These 
contribute errors of 2 and 3% at 40 GeV respectively. }lore details of the 
SPY \Veighting can be found in Guglielmi and Collazuol (1997). 
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5.3 Running NUBEAM and FL UKA 

The best beam simulation requires the combination of NUBEA:\I \vith the 
la.test FL l'KA version and SPY weights. How they arc combined, and the 
other intricacies of running the simulation arc now described. 

5.3.1 Interfacing FL UKA to NUBEAM 

As previously mentioned, FL UKA is now maintained as a stand-a.lone hadronic 
interaction package. l sing this package, the T9 target has been simulated, 
including the target rods and holders, and a 450 GeV proton beam, sampled 
from the 1ww average spatial histograms determined from the rniniscans. 
The outgoing particles a.re recorded upon reaching an infinite .T and y plane, 
(i.e. perpendicular to the beam), 15 cm downstream of the la.st target rod. 
For every particle reaching the plane the a;, y, z co-ordinates, the P:r: Py, JJz 
momentum components and the particle type arc recorded. This would be 
sufficient information for >lTBEAI'vI, however to allow for SPY weighting the 
type of the particle first produced by the proton interaction and its energy 
leaving the target rod are also recorded. This is because it is the particle 
arising from the proton target collision, not those from any subsequent rein­
teraction, that determines the SPY \Veight. Of course this weight is then 
propagated to its daughter particles. 

Information on the particles at the target plane is recorded in an ASCII 
file ·which can then be read in by >l'CI3EAivI. These particles a.re then trans­
ported through the bea.mline and allowed to decay as in the case \Vhen 
GEAKT-FLUKA is used to simulate the target. A HI300K, (I3unn et al., 
1995), ntuple is created storing information on neutrinos that reach >l'O:\IAD, 
in particular their energy, spatial and angular information and ancestral in­
formation. Included in the ancestry of a neutrino is the chain of parent 
particle types, right back to the parent coming from the target rod, which 
will give the neutrino its weight, according to the SPY measurements. 

>l' ote that it \vas in this interfacing process that the target neutrinos >vere 
previously being lost, section 5.2.1, but are now retained. l\Iore information 
on the interfacing process can be obtained from Collazuol and Guglielmi 
(1998). 

5.3.2 NUBEAM Decay Multiplicity 

To increase the statistics of a simulation, whilst keeping the time required 
to a minimum, >l'lI3EAJvI allows multiple decays. This means that parti­
cles produced in the primary proton collision can be repeatedly transported 
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through the beamline to increase the number of neutrinos reaching >rO:vIAD. 
There are t\vo factors, one for mesons, and one for muons, ·which set the num­
ber of times a particle is decayed. Throughout this chapter, 100 has been 
used for meson decays and 1 for muon decays. (except in section 5.4 \vhere 
the muon pits a.re investigated and so 10 is used for both meson and muon 
decay multiplicities to increase the muon statistics). Time is economised by 
not having to rerun the primary proton collision to generate a new pion. A 
pion decayed ·with a multiplicity of 100 produces on average less than tvvo 
neutrinos reaching NOl\-'lAD. 

\!Vhilst multiple decays increase the neutrino statistics, the error is no 
longer Poisson, as the number of neutrinos is artificially high. K eutrinos 
now arise more often from the same parent, so there is a degree of depen­
dence in the spectrum. Although this is reduced to a minimum, by keep­
ing the number of mesons generated well above the multiplicity factor, (10~ 
times greater), the errors must still be inflated. To estimate the degree of 
inflation, the entire sample of neutrinos is divided into a number of sub­
samples, roughly the si:;i;e of the >J(r\IAD data sample. The Poisson errors 
on the spectral histograms from these subsamples a.re increased until the 
average Kolmogorov-Smirnov probability, (Eadie et al., 1971), between the 
histograms is 50%. The Kolmogorov-Smirnov probability gives the probabil­
ity that two histograms are drawn from the same parent distribution. For 
compatible sets of histograms, the probability is uniformly distributed be­
tween zero and one, assuming reasonable histogram binning. This produces 
a statistical error scale factor of around 1. 7. 

5.3.3 Weighting Event Monte Carlo 

Neutrino events in KOMAD are simulated ·with >JEGLII3, section 2.7. This 
programme samples from beam tables that describe the distribution of neu­
trinos incident on N01\1AD as a function of energy and radius squared. These 
tables \Vere produced with NUBEA.\I 4.00. As there have been many iter­
ations of the NUBEA.\I and FLCKA codes, and as reprocessing the million 
plus number of neutrino events in NEGLIB is extremely time-consuming, 
the >JEG LII3 events are simply \Veighted. A weight table is created from the 
ratio of the old version 4.00 beam tables to the new ones, so each NEGLII3 
event becomes \Veighted according to its initial energy and radius squared. 

A beam table, and hence weight , exist for the four neutrino types, 1;11, 

vµ, Ve, and Ve. These individual tables have no universal normalisation, for 
example to protons on target. Rather, when comparing spectra from two 
different neutrino types, as V-lill be necessary in the z;1i "r-7 Ve search, a relative 
normalisation is applied bet\veen the two, reflecting the ratio of neutrino 
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types in the ~CI3EA.ivl output ntuple. These ratios are given in table 5.5. 
The weights of KUI3EA.ivI 4.00 to ~CI3EA.ivl 6.12 ·with FLCKA 98 and SPY 
C5.1 a.re plotted in figure 5.6 for v11. and vw For simplicity. these have been 
projeeted onto the energy axis, removing the radius squared dependence. 
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Figure 5.6: The weight functions used, without radial dependence, 
to bring v1i and v1, event Monte Carlo to NUI3EAM 6.12 with 
FLUKA 98 and SPY C5.l. The fluctuations in the v11. graph arc 
from the erratic and large weights at high radius. 

Muon Pit Comparisons 

The muon pits in the \VA.NF measure the flux of muons traveling '\vith the 
beam. As most muons are produced \Vith v11 in pion decays, measurement of 
the muon flux, its spatial and energy distribution, provides an insight into 
the neutrino beam itself. In this regard, the muons pits have three main uses. 
Firstly, they aid in the steering and tuning of the neutrino beam by insuring 
that the muons are correctly centred. This also provides a cross check on 
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whether the currents in the horn and reflector are correct. Secondly, the 
muon flux determined by the pits can provide an independent measure of 
the absolute neutrino flux, after normalisation. \Vhilst feasible, this opt.ion 
has not yet been developed. The third function of the muon pits is as an 
additional location for comparisons betvvccn data and \fonte Carlo. If the 
simulation ·well represents the neutrino beam generation and transport, it 
should not only agree ·with the neutrino data measured at NOJ'v1AD, but also 
with the muon data recorded in the pits. The muon pit comparison will nmv 
be reported. 

5.4.1 Layout of the Muon Pits 

In the \VA.NF there are eight muon pits, vvith only the three most upstream 
in operation during :-JO\IAD running. Collectively they are known as the 
Neutrino Flux 1fonitoring (KF:tvI) system. The pits are spaced within the 
first iron shield, directly after the decay tunnel, see figure 2 .1. The purpose of 
the iron shield is to filter out muons in the beam before it reaches :-JCnIAD. 
Pit. 1 follows 4.42 m of iron, there is an additional 20.52 m of iron between 
pits 1and2 and 20.15 m bet.ween pits 2 and 3. The increasing amount of iron 
before the pits allmvs for a. rudimentary energy distribution measurement, as 
only the higher energy muons will reach pit 3, whilst most reach pit 1. 

Each muon pit comprises an array of solid state detectors (SSDs). These 
are silicon diodes, placed in \Vatertight boxes and mounted on an octagonal 
support plate. The arrays a.re illustrated in figure 5.7. The detectors them­
selves arc not. to sea.le; the actual SSD si:te ranges from 1 to 200 mm 2 . The 
centres of the SSDs arc placed 15 cm apart, along radial arms. There a.re 
three SSDs in the central position of pit 1, and two in pits 2 and 3. 

The pits themselves are small rooms in line with the beam, \vith the 
support plate attached to the duwnstream wall. The plates are movable 
horiwntally and vertically to an accuracy of 2 mm, allmving alignment. with 
the expected beam centre. 

For calibration purposes five additional detectors are placed in a calibra­
tion box. This is a movable box, which can be positioned in front of every 
fixed detector in the array. The calibration box also produces a beam scan 
every eight hours. There is a calibration box in each pit, and also a refer­
ence box of five detectors, that is shufficd between the three pits to allow 
consistent. calibration betvvccn them. 

l'v1 uons crossing the SSDs generate a current which is integrated over the 
length of a beam pulse (spill), the order of a millisecond. The SSDs are 
unable to distinguish between p+ and 1-c, nor electrons that may also be 
present in the beam, (most likely from muon interactions). 
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emulsion is placed in four positions, on the upstream vvall of the pit, in front 
of the ref/ cal box, in front of the two central detectors and in front of the 
fixed detector 30 cm above the centre. 

The emulsion calibration is performed three to four times a year in ded­
icated runs ·with ,,..._, 1012 protons on target. After development, the tracks 
in the emulsion are counted. An analysis of the angular distribution of the 
tracks is also performed. This is because knock on electrons are produced in 
the pits from muon interactions, and can also create tracks in the emulsion. 
Electrons can be distinguished as on average they have a lmver energy than 
muons and higher track angles. The angular distribution of the electron and 
muon tracks, for combined charges, was simulated, as pa.rt of the work of this 
thesis, to allow the correct subtraction of the electron lmv angle background 
before determining the muon flux. The simulated angular distributions in pit 
3 are presented in figure 5.8. The simulated leptons have a low energy cut 
off at 10 _\IeV. The ratio of electrons to muons was determined to be 5.;)o/c:,. 

Further details of the calibration process and the setup of the muon pits 
can be obtained from early reports on their calibration, Heijne (1983) and Abt 
and .Jongcjans (1985). Calibrations during the period of l'\Ol'vIAD running 
a.re found in Fa.lalcev ct al. (1997) and then Bozza ct al. (1998). 

5.4.3 Comparison with Simulation 

The comparison between the measured and calibrated muon data, (Papadopou­
los, 1997), and the most recent simulation from l'\UBEAJvI 6.11 with FLUKA 
98, a.re given in figure 5.9. These spatial distributions arc normalised at their 
peaks, and allow the comparison between the shapes of the data and simula­
tion. The pit 1 simulation is seen to have an x distribution that is too peaked, 
despite the changes to FL UKA. Pit 1 y and both :i; and y in pit 2 agree well 
however. Although there is a lack of statistics in the pit 3 simulation, differ­
ences are still observable, most notably in ~r. The difference appears as an 
offset in the peak of the simulation, and has yet to be explained. To under­
stand how the absolute fiux and energy dependence compare, the muon fiux 
is listed for the three pits in table 5.3 for data. and several >lTBEAl'vI (>J) 
and FL CKA (F) combinations, (note SPY weights have not been determined 
for muons). The integrated flux in pit 1 is difficult to determine due to the 
non Gaussian distribution of the muons and the high degree of electron con­
tamination, and so is not tabulated. The predictions of >JCI3EAJvI 6.11 with 
FL CKA 98 are shown to be in excellent agreement with the data. 
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Figure 5.8: Simulation of the angular distribution of muons and 
electrons in the calibration cmubion of muon pit 3, performed with 
NUBEAM 4.04 and FLUKA 95. 
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The Forward CALorimeter(FCAL) presents the neutrino beam ·with a target 
six and a half times more massive than the drift chamber. The neutrino 
data from the FCAL thus provides excellent statistics for studying the u11. 

flux. Low exchange energy, z; as defined in equation 1.9, events are most 
apt for flux studies, as ·will be explained in section 5.5.2. Quasielastic-like 
events, comprising quasielastics, resonances and lmv z; deep inelastic scatter­
ing events, ·were therefore chosen. 

Comparisons of the simulated beam flux to that measured by the FCAL 
provide another independent cross check of the }Ionte Carlo. An early study 
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5.5 Quasiclastic Like Events in The FCAL 

Pit 1 Pit 2 Pit 3 
Data - 564 128(153) 
N4.00 F92 1401 471 130(154) 
N5.00 F92 2336 647 146(177) 
Ni).00 F95 1856 523 106(129) 
Ni).00 F97.;) 2030 568 117(141) 
N6.11 F98 2107 551 120(145) 

Table 5.3: Muon fluxes in units of 10-5 muons per proton on target, 
integrated over 100 x 100 crn2 , the approximate area of the muon 
pit arrays. For pit 3, in parentheses, the flux is also integrated over 
140 x 100 cm2 , to include the detectors at 60 cm. The values for 
data and several simulations are shown. 
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·with just the 1995 eight module FCAL data is presented in \VeiBe (1997). 
The FCAL has already been described in section 2.5.3, outlining its con­

struction, materials, geometry and the energy calibration process. A greater 
understanding of the FCAL and its event reconstruction arc required for this 
analysis, and so more a detailed description is 1ww presented. 

5.5.1 Further Details of the FCAL 

The determination of the position of neutrino interactions in the FCAL is 
considerably less precise than in the drift chamber. Energy produced in a 
scintillator panel is an indication of an interaction. The horizontal position 
of this energy deposition can be obtained from the difference in the signal 
counts, R, at the left and right end photonmltiplicrs tubes (P~vIT), via: 

(5.5) 

·where :3 is the gain asymmetry between the left and right Pl'v1Ts, and A is 
the attenuation length, rv L)O cm. The vertical position, y, of the energy 
deposit, can only be taken as the central position of the scintillator that is 
hit. In z, as five scintillators are bundled together to form a module, (which 
are then placed vertically to create the FCAL stacks), the central position of 
the module with the energy deposit must be used. 

The position of the interaction vertex in the :i:y plane can now be es­
timated from the mean position of the energy deposits. This is primarily 
calculated for the first FCAL stack that is hit, (a stack is said to be hit \Vhen 
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more than 0.5 mip, minimum ionising particle, has been deposited). These 
are referred to as the centre of gravity co-ordinates: 

(5.6) 

where the sum is over the ten modules of the first stack to be hit, and Ei, ~ri 

and Yi are the energy and position in the given module. 
A separate method for determining the interaction vertex is to extrapolate 

the muon track back from the drift chamber to the FCAL stack that ·was first 
hit. This method of course relies on the existence of a muon in the event. 

An energy scale is required as it \Vas shmvn that the energy deposition dis­
tributions between data and IVIonte Carlo did not agree. This disagreement 
is due to saturation in the simulation of the ADCs occurring earlier than in 
data, and also the poor modeling of hadronic interactions, causing responses 
to be too small. By minimising the x2 between the two distributions whilst 
varying the energy scale of the .Monte Carlo, a value of: 

l11CEnergy = 0.800 ± 0.005 
DataEnergy 

was obtained. This study is reported in Boyd (1998). 

(5.7) 

An additional schematic of the FCAL is depicted in figure 5.10. This 
figure shmvs the four stacks, as well as the individual scintillator planes. 
Also illustrated is the support structure of the magnet I. 

5.5.2 Low v Events 

There are several reasons why events with lmv v are most appropriate for 
flux studies. The major reason is that the neutrino interaction cross sec­
tions of lmv v events are largely energy independent, (non scaling processes). 
Quasielastic and resonance events are non scaling, and it can also be shmvn 
that deep inelastic scattering events with v below some given v 0 also have 
an energy independent cross section, up to a correction of the order 1Jo / E. 
This is shown by integrating the energy dependent cross section up to v 0

. In 
order that the correction is as small as possible, the lmvest v0 allowed by the 
statistics of the data is applied. As all three categories of interactions with 
z; belmv v0 then have energy independent cross sections, the flux is directly 
proportional to the number of charged current events. 
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noticeable. 
Other reasons for desiring lmv 1; events relate to the simplicity of the 

event. In simulation, there is no necessity to consider nucleon structure, 
quantum chromodynamic corrections, sea quarks or charm production. In 
data, identification of the neutrino interaction is easier as the flagging lepton 
receives nearly all the energy of the neutrino and is simple to detect. Fur­
ther, there is little concern over inconsistencies between simulated and actual 
energy scales, or the calibration of energy scales in the :\fonte Carlo. Rather, 
the energy spectrum depends on the ·well measured muon momentum, sec 
section 2.5.4. 

Due to the large statistics of the FCAL data to be used, 3.;) million 
triggers during 199;) 11 module running and 12.6 million in 1996, v 0 could 
be set at 1 GeV, whilst still leaving enough events for a reliable study. 

5.5.3 Event Selection and Efficiency 

As explained in section 2.6.2, there arc two FCAL triggers, the difference be­
ing the threshold on the energy deposited. The FCAL' trigger ·was chosen for 
this study as it has the hwest threshold, implying that it consists mainly of 
lO"w 1; events. To further enhance this proportion, only pure FCAL' triggers 
were taken, that is to say triggers in anti coincidence with the FCAL trig­
ger. The actual threshold of FCAL' is unknmvn, but has been estimated at 
bet\veen 0.5 and 1.5 mip. The selection criteria for neutrino event extraction 
from these triggers arc nmv described. 

Events vvith only one muon are selected, that is to say only one track 
reconstructed in the drift chambers, matched to a hit in the muon chambers. 
As the study aims to produce avµ spectrum, onlyµ- are required. The,,...., 43 
of µ+ events are removed with charge selection, provided by the bending of 
the NONIAD magnet. 

In the data, the hadronic energy is used to approximate 1;. A study of 
the hadronic energy resolution was conducted in Boyd (1998). It showed a 
resolution of <T(E)/E = 104%/VE, and further stated that events are fully 
contained if initiated in stacks 2 or 3. Although there is little leakage of 
energy in stacks 1 and 4, due to the high statistics available, it ·was decided 
to restrict the analysis to stack 2 and 3 events. As the FCAL presents a 
uniform target to the neutrinos, this approximately halved the number of 
events. 

The fiducial volume is then defined on the muon track, extrapolated back 
into the FCAL. The track was required to be within l:i;, y I < 90 cm at either 
the interface between the first and second stack, or the third and fourth 
stack. This allmved a greater number of tracks to be accepted than applying 
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the cut a the centres of stack 2 or 3. An additional cut, y > -85 cm, \Vas 
later required to remove through going muons in the bottom of the FCAL, 
thought to be the result of interactions in CHORUS. 

Sta.ck 1 \Vas used as a veto. additional to the veto plane itself. It was 
required to have E s ta.ckl < 0.5 mip. The use of stack 1 as a veto was a 
further reason to remove it from the analysis. 

To ensure the association of the muon with an event in the FCAL, there is 
a vertex proximity cut. The extrapolated track must match the reconstructed 
position of the hit, given by equation 5.6, to \Vithin 30 cm in .r and 18.5 cm 
in y, (the height of a scintillator paddle). This check \Vas performed at the 
centre of the first stack hit. 

The efficiency of these selection criteria was obtained by applying them to 
simulated quasielastic events, the main source of low u events. These events 
·were generated ·with ~EGLIB 5.09, adjusted to include beam tables from 
l\UBEAJ\I ;)00 with FL"CKA 95, and alternative muon acceptance functions 
for the FCAL, developed by I3oyd (1998). The effect of each cut is exhibited 
in table 5.4. Energy values unfeasible in data are produced by the simula­
tion. Thus, cut 1 \Vas imposed on the ~vionte Carlo, before considering the 
efficiency. Cut 2 was used to simulate the acceptance of the trigger planes, 
T 1 and T 2 , and also the efficiency of the veto plane in front of the FCAL, 
V 8 . The selection of low u events, cut 8, is shmvn to have the largest effeet. 

~umber Selection Cut Events Efficiency Relative Efficiency 
- Total Stacks 2 & 3 16391 - -

1 0.5 < mip < 12 15518 1.00 1.00 
2 Trigger V sT1 T2 15030 0.968 0.968 
3 Fiducial Volume 14595 0.941 0.971 
4 1 Track in DC 13482 0.869 0.924 
0 Esta.ckl < 0.5 mip 13481 0.869 1.00 
6 Vertex Proximity 13372 0.862 0.992 
7 Ko through muons 12758 0.822 0.954 
8 E 1wd < 1 GeV 9158 0.;)90 0.718 

Table 5.4: FCAL quasielastic event selection. Column five refers to 
the effect of the imposed cut alone, whereas column four is cunmla­
tivc. 

The incoming neutrino energy is approximated using: 

(5.9) 
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where El"CA.L is the total energy deposited in the FCAL by both the hadron 
shower and the muon. As the hadronic energy is limited to 1 GeV, most of 
Ev is determined by the well measured muon momentum, Pw However, due 
to misalignment of the drift chambers in 1995, the latter half of the yea.r's 
events require the follmving momentum correction: 

1 1 1 
----+ +-
p ;)00 GeV P 

(5.10) 

The efficiency, as a function of Ev, is plotted in figure 5.11. Due to only 
a. small number of KEG LIB events being reconstrueted, the efficiency \Vas 
produced with bin sizes increasing with energy. After the initial peak in 
efficiency, due to the lmv energy events not being affected by the harshness 
of cut 8, the selection process is shown to be fairly uniform with energy. The 
limits used in cuts 1, 6, 7 and 8, were varied by ±10% to obtain errors on the 
efficiency. This method produced a total selection efficiency of 0.590 ± 0.03. 
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Figure 5.11: Selection efficiency of quasielastic (QE) neutrino evenfa;; 
in the FCAL as a function of reconstructed neutrino energy. 
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5.5.4 Comparison with Simulations 

The above selection criteria ·were applied to the FCAL data from 1995 11 
module and 1996 running. To garner some insights into the shape of the neu­
trino beam. the ;T and y spatial distributions have been plotted, figure 5.12. 
The distribution in :r: should be Gaussian, but there are too fow events in 
the centre. These extra central events were removed as a consequence of the 
tightening of fiducial y to remove the through going muons. \Vithout the 
y > -85 cm cut, the extra neutrino events \vould make the ~r distribution 
more Gaussian. The ·y distribution is distorted due to the slope and offset of 
the beam. The beam axis intercepts the FCAL at y rv -27 cm at an angle 
of ""' 42 mrad. A peak appears in the centre due to the support structure of 
the FCAL inducing additional neutrino interactions. 
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Figure 5.12: Spatial distributions of low v events in the FCAL. See 
the text for details on the shapes. 

The final result of the FCAL quasiclastic-like analysis is the comparison 
of the energy spectrum to the l\fonte Carlo fiux. The fiux generated with 
I\UBEAJ'v1 version 6.12 is used; with FLCKA 98 but no SPY corrections. 
The >JCBEAivI flux is first corrected using equation 5.8, then by the selection 
efficiency of figure 5.11. Finally; it is normalised to the number of events in 
the data. The results are presented in figure 5.13. The small discontinuities 
visible in the tail of the Nionte Carlo histogram are due to the fluctuations 
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in the variable binned efficiency. This comparison shmvs good agreement 
bet\veen the :\fonte Carlo and the data, implying that the vµ flux is well 
reproduced in simulation. The 1-fonte Carlo fits the peak, the turning point 
at rv 55 Ge V and the tail of the data spectrum well. 

- N6.12 F98 
• 95+96 FCAL Data 

10 

0 25 50 75 1 00 125 150 1 75 200 225 250 

E, 

Figure 5.13: Energy spectrum of low v events in the FCAL compared 
to Monte Carlo flux predictions of NUBEAM 6.12 with FLUKA 98. 

5.6 Drift Chamber Events 

5.6.1 Positive, Negative and Zero Focusing Beams 

The neutrino beam to l\01vIAD is predominantly z;ii, \Vith a small con­
tamination of vµ and also electron neutrinos. The dominance of neutrinos 
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rather than antineutrinos is due to the focusing of the horn and reflector, 
section 2.4.5, ·which selects positive mesons, and the bias tmvards positive 
secondaries due to the net + 1 charge of the proton on beryllium collision. 
An antineutrino beam can be produced by reversing the currents in the horn 
and reflector. Also the natural composition of neutrinos and antineutrinos 
can be ascertained by producing a beam vvith :;;ero focusing, that is to say no 
current in the horn or reflector. 

:Kr\IAD recorded additional samples of data \Vith negative and zero fo­
cusing beams. These can be used for studying beam systematics. In partic­
ular any observed difference bet\veen the 1J µ over 11?, ratio in data and l\fonte 
Carlo could be shmvn to be either an error in the v 11 or the J.J1i. estimate by 
comparing with samples from the negative focusing beam. Zero focusing 
data provides information as to whether it is the simulation of the focusing 
elements or the rest of the bearnline that is incorrect. 

The negative focusing beam is also of interest to charm quark studies per­
formed \Vith .\JO:vIAD. A neutrino interacting \Vith d ands quarks, which are 
present as both valence and sea quarks, can produce charm quarks. Antineu­
trinos produce charm quarks from interactions ·with d and s quarks, ·which 
arc only present in the quark sea. Therefore, in order to separate the effcets 
of sea. and valence quarks, both neutrino and antineutrino interactions arc 
needed. 

As earlier mentioned; the negative focusing beam is not an exact opposite 
of the positive beam; as many other elements of the beamline are optimised 
for the positive beam and production of negative mesons is lmver than that of 
positives. To allow for the comparison of event Nionte Carlo to negative beam 
data; weight tables must be produced to account for the change in polarity 
from the I\EGLIB beam tables produced for a. positive beam by NUBEA:\I 
4.00. Checks vvere undertaken to ensure that weighting across polarity, as 
·well as to .\JCBEAivI 6.12 with FLCKA 98 and SPY C5.1, \V<mld be reliable. 
\Vhilst no event _\Jonte Carlo was generated directly from negative beam 
tables; no difference in the result of three different weighting techniques could 
be determined. These techniques involved ·weighting for the polarity, then 
the updated .\JCI3EAJvI, weighting for the update in .\JCI3EA.ivl first, then the 
change in polarity; and \Veighting for both at once. However, care must still be 
taken as the weights to transform the minor into the major beam component 
will be large. The weights used for J.JJJ. and YJ11, arc shown in figure 5.14. Again, 
these have been projected onto the energy axis; removing the radius squared 
dependence. The graphs show some of the trends of figure 5.6 reflecting the 
improvement in NUBEA:\L The change in polarity is seen as a reduction in 
J.Jµ and increase in vµ along \Vith shifting the vµ peak to a lmver energy than 
in the positive beam; and the TJ?, peak to a higher energy. 
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Figure 5.14: The weight functiom; used, without radial dependence, 
to bring 1111 and v11 positive focusing event Monte Carlo to that from 
a negative focusing beam, including the update to NUBEAM 6.12 
with FLUKA 98 and SPY C5.1. 

A :;>;ero focusing beam is expected to have a factor of ten reduction in 
neutrino flux. \Vhilst this beam could provide a great deal of relevant infor­
mation, including the effects of interactions in the beamdump, the lmv flux 
makes large data collection impractical. Thus only a fevv thousand events 
were collected, and the zero focusing data became useful for only the most 
basic checks of the beam simulation. Again the IVIonte Carlo must be adapted 
to the different beam conditions by a ·weight table, the u11. and v11 weights arc 
plotted in figure 5.L), (note that no weights have yet been produced with 
C5.1 for a zero focusing beam). 

5.6.2 Data Monte Carlo Comparisons 

The most important check of the beam simulation is hmv it compares with 
NONIAD drift chamber data, the data that will eventually be used for the 
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to bring 11f1 and Tift positive focusing event Monte Carlo to that from 
a zero focusing beam, including the update to NUBEAM 6.12 with 
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11fi ~ uc oscillation search. Drift chamber events, from the three beam run­
ning conditions above, ·will now be contrasted with correctly weighted event 
Nionte Carlo, (correctly \Veighted means to the latest simulation and the cor­
responding beam focusing). This stud:y uses deep inelastic scattering (DIS) 
events. To achieve this) only events ·with 11 greater than 5 GeV are used, that 
is to say the complement of the flux events used by the empirical parametri­
sation. This decision was made traditionally to remove complications a.rising 
from the inclusion of qua.sicla.stic ( QE) and resonance (RES) events. \Vhilst 
now a method has been determined for their inclusion, see section 6.3.2, and 
furthermore as some QE and RES events will survive the u cut and have 
to be accounted for , the comparison is still made \Vith DIS, (or DIS like) , 
events. 

As section 5.3.3 details. the normalisations for the four neutrino types 
must be applied separately. For the positive and zero focusing beams, the 
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~fonte Carlo is normalised to the data so that the number of vµ DIS events 
agree. The normalisation factor obtained, is then modified by the ratios in 
table 5.5, before being applied to the other neutrino types. In the negative 
beam, the l\fonte Carlo is normalised to the number of vp. data. events. 

Positive Negative Zero 
- 0.0257 2.61 0.255 l/1i 

Ve 0.0154 0.043 0.0272 
-

0.00153 0.0339 0.0079 Ve 

Table 5.5: Ratios of charged current neutrino events expected in the 
beam according to NUBEAM 6.12 with FLUKA 98 and SPY C5.l, 
(C5.0 for the llero focusing beam). The number of 1111 events are 
used as the denominator for all beam types. Thc:,;e ratios arc u:,;ed 
to normalise the event Monte Carlo between neutrino types. 

The latest simulation and data. spectra for z;1i, v µ, and Ve in the posi­
tive focusing beam are presented in figures 5.16, 5.17 and 5.18. The spectra 
shmv excellent agreement at all energies, the culmination of much \vork on 
the >lTBEAM geometry, FL UKA physics model and the benefits of the SPY 
measurements. Note the lack of data events at low energy, seen in the effi­
ciencies of section 4.4, is exacerbated by the 1; greater than 5 Ge V condition. 
The vc plots required larger bin si:;>;es due to lower statistics. Backgrounds to 
the Vµ and Ve signals have been included from Vµ KC and CC misidentified 
interactions, correctly normalised to the true number of data CC events, as 
per the prescription of section 6.3.4, and scaled according to the background 
scaling factors of table 6.4. 

The results of the comparison arc further illustrated in table 5.6. This 
table lists the average neutrino energies of the data and l\fonte Carlo spectra, 
and also the total number of neutrinos measured and expected. Recall that 
the munber of vµ. ·will agree exactly as the l\fonte Carlo is normalised to the 
data. here. Further, the background to the vµ is assumed to be negligible. 
The average energies are in superb agreement, and there is good agreement 
bet\veen the number of neutrino events. This shows that not only are the 
energy distributions well reproduced by the l\fontc Carlo hut the relative 
contributions of the v11,, and Ve arc nmv also reproduced correctly. 

The results of the comparison with the negative focusing data are seen in 
figures 5.19 and 5.20, for the v11 and 1;11 respectively, (there are insufficient Ve 

statistics for a meaningful comparison). Ilecall that the Monte Carlo is nor­
malised to the Vµ data. Note that there is no appreciable background to the 
v1i as it is the major component of the negative beam. Furthermore, there 
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Figure 5.16: Comparison of positive focusing 11f1 DIS drift chamber 
data (points) to the predictions of NUBEAM 6.21 with FLUKA 98 
and SPY C5.1. Linear and logarithmic scales are used, along with 
the ratio of data to prediction(MC). 

is negligible background to the u/1 signal due to the low fiux of vw \Vhilst 
the vf1 spectrum is reproduced fairly \vell, the relative normalisation for the 
number of uf1 is seen to be too low. This could be due to inaccuracies in the 
·weighting tables from lack of statistics in their generation, normalising to 
too large an energy range or by fluctuations in the contributions of QE and 
RES events. ~evertheless, this discrepancy constitutes a significant improve-
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Figure 5.17: Comparison of positive focusing Prl DIS drift chamber 
data (point:,;) to the predictions of NUBEAM 6.21 with FLUKA 
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ment from the 30% difference produced by earlier versions of I\UI3EA1VI and 
FLL"KA, Godley (1998). This is reiterated in table 5.7, as vvhilst the average 
energies agree well, there is 7.7% deficit in J.JJJ. :'vionte Carlo events. 

The final comparison is ·with the zero focusing data. These are shmvn in 
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figures 5.21 and 5.22. The lmv statistics limit the relevance of any spectral 
shape comparison, hmvever no glaring discrepancies ·were discovered. 

Table 5.8, ·which displays the average energy and number of 11?, and vµ 
events, is more elucidating. Again, the minor component, IJ?" is slightly too 
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(E) GeV Events 
Data .:VIC Data rvIC+BKGD .:VIC BKGD 

1.J/1 54.6 55.0 681714 681713 681713 -
- 55.6 55.1 20386 20488 14392 6096 1.J Jl· 
- 52.4 52.8 1725 L531 638 893 Ve 

Table 5.6: The average DIS neutrino energy and rnunber of events 
for positive focusing data and the predictions of NUBEAM 6.12 with 
FLUKA 98 and SPY C5.l. 

(E) Events 
Data rvIC Data lVIC 

- 46.3 45.8 13482 13482 Vp. 

V11 70.4 72.6 7770 7145 

Table 5. 7: The average DIS neutrino energy and number of events 
for negative focusing data and the predictions of NUBEAM 6.12 
with FLUKA 98 and SPY C5.l. 

lmv in l\'Ionte Carlo, but this still represents the best prediction so far. 

(E) Events 
Data rvIC Data }IC 

I/it 65.6 67.4 1528 1528 
- 55.5 53.0 320 300 v,1. 

Table 5.8: The average DIS neutrino energy and number of events 
for zero focm;ing data and the predictions of NUBEAM 6.12 with 
FL UKA 98 and SPY C5.0. 

5.6.3 Comparison with CHORUS Data and Simulation 

CHORUS measures the same neutrino beam as I\Ol'vIAD and as such provides 
yet another cross check of the beam simulation. CHORUS uses GBEAl'vI, 
which as explained in section ;).1, has undergone development over the life­
time of CHORUS, vvith some developments being the result of direct compar­
ison to :.JL"BEAJvI. G BEAJVI also has the ability to use FL UKA stand-alone 
versions for its input. The average neutrino energy and flux is presented 
in table 5.9 as predicted by GBEAJvI 99 and >l"CBEAJvI 5.00, its equivalent 
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l\UI3EANI version. 13oth used FLUKA 97.5. The comparison vvas made ·with 
the beam at NONIAD, over a 2.6 x 2.6 m2 fiducial area. NUI3EA}I 6.12, 
·with FLUKA 98 and SPY C3.0, is also included. >lTBEAl\I and GBEA:\I 
arc shown to agree very well at this stage, ensuring that the basis from ·which 
l\UBEAJ\I 6.00 \vas developed is sound. 

CHORUS also produced neutrino flux studies, looking at distributions of 
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Figure 5.20: Comparison of negative focusing vµ. DIS drift chamber 
data (points) to the predictions of NUBEAM 6.12 with FLUKA 98 
and SPY C5. l. Linear and logarithmic scales are used, along with 
the ratio of data to prediction(MC). 
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neutrino interactions in their caiorimeter, sec Eskut ct al. (1997). These stud­
ies ·were conducted \vith positive and negative focusing data. A comparison 
has been made to CHORUS deep inelastic scattering events. The impor­
tant adjustment to make when comparing CHORCS and N01\1AD data is 
that CHORUS has a smaller fiducial area, and so only samples the core of 
the beam. The average neutrino energy and neutrino/antineutrino ratio for 
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KO:tvIAD drift chamber and CHORUS calorimeter events is presented in ta­
ble 5 .10. It is heartening to note that there a.re no large differences in the 
values especially 'vhen considering different biases and inefficiencies in the 
detectors. 

CHORUS has provided a completely independent confirmation that the 
KO:tvIAD beam prediction is reproducing the \VAKF correctly, and further 
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confirms the analysis procedures. 

5. 7 Systematic Errors 

The systematic error in the flux predicted by l\UI3EAl\iI and FL UKA must 
nmv be estimated. Sources of error have been isolated from the recent al-



5. 7 Systematic Errors 

(EvJ GeV (Ev,,) GeV 11?, Flux Vµ Flux 
GBEA:\'1 23.3 17.5 1.15 0.0745 

NUBEA:\J 5.00 23.5 19.2 1.11 0.068 
>I6.12 F98 SPY C3.0 24.4 15.6 0.966 0.0784 

Table 5.9: The predictions of GI3EAM 99 with FLUKA 97.5 ver­
sus NUBEAM 5.00 with FL UKA 97.5. Also shown arc the results 
from NUBEAM 6.12. All were sampled at the NOMAD plane in a 
2.6 x 2.6 m2 fiducial area. Fluxes are in neutrinos per 100 POT. 
(Adapted from Sorrention, 1998) 

Positive Focus >I egative Focus 
(E ) 1/µ. (E-) 1/;, 1,111 / v11 cc (El/,,) (E- ) 1/ µ. v,j 1/1i 
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cc 
CHORUS 48.8 48.4 0.027 68.9 37.2 0.328 
>JO:\JAD 46.0 45.4 0.021 ± 0.00015 60.4 35.9 0.289 ± 0.0065 

Table 5.10: NOMAD drift chamber events in the reduced fidu­
cial area 2.0 x 2.0 m2 , compared to CHORUS calorimeter events. 
(Adapted from Oldcman, 1998) 

terations to >JCBEAivI, see section 5.1.4. The three main sources of error 
·within NUBEA:\J are the magnetic field description in the focusing elements, 
missing material throughout the beamline, and the alignment of the focusing 
elements, target and collimators. It is proposed to run versions of NUBEA:\'1, 
each changed in one of these areas by the estimated maximum difference the 
current standard NUBEA:\'1 could be from reality. These changes, and their 
values arc itemised bclmv. 

• Revert to the old description of the horn, vvithout magnetic field in the 
inner conduetor. 

• Reduce the horn current to 98%. of its nominal value. A horn current 
any lmver vwuld trigger an alarm. 

• Add 2 cm of aluminium 50 cm upstream of the horn. 

• Add 1 cm of aluminium just upstream of the decay tunnel entrance. 

• Add 2 cm of aluminium just upstream of the decay tunnel entrance. 

• Shift the aluminium collimator by +3 mm in ~r and -3 mm in y. 
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• Shift the horn by 1 mm in :r. 

• Shift the horn by 1 mm in :r and 1 mm in y. 

The addition of more material comes from the fact that nearly all changes 
to >rL"I3EAJvI have increased the amount of material in the beamline. It is 
hoped that \Vi th the number of comparisons between the >rCI3EAJvI geometry 
and technical drnwings, along with physical inspections of the beamline, that 
any further missing material would be minimal. However to obtain the error 
on the flux caused by this , up to 2 cm of aluminium has been added at tvvo 
points of the bearnline. 

The changes in the alignment reproduce the degree of movement under­
taken in the \VA>rF alignment, (Casagrande ct al., 1996). 

Due to the large amount of resources, both computing and time, the 
systematic error study reported in Valuev (2000) ·will be used) rather than 
repeating the multitude of NUI3EA}I productions. NUI3EA}I 6.12 vvas used 
in this study. 

The effects of the above changes were first considered in the I/µ. and v1i 

spectra to ensure that they were reasonable. Then the effects on the 11ef vµ 
contamination was determined. As vrns noted earlier, the Ve are less sensitive 
to changes in >rCBEAl'vI than Vw The ratio of the altered >rCBEAIVI 1.1e/ v/1 to 
that of the standard I\UBEAIVI will be used as the estimate of the systematic 
error. These ratios. in energy ranges, a.re tabulated bclmv for magnetic field 
changes, table 5.11, additional material, table ;).12, and a.lignment, table 5.13. 
The errors on the ratios quoted in the table represent the statistics of the 
samples. 

To crudely estimate the maximum systematic error from all the above 
sources, the errors from the 2 mm horn movement, collimator, 2 cm of alu­
minium up and downstream of the horn, inner conductor field at 11ero and 
horn current at 98% are combined in quadrature. These give errors ranging 
from 4.5-8% depending on the energy bin. Larger errors can be seen at high 
energies) but oscillations are expected belmv 40 GeV. 

For FLUKA, the main systematic error is the proton profiles. FL UKA has 
been run with a decreased divergence of the proton profiles, from 0.075 mrad 
of FLUKA to 0.05 mrad from the SPS simulation of Gianluigi Arduing. This 
had no effect on the 11e/vµ ratio. The proton profiles were also offset by 
± 0.25 mm in ~r and y. This caused a 2% increase in ve/vw 
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Horn l\'Iagnetic Field 
Energy (Ge V) Inner Conductor I3=0 Current at 983 

3-6 1.02 ± 0.04 0.97 ± 0.04 
6-12 1.01 ± 0.03 0.98 ± 0.03 
12-18 1.02 ± 0.03 1.02 ± 0.03 
18-24 1.00 ± 0.03 1.00 ± 0.03 
24-32 0.96 ± 0.02 1.01 ± 0.02 
32-40 0.98 ± 0.03 1. 02 ± 0.03 
40-50 1.00 ± 0.03 1. 05 ± 0.03 
50-65 1.02 ± 0.03 1.02 ± 0.03 
65-80 1.04 ± 0.04 1.02 ± 0.04 

80-100 0.99 ± 0.04 0.99 ± 0.04 
100-140 1.09 ± 0.06 1.09 ± 0.06 
140-200 1.08 ± 0.11 1.08 ± 0.11 

Table 5.11: Ratios of vc/vµ in the modified field versions to the 
standard version, in the given energy ranges. These will be used as 
the systeIUatic errors froIU NUBEAM. (Taken froIU Valuev, 2000) 

5.8 Summary of Improvements 
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I\UBEArv-I has been greatly developed over the duration of the >l'O:\-IAD 
experiment, and is now very trustworthy: particularly as it has been shown 
to agree very well \vi th neutrino beam data from a \vide range of sources. The 
noteworthy improvements are the incorporation of the SPY measurements 
·which help to ensure that the neutrino spectra of I\UI3EA1VI are produced 
from correct meson distributions at the target. Also, the description of the 
beamline components ·within NUBEA}I is the best ever: with all available 
tedmical drawings and physical inspections being used to guarantee this. 
Finally, corrections in the models of physical processes in both FL UKA and 
I\UBEAJ\1 have improved the agreement with data. The agreement shown by 
I\UBEAJ\1 ·with the 1110 v11 and Pe data indicate it is n<Jw a reliable simulator 
for the 111i ""'"' ve oscillation search. It now remains to see if the empirical 
parametrisation of the follmving chapter can improve further on NUBEA:\'1, 
and reduce its large systematic errors. 
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Additional :rviaterial (Al) 
Energy (GeV) 2 cm upstream 2 cm downstream 1 em dmvnstream 

3-6 1.01 ± 0.04 0.97 ± 0.04 0.97 ± 0.04 
6-12 1.02 ± 0.03 1.02 ± 0.03 0.96 ± 0.03 
12-18 1.04 ± 0.03 1.06 ± 0.03 0.99 ± 0.03 
18-24 1.04 ± 0.03 1.04 ± 0.03 0.98 ± 0.03 
24-32 1.00 ± 0.02 1.02 ± 0.02 1.00 ± 0.02 
32-40 1.02 ± 0.03 1.03 ± 0.03 1.03 ± 0.03 
40-50 1.03 ± 0.03 1.00 ± 0.03 1.02 ± 0.03 
50-65 1.00 ± 0.03 1.00 ± 0.03 1.02 ± 0.03 
65-80 1.0;) ± 0.04 1.02 ± 0.04 1.02 ± 0.04 

80-100 1.02 ± 0.04 1.02 ± 0.04 1.04 ± 0.04 
100-140 1.10 ± 0.06 1.08 ± 0.06 1.07 ± (l.06 
140-200 1.19 ± 0.12 1.10 ± ().11 1.08 ± 0.11 

Table 5.12: Ratios of I/e ll/ti in the modified material versions to the 
standard version, in the given energy ranges. These will be used 
as the systematic errors from NUBEAM. The additional material is 
placed upstream and downstream of the horn and retlector system. 
(Taken from Valuev, 2000) 

Alignment 
Energy (Ge V) Al Collimator 5 mm Horn 1 mm Horn 2 mm 

3-6 0.99 ± 0.04 0.98 ± 0.04 0.97 ± 0.04 
6-12 0.99 ± 0.03 0.96 ± 0.03 0.97 ± 0.03 

12-18 0.99 ± 0.02 0.98 ± 0.03 0.99 ± 0.03 
18-24 0.99 ± 0.03 0.98 ± 0.03 0.98 ± 0.03 
24-32 1.00 ± 0.02 0.98 ± 0.02 0.99 ± 0.02 
32-40 0.99 ± 0.03 0.97 ± (l.03 0.98 ± 0.03 
40-50 0.98 ± 0.03 1.01 ± (l.03 1.00 ± 0.03 
50-65 1.01 ± 0.03 1.00 ± (l.03 0.99 ± 0.03 
65-80 1.03 ± 0.04 1.00 ± 0.04 1.02 ± 0.04 

80-100 1.00 ± 0.04 0.97 ± 0.04 1.01 ± 0.04 
100-140 1.06 ± 0.06 1.09 ± 0.06 1.08 ± 0.06 
140-200 1.04 ± 0.11 1.09 ± 0.11 1.08 ± 0.11 

Table 5.13: Ratios of 11e / I/ti in the modified alignment versions to 
the standard version, in the given energy ranges. These will be used 
as the systematic errors from NUBEAM. (Taken from Valuev, 2000) 



Chapter 6 

Empirical Parametrisation of 
the Neutrino Beam 

6.1 Introduction and Motivation 

The accurate prediction of the finx of Ve at l'\O~vIAD is perhaps the most 
crucial clement of the v11 ~ lJe oscillation search. In truth, the absolute lJe 

flux is not required, rather the lJc flux relative to the I/fl flux. It is this relative 
flux which will then be compared to data, to search for the Ilfl ~ lie oscillation 
signal. The goal of predicting the relative 11e energy spectrum to within 3% 
error has been set in order to extract a signal as small as expected, from the 
comparison to data. The combination of NUBEA:\'1, FLUKA and SPY have 
produced an excellent beam simulation, which was shown in the previous 
cha.pt.er to compare very well with data.. Complementary to this, a fiux 
prediction ea.n be generated empirically from the ~O:\IAD data. This new 
and novel approach should compare even more favourably to the data, and 
achieve the 3% error goal. The advantage of the empirical parametrisation 
is that it avoids both the ill defined production cross sections inherent in 
FLUKA, (vvhich ·were in part fixed by fitting to the SPY data), and more 
importantly any uncertainty in the implementation of the geometry of the 
bea.mline within NUBEA:\'1. 

This is the first time that an empirical parametrisation has been used for 
the fiux prediction of an oseilla.tion search in NUBEA:\'1. 

Like ~CBEAivI, the empirical parametrisation will also be useful to the 
next generation of neutrino experiments, including long baseline experiments 
such as :\H~OS, (l'v1INOS Collaboration, 1998). Here, a knowledge of the 
hadron production at the target garnered from the NOJVIAD data, will greatly 
aid the prediction of the number of neutrino interactions expected. 
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6. 2 Theoretical Concept 

The neutrino beam is a tertiary beam, generated largely from the decays of 
mesons produced in the initial proton on beryllium collisions. It is possible to 
differentiate neutrinos according to their parent, as illustrated in figure 6 .1. 
The figure shows u11. arc largely parented by 'ir+ at low energies and K+ at 
high energies with a negligible contribution from charm mesons and K?,. This 
energy dependent behaviour arises from the difference between the pion and 
kaon masses. Due to energy and momentum c<mservation, less than 43% 
of the energy of the lighter pion is transfered to the neutrino, whilst the 
heavier kaon imparts up to 96%. The v1i situation is similar, ·with 71- and 
K- dominating at luw and high energies respectively, and a small component 
from cha.rm mesons, K?, and p,+. Ve arise primarily from J(+ decays, \vi th 
appreciable contributions from p+, K?, and charm. For the v e the ma.in 
pa.rent is K2, with a small number produced from K-, charm mesons and 
/C. 

The distributions of figure 6.1 are from Ivionte Carlo. However it is possi­
ble to obtain equivalent distributions from the NOJVIAD neutrino data. That 
is to say, the meson production at the target can be predicted from measured 
neutrino spectra. Further, by using the z;1i, v1i and Ve alone, the production 
of the Ue parents, (K+, µ+ and Kf), can be determined. This then allmvs 
for the prediction of the Ue spectra at NOIVIAD, ·without examining the os­
cillation signal region, i.e. the Ue data. 

The follmving strategy is then enacted to determine the 1,;e relative fiux. 
The ri+ and K+ production is obtained by fitting the separate 71+ and J(+ 
components of the neutrino spectra to the vµ. data. Knmving the ri+ produc­
tion constrains the 11+ component of the v10 allmving the 11- and K- to be 
determined ·with a similar fit. l\mv all the parents of the Ve are known except 
for Kf. After the Kf production is extracted from the fits to Ve data, all 
the parents of the IJe have been fixed, and it is then a trivial task to produce 
the Ve fiux. Charm production of neutrinos is treated as negligible for the uJJ. 

and v11 and is added to the Ve and Ve according to known production rates, 
sec section 6.3.3, (it would be difficult to determine charm production empir­
ically from the NOl'vIAD neutrino data due to the low number of neutrinos 
from charm meson decay expected). 

The empirical parametrisation strategy is feasible because the 1;10 v1l and 
Ve fluxes are not expected to be appreciably altered by the oscillation signal 
searched for, (at lmv mixing angles, as predicted by LS~D, see figure 1.3). 

The method developed for retrieving the meson production from the 1\0-
:\IAD data, culminating in the prediction of the Ve flux, is nmv described. 
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Figure 6.1: Neutrino spectra separated according to neutrino parent. 
Sec text for more detail on the parent types of each neutrino type. 
The spectra were generated with NUBEAM 6.10 using the empirical 
parametrisation of section 6.3.3, for meson production at the target. 

6.3 Implementation 

6.3.1 Data Sample 
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The neutrino events a.re selected, using the procedures outlined in chapter 4. 
All four years of I\OJvIAD data are used, including the 4, 8 and 11 module 
data of 1995. As explained in section 5.5.2, the number of events ·with lmv 
exchange energy (v) is proportional to the flux, vvhich gives the best reflection 
of the true meson spectra. Thus, only low v events are used. As there are 
fewer vµ events recorded in the drift chambers than in the FCAL, and as 
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the minor components of the beam are also required, the maximum value of 
z; has been set at 5 GeV. Table 6.1 presents a summary of neutrino events 
in data. selected as per the criteria of chapter 4, and those also satisfying 
v < 5 GcV. 

Total v < 5 Ge\! 
I/µ. 10419;)0 357508 
- 34579 14073 I!µ. 

Ve 12277 2885 
- 3880 954 Ve 

Table 6.1: IlcsultH of event selection, with and without the 
v < 5 Ge V condition. 

An important contribution to the number of low v events are one track 
events, \Vere only a single track is reconstructed in the drift chamber. These 
events are included in this study, ·with due care taken to remove the extra 
background from through-going muons, (which also almost always produce 
just one track). Further information on their selection is found in section 4.1. 

Events arc selected from the fiducial volume, defined in section 4.1.1. The 
events are separated into five radial bins. The bins are for lxl and IYI in the 
ranges 0-30, 30-60, 60-95, 95-120 and 120-130 cm, as shown in figure 6.2. 
The 120-130 cm bin is actually offset by 5 cm in y to match the shift in the 
fiducial volume. The actual area of the drift chamber is also displayed in the 
figure. The bins are defined in the I\0.tvIAD reference frame, section 2.5. 

The radial distribution of the lJe is much flatter than the lJ/l' This is 
because the 1J11. arc mainly from pions which arc almost ahvays focused before 
they decay to the lJ/l' Ve come from kaons, which often decay before they a.re 
focused, leading to a broader distribution. Thus, by using five radial bins; a 
better determination of the relative pion to kaon production can be obtained. 

The data then is treated as a reflection of the true neutrino flux and is 
binned in 2.5 GeV energy bins, to produce neutrino spectra for each radial 
bin. 

6.3.2 Target Monte Car lo Sample 

To furnish selection efficiencies, smearing and background samples; (see sec­
tion 6.3.4), Ivionte Carlo is used. The ~Jonte Carlo is generated with NEGLIB 
and reconstructed after detector effects have been included, as described in 
section 2.7. I\EGLII3 does not include the beam slope and so its events must 
be rotated to the I\0.tvIAD frame vvith equation 2.9. 
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Three individual RES event generators vvere developed. These are based 
on Rein and Sehgal (1981). \Vhen the three are combined for an isoscalar 
target, the average cross section is 0.5715 x 10-38 cm2

. Improvements to the 
resonant event generator of >J(r\IAD a.re given in .\farchionni (1998). 

The separate QE and RES ::VIontc Carlo samples generated had to sub­
sequently be normalised to the standard .\Ionte Carlo according to the ratio 
of integral munber of events. The QE and RES cross sections are assumed 
to be independent of neutrino energy, a good assumption above 1 to 2 GeV. 
The DIS cross section is 0.67 x 10-38 E cm2 Gev-\ Auchincloss et al. (1990). 
The ratios are: 

~ J 0.4455q)(E)dE 
QE l\orm = ~. -_ -----­

] 0.6 t E</J(E)dE 

.f 0.5715~b(E)dE 
RES Norm= J 0.67E</>(E)dE 

(6.4) 

(6.5) 

where ¢(E) is the neutrino fiux. The normalisation becomes the ratio of the 
constant cross sections, 'vith the ratio of the two integrals reducing to the 
inverse of the average energy, (E): 

0.4455 1 
QE >I orm = 

0
_
67 

(E) (Ge V') (6.6) 

0.5715 1 ( ) 
RES >I orm = 

0
_
67 

(E) Gel/ (6.7) 

(E) is obtained from table 5.1. A similar procedure is repeated for vµ, Ve and 
Ve· The normalisations thus obtained are listed in table 6.2. The RES, QE 
and DIS ::VIontc Carlo samples arc then combined using these factors, before 
the selection efficiencies and smearing arc determined. 

- -
v,1 1J /1 1/ e 1J e 

Deep Inelastic 1.0 1.0 1.0 1.0 
Quasielastic 0.028 0.068 0.0177 0.042 
Resonance 0.036 0.080 0.0227 0.049 

Table 6.2: Normalisation factors for combining the resonance, 
quasielastic and deep inelastic Monte Carlo samples. 
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The standard .tvionte Carlo is in fact an extended DIS generator, 'Which 
incorporates some RES and QE events. These must be removed to avoid QE 
and RES events being double counted. This is achieved \vith the condition 
(cut), of TV2 > 1.4 Gc\!2 , being imposed on DIS events, (1.vhcrc TV2 is the 
mass squared of the system recoiling against the lepton, low for QE and 
RES events). A cut at 1.4 instead of 2 Ge V, vvhere the standard generator 
implemented stops producing RES events, also allows for the inclusion of 
multi pion resonance events, \Vhich are produced in the standard generator 
but not the dedicated RES generator. The choice of this cut is reported 
in Autiero et al. (1998a). This cut is imposed prior to the determination 
of the selection effieicncy. Its inclusion ensures a l\fonte Carlo sample more 
consistent with data. 

l\fontc Carlo samples were generated for each of the four neutrino types. 
The sample sizes are given in tables 4.9 and 4.5. 

6.3.3 Meson Production Parametrisation 

The nucleus of the empirical method is the parametrisation, which models the 
secondary meson produetion at the target. An empirical formula for this was 
developed by Malensek (1981). That study attempted to fit a parametrised 
production formula to the data from Atherton et al. (1980). The Atherton 
experiment \Vas very similar to the SPY experiment, (both are described in 
chapter 3). The formula developed by IVIalensek for the cross section \Vas: 

(6.8) 

where A, B, D and ilI2 arc the parameters, :r is x-Fcynman, the ratio of 
secondary to primary momentum, and PT is the transverse momentum. 

Briefly, the explanation for the choice of parametrisation by .\Ialensek is 
as follmvs. The cross section is factorised in the form f ( x) G (pr), according to 
the scaling of Feynman (1969) . .f( ~r) is taken as (1-x)"1 from Gunion (1979) 
and reduces the cross section to zero at high x. G(p·r) is (1 +p~/Af2)-4 as it is 
known that invariant cross sections exhibit a dependence on p:;,8

, (Antreasyan 
ct al., 1977), and the parameter il12 is included to account for the observed 
variation from Pr8 at low py. To include nuclear cascades present in thick 
targets, the extra term (1 + 5e-D.r) is added. This factor is small except 
at low :c, and also helps reproduce the shape of the low energy peak in the 
neutrino spectrum, due to the focusing of the horn. 

The SPY experiment took most of its data in a lmver momentum range 
than the Atherton experiment, a range responsible for around 50% of the 
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neutrinos a.t NOlVIAD. It vrns shmvn that the :\falensek parametrisation could 
not fit the SPY data, Guglielmi and Collazuol (1997). A ne\v parametrisation 
\Vas developed from the ~via.lcnsek parametrisation in Das and ~viishra (1997), 
to specifically model the meson production relevant to the lower energies of 
SPY and I\O~vIAD. 

({2 N B F -Cp'l (1 - :c) i\ (1. + ce-nx) 
-- = ·r e , T----~----
dpd[2 . . (1 + pj./1\J2)R 

(6.9) 

where C, F, G and R are the additional para.meters. Para.meters F and C 
allow increased flexibility in modeling the production in the lmv x domain. 
A further three parameters, S, T and U, \Vere later required to describe kaon 
production after the inclusion of the SPY data to the fit, sec section 6.3.8. 
The ka.on parametrisation is then: 

({2 N . , ., (1 - :c)/1 (1 + Ce-nx) , . 
-- = n~rF e-Cp7 . e-Spy(l + Tlog(:r + .99))ef!.r 
dpd[2 (1 + p~.j1\J2)R -

(6.10) 

These particle production formulae must also be scaled according to the 
length of the target, L, as given in equation 3.6. This is particularly impor­
tant as both SPY and the \VA~F use 100 mm targets, whilst the :\Ialensek 
parametrisation \Vas based on the 500 mm target data of the Atherton ex­
periment. 

The parametrisation of equation 6.9 was implemented in I\UBEAIVI to 
replace GEA~T-FLCKA for the production of all non charm mesons in the 
proton on beryllium target collision. Outside the beryllium target, interac­
tions are again handled by GFLCKA. 

The contributions of charm mesons, not implemented in GFLUKA, a.re 
handled separately. Cha.rm meson production cross sections in 400 GeV 
proton on proton collisions vvere measured most precisely by Aguila.r-I3enitez 
ct al. (1988): 

cr(p + p--+ D + X) = 30.2 ± 3.3 x 10-as cm2 (6.11) 

. 0 -0 
where D refers to n+, n-, D and D . The production of cha.rm mesons was 
parametrised as: 

(6.12) 
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by Kodama et al. (1991), \vhere A and B are the parameters. The best 
fit obtained to their cha.rm data provided the para.meters B = 6.9 and 
A = 0.84 (GcV /c)-2

. As stated earlier, NOTvIAD docs not have enough 
cha.rm data. to perform its mvn fit, so these values arc used and not var­
ied. The subsequent decays of cha.rm mesons to leptons \Vere implemented 
in accordance ·with: 

(6.13) 

where 1;11 and l11 arc the neutrino and corresponding lepton and X represents 
a strange hadron. Further, X is assumed to have a mass of 0.65 GeV, (rep­
resentative of strange hadrons), and the branching ratio for each lepton is 
taken as 10%. The spectra of neutrinos from charm, as determined by this 
method, vvere compared to beam dump neutrino production experiments, 
see for example I3erge et al. (1992) as a check. Good agreement \Vas found 
bebvccn the two, as reported in Das and l'viishra (1997). 

>lTBEAl'vI was run using the base parameters listed in table 6.3. This 
produced the spectra, and parent particle distributions, of figure 6.1. 

.Meson A B/ c D F G/ .\12 

(sr GcV / c) (GcV / c)2 (GcV /c)2 

7r+ 

7r -

x+ 
x-
Ko 

L 

4.457 183.75 5.3721 18.472 0.9316 0.0965 
4.122 70.60 5.0000 11.29 1.0 0.0 
3.115 14.45 5.4837 21.025 0.416 0.0854 
6.107 12.33 5.0000 17.78 1.0 0.0 

3.6133 2.7970 5.0000 10.671 1.0 0.0 

Table 6.3: I3ase parameters entered in NUI3EAM for meson produc­
tion. 

6.3.4 Corrections to the Estimate 

0.901 
0.893 
1.227 
1.098 
0.769 

The neutrino flux generated with >lTBEAl'vI as described above is not directly 
comparable to I\OivIAD data spectra. A number of corrections must first 
be made to the generated flux. These comprise the smearing of the true 
energy of the neutrino, due to detector resolution effects, folding in the energy 
dependent selection efficiency and adding an irreducible background to the 
minor components of the beam. These effects \Vill be discussed in this section. 

R 

4.039 
4.0 

4.068 
4.0 
4.0 
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Selection Efficiency 

The neutrino event selection criteria arc those outlined in chapter 4. The 
efficiency and energy dependence of this selection must be determined. Tvvo 
spectra of the true neutrino energy; Eu; are produced, one ·with all the \fonte 
Carlo events generated, and one with just those selected. The ratio of these 
two spectra provides the selection efficiency as a function of Eu, figure 6.3. 
Overall the efficiency is high, and constant after the lmv energy turn on, see 
section 4.4. T1,vo curves a.re plotted, both arc from the same sets of events, 
but the solid curve has been averaged over an increasing number of bins, 
to remove the statistical fluctuations. Both curves ·were tried in the fitting 
procedure, ·without significantly altering the result. 
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Figure 6.3: Selection efficiency frn- vµ as a function of true neutrino 
energy. Two curves are shown; the solid curve is the average of the 
dashed curve over an increasing bin range. 
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Correction for Finite 11 Cut 

As stated in section 6.3.1, only events ·with 11 < ;) GeV are used. This 
finite energy cutoff requires the use of a correction function. The function is 
described and given in section 5.;).2. The correction is applied to the .Monte 
Carlo, as a function of generated neutrino energy. 

Background Addition 

To the Tlµ, Ve and lie spectra, a background must be added. The main sources 
of background arc from TJ11. charged current (CC) interactions ·where the lea.d­
ing muon is misidentified or lost, and neutral current (KC) interactions of all 
species. In both these cases, leptons from the hadron shmver can be mistaken 
to be the leading lepton ofthe event. This is termed non-prompt background. 
l\Ionte Carlo is used to produce a background estimate: by running the Tlµ, 11c 

and lie selection algorithms on the vµ CC and 11!! NC Ivionte Carlo. This esti­
mate then needs to be normalised to the data. The procedure for normalising 
the background is nmv described, using //11 as an example. 

Firstly, the true number of TJ/l CC interactions must be determined. This 
necessitates sea.ling the number found in data by the inverse of the selection 
efficiency from Ivionte Carlo, (the number selected over generated). 

NGen 
CC NData 

Nse1 cc 
cc: 

N'L'r"ae _ 
JJJ.i(}(J - (6.14) 

The CC background is then scaled by the ratio of the true munber of 11µ. CC 
events to the number of 11µ. CC Ivionte Carlo events generated on which the 
Tl!i selection vvas run: 

Corrected CC Background CC Background (6.15) 

(6.16) 

A similar process is used to determine the KC background, where the trne 
number of :\TC events in I\OJvIAD, equals the true number of CC events 
multiplied by 0.40. This factor is determined from the ratio of 11µ. NC to 
CC cross sections, measured by Arroyo et al. (1994), adapted for :\TO:\Li\.D 
conditions to include charm production, the Vµ equivalent of KC from Tlµ, Ve 

and lie and the non-isosca.larity of the target l\iiishra (1998). 
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:.JC Background (6.17) 

The background distribution is obtained by applying this process to the 
number of events in each bin of the energy spectra in a given radial bin. 
Due to lmv statistics of the v11 , ue and Ve selected samples, the scales are not 
determined individually for each radial bin. 

A further check was performed to determine ·whether the ::VIonte Carlo is a 
reliable estimator of the background. In general, simulated events arc cleaner 
than data events, with fewer broken or missing tracks, or underestimated 
energies. Thus, an event is less likely to be misidentified than in data. Further 
the _\Jonte Carlo is unable to ·well reproduce neutrino interactions in the plane 
transverse to the beam. Alone, it can no longer be relied upon to determine 
the rejection power of cuts, and must therefore be calibrated. The procedure 
to ca.lihrate the background is as follmvs, a.gain using the background to the 
v11 as an example. 

All the events, data and .ivlonte Carlo, are processed twice. The first 
production is just the v µ selection of chapter 4, giving JV1 events. The second 
production has the additional isolation cut of equation 4.6 to remove non­
prompt background, and has N 2 events. 

The difference bet\veen the two sets contains background events and true 
vti events that fail the isolation cut. To calculate the background scale, the 
differences must be compared between l\fonte Carlo, (u11 :.JC and CC), and 
the data. Before making the eomparison however, the true number of v11 

events that fail the isolation cut must be removed from the data sample. 
This is taken as the N 1 N'2 difference in the v 11 CC _\Jonte Carlo. 

(6.18) 

The scales calculated arc presented in table 6.4, for v/l, Ue, and Ve. The 
background to the uµ. signal is assumed to be negligible and so no scale is 
needed. The scales are determined for three ranges of 1/, representing all 
data, the deep inelastic comparison of section 5.6 and the quasielastic-like 
data of interest here. The errors quoted are dominated by the poor statistics 
of the simulated background samples. 
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All v v > 5 GeV 11 < 5 GeV 
-

1.388 ± 0.029 1.282 ± 0.029 2.551 ± 0.21 Vµ 

Ve 1.083 ± 0.037 1.054 ± 0.043 1.428 ± 0.14 
- 1.127 ± 0.038 1.124 ± 0.042 1.164 ± 0.10 l/ e 

Table 6.4: Scales to the backgrounds to the vw Ve, and Ve signals 
for different ranges of 11. 

Additional Corrections 

169 

Smearing of the generated energy. described in seetion 4.4.1, must also be ap­
plied. However, due to the poor statistics of the generated :.\fonte Carlo for v11 

and V e, especially after division into radial bins. the smearing process cannot 
be used as the smearing distributions are not sufficiently smooth. Thus the 
smearing is included in the efficiency as mentioned in section 4.4.1. The final 
effect is the rotation and translation of the ~L"I3EAJvI flux from the beam 
frame to the l\01vIAD reference frame. This is achieved via equation 5.1. 

6.3.5 Normalisation of Pion and Kaon Spectra 

The corrected NUBEA\I output must be normalised to the data, (from which 
the background for v11 and Ve has been subtracted), before any comparison 
is made. Instead of a global normalisation to the spectrum, the neutrinos 
from pions and kaons are normalised separately. This separate normalisation 
is performed in each radial bin. This makes redundant B, the normalisation 
factor of the empirical parametrisation, and so it is no longer included in the 
fitting process. 

To understand the normalisation process, consider the distributions of 
figure 6.4. It shows that there are tvvo distinct regions in the 1111. spectrum, a 
pion dominated region and a kaon dominated region. Thus an energy range 
can be selected in \Vhich the neutrinos from pions could be directly normalised 
to the data, ignoring the small contribution from kaons. This range is from 
E0 = 7.5 GeV to E10111 , 'Which varies between 40 and 25 GeV, decreasing 'With 
radial bin. An energy range can also be found for kaons, Ehigh = 75 Ge V to 
E 1 , which is between 125 and 175 Ge V, depending on the statistics of the 
radial bin. 

To produce the pion and kaon normalisation factors, a two step process is 
used. Firstly, the pion normalisation is naively calculated ignoring the kaon 
contribution: 
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10 6 Pion D o minated 

Koon Dominated 

0 25 50 75 100 125 
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Figure 6.4: I/it spectrum showing the approximate energy ranges 
where pious and kaons dominate. This is the combined radial bin, 
individual bins have different E1ow and Ehigh· Three 8pectra are 
shown, the vµ. (bold), the 7r+ component (thin) and the K+ compo­
nent (dashed). 

. . [iVJJata] i\' orrnaI'7,(0) = -
1 
-r -

l\,. E E ·o- - low 

(6.19) 

i.e. it is given by the ratio of events ·within E0 < E < Eiow· This factor is 
then used to scale the number of pions in the kaon dominated energy range, 
before they are subtracted from the data, to allow the derivation of the kaon 
normalisation: 

(6.20) 
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The process can nmv be iterated, this time using the above kaon normalisa­
tion to remove the fe>v kaons from the pion dominated energy range, before 
producing a ne>v fa.et.or: 

[ 
V \ T . . . K(O) i\T ] . . ·(l) J. Do.ta. - .i 'Onna x 1 'K 

1VormaPi = _ 
J\' 71 Ro-R1ow 

(6.21) 

and similarly for the kaons: 

(6.22) 

Table 6.5 lists the factors from the final TJ11. fit as an example. This method 
of normalisation is also applied in fitting the v11 spectrum, \vith different 
energy ranges. 

0-30 30-60 60-95 95-120 120-130 0-130 
Pions 2.010 1.739 2.045 1.668 1.442 1.824 
Kaons 2.255 2.115 2.544 2.182 2.311 2.281 

Table 6.5: Pion and kaon normalisation factors, for each of the five 
radial bins and combined bin (cm). 

6.3.6 Mechanism to Produce a Trial Flux Estimate 

The NUBEA:VI fiux from the base parameters of table 6.3, I'ARA.J\J(O), rn 
compared to the NOJ\IAD neutrino data, after the above corrections have 
been applied. Ti) obtain a quantitative measure of hmv vvell the data and 
KUI3EAJVI spectra agree, a x2 is generated, defined as: 

2 ~ x= ~ 
(Data - Fd) 2 

(6.23) 
J<JJJ'in,lUJin 

·where cr2 is given by the error on the data and on the NUBEA\I flux, added in 
quadrature. The x2 excludes energy bins below 7.5 GeV and above 250 GeV. 
Recall that the energy bin size is 2.5 GeV. 

In order to obtain a new estimate, NUI3EA\I is not rerun, but rather 
the base KUI3EA1\'I flux is fe'Weighted for a new set of trial parameters, 
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PARAJf(l). Each neutrino produced by ~l:I3EAJvI is revveighted as follmvs, 
where f represents the function in equation 6.9. 

f·(·1· 1·) I' 4R 4 ~t· (1l) W(l,O) = . · ,p, T, " " ii' 

f(:i;p,pr, PARA.JJ(O)) 
(6.24) 

For kaons the numerator f is actually equation 6.10. ~eutrinos with vveights 
too high, w > 15, are not included as they distort the spectra unreasonably. 
Hmvever, this is typically a tiny fraction of events. 

To produce the new fiux, py , :rp and the neutrino parent type arc required. 
These variables depend on the manner in ·which the neutrino was produced. 
A number of decay /interaction chains exist that can produce vw For 83% of 
the neutrinos the cha.in is simply: 

(6.25) 

14 % additionally have the meson interacting in the beamline to produce a. 
second meson: 

(6.26) 

The remaining 3% have more than two non proton parents in their decay 
chain. 

The parent type is always taken as the one producing the neutrino. How­
ever, the parametrisation models the production of mesons from the proton 
beryllium interaction. As such, the p1 · and ~rF should be those of the first 
meson in the cha.in. So, if the grandparent is a proton, as in equation 6.25, 
the JJT and :rp arc taken as those of the pion or kaon. If the grandparent 
is not a proton, then the PT and :J:p arc taken as those of the grandparent , 
regardless of the great-grandparent. As only 3% of neutrinos have more than 
2 mesonic parents, approximating the true Pr and Xp to that of the grand­
parent in these cases will not have an appreciable effect on the reweighted 
neutrino flux. 

The empirical parametrisation also assumes that all neutrinos come from 
mesons produced at the target. This therefore does not include protons 
that interact downstream of the target to produce neutrinos at ~O\IAD. 
The 4% of neutrinos that arise in this manner are actually generated with 
GFLUKA in KUI3EANI, but are still l'e'weighted as if they were produced by 
equation 6.9. As a test, the parametrisation was used as a. replacement for 
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GFLUKA in every proton interaction, \Vith no discernible differences in the 
fits to the neutrino spectra. Also, 'Whilst the contamination of antineutrinos 
is higher from protons interacting downstream of the target, the systematic 
tests of seetions 6.4.1 and 6.4.2 show no evidence for the invalidity of this 
approximation. 

A ne\v spectrum is produced by summing the \Veights as a function of 
energy, with the errors being defined by: 

a, ~ v~ wf, (6.27) 

'Where i refers to the energy bin and k to the number of neutrinos in said bin. 
After applying the corrections again, a ne>v x2 is produced by comparing to 
the data. This process is then iterated to find the set of parameters that 
minimise the x2

. The minimisation process implemented is nmv described. 

6.3.7 Simplex Minimisation 

The downhill simplex method is a multi dimensional minimisation method 
prescribed in Kelder and :\foad (1965), where each dimension represents a 
variable of the function to be minimised. A simplex is the simplest non de­
generate geometrical figure in N dimensions, with ~ + 1 vertices or points. 
For example, in two dimensions the simplex would be a triangle, and a tetra­
hedron in three. Each vertex of the simplex, P i, is an input vector for the 
multi dimensional function to be minimised. The simplex vertices are created 
from an initial guess of the vector that minimises the function, P 0 , and I\ 
other points derived from P 0 via: 

(6.28) 

'where ,\i is the expected characteristic length scale of the problem in the dh 
dimension, and ei is a unit vector. Thus each of the I\ generated vertices 
of the simplex differ in just one dimension from the initial vertex. The 
functional value must then be calculated for each of the I\+ 1 vertices. 

The method iterates, working each time with the vertex with the highest 
value for the function, Ph. The vertex is reflected through the centroid P, or 
centre of mass, of all points in the simplex except P1i, to create a new point 
P*. 
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_ 1 (N+l ) P-- P·-P - N L i h 

·i = l 

(6.29) 

There can then be three cases for P*, (vvhere P 1 is the vertex with the lowest 
functional value): 

• P* < P 1 In this case, the point is further expanded along the line 
between itself and P, to sec if an even lower value can be obtained. If 
this second ne\v point is still the lmvest, it replaces P1i.. If not, Ph is 
replaced with P*. 

• P 1 < P* < Ph Herc, Ph is replaced with P*. 

• P* > P1i A contraction along the line between P1i and P is tried to 
produce a. second new point. If this is no longer the highest point then 
it replaces Ph, else the simplex cont.mets all points towards P 1. 

The method then begins ane\v with the next highest point , quickly min­
imising the function. There are no rigorous termination conditions. Gener­
ally, the method is terminated when the differcnee in the funetional value 
between the highest and lowest point reaches some set tolerance, but this is 
not a true convergcnee criterion. 

The benefits of the method are that it is fast, with fow function evalua­
tions and iterations, it takes large steps, allowing it to avoid local minima, 
and finally, it enables the minimisation \Vith respect to all the variables of 
the function simultaneously. 

In application to the empirical parametrisation, the function is the x2
. 

There arc 19 parameters for the T.J/1 and v11. fits. (8 for the pions and 11 for 
the kaons), requiring a simplex with 20 points in 19 dimensional space. The 
Ve has just 8 para.meters. describing the I<f production. The simplex is 
initialised, using the base parameters for P 0 . The.\ are selected accordingly 
to restrict the degree to ·which meson spectra can change in a given fit. The 
tolerances used were 1 % for the initial fits and 0.05% for the final iteration. 

The minimisation routine is ta.ken from Press et al. (1986). 

6.3.8 SPY Data Fit 

At high energies, the kaon contribution is well constrained by the neutrino 
spectrum. However, the kaon distribution at lmv energies, ·where the pion 
contribution dominates. still has considerable freedom. The kaon distribution 
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can move by up to 50% in the region belmv 30 GeV \Vithout altering the x2 of 
the fit to the neutrino spectrum. That is to say, the neutrino data provides 
no handle on kaon produetion at low energies. If the LSND oscillation signal 
is correct, a distortion in the Ve spectrum due to oscillations would appear at 
around 20 GeV. As the main source of Ve is kaons, it is essential that the low 
energy kaon distribution be well determined, if this signal is to be observed. 

The SPY experiment of chapter 3 measured the ratio of pion to kaon 
production at lmv energies. Its measurements can be included \vithin the 
fitting procedure to help constrain the lmv energy kaons. The SPY data. to 
be used are tabulated in tables 6.6, 6. 7 and 6.8, according to the transverse 
momentum, Pr, and forward momentum of the secondary, p. I\otc that the 
errors on the particle ratios arc considerably reduced, (now less than 3%), 
compared with the large, 5-10%, errors on the particle yields used in the 
FLUKA SPY weighting of section ;).2.2. This is because of the removal of 
common systematic errors, see chapter 3 and Ambrosini et al. (1999). Data 
from the Atherton experiment, referred to in chapter 3, has been used to 
augment the available SPY data at high momenta. I3lank spaces in the tables 
indicate \Vhere no data exists, and asterisks denote data from the Atherton 
experiment. From here on, SPY is used in reference to the combined Atherton 
experiment and SPY data sets. 

To compare to the SPY measurements, the J( / 11 ratio is generated from 
the current empirical parameters using equations 6.9 and 6.10, for each PT 
and momentum that SPY made a measurement. Hmvever, this reflects the 
ratio of pions and kaons as neutrino parents, and not target production. The 
tvw are not the same due to the different lifetimes between kaons and pions, 
the J{ / 7r ratio from the parameters needs to be normalised to the SPY data. 
Firstly hnwever, the expected value of this normalisation is obtained as a 
check. The number of pion and kaon decayed is given by: 

( -Lm) 
l\fosons decayed = 1 - e F:cr (6.30) 

·where L=41432 cm, the distance from the target to the end of the decay 
pipe, and m and T are the mass and lifetime of the meson. Substituting in 
values for pions and kaons, the energy dependent ratio of kaon to pion decays 
is then: 

Kaon 
I'fon 

1 _ e-f>G.l/ E 

1 _ e-7.432/ }!,' 
(6.31) 

Additionally, the branching ratio for the kaon decay to z;ii of 0.66 must also be 
included. For positives, the value of the normalisation is checked at 135 Ge V, 
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a. point that was measured in agreement by both the Atherton experiment 
and SPY. The observed normalisation of the }( /7r ratio determined from the 
neutrino data to that of SPY is 4.41, in reasonable agreement with the cal­
culated value of 4.13. The observed normalisation is then applied to the }( / 11 

ratio from the neutrino data.. taking into account its energy dependence. A 
similar process is undertaken for the negative mesons, except the normalisa­
tion is calculated at 67.5 GeV, a point again measured by both the Atherton 
experiment and SPY. 

Comparing the measured and fitted ratios gives a. x2
, ·which is then in­

cluded in the minimisation process. Therefore, a set of parameters must 
minimise the combined x2 from the neutrino spectrum and the SPY data. 
fits. The values of}( /n from the empirical parametrisation obtained in the 
next section arc included in tables 6.6, 6.7 and 6.8, and a.re plotted with the 
SPY data in figures 6.5 and 6.6. It is important to note that mesons with 
secondary momentum less than 10 GeV /c contribute very little to the neu­
trino spectra at KO.ivIAD. Further those vvith Pl.'> 0.2 GeV /c a.t 15 GeV/c 
and PT > 0.4 GeV/c at 40 GeV/c are too greatly angled to create neutri­
nos that cross NOJVIAD. Considering this, SPY and the fits a.re in excellent 
agreement. 

J(+ j7f+ }(- /7r-
p (GeV /c) SPY Fit SPY Fit 

7.0 0.0691 ± 0.0031 0.0570 0.0635 ± 0.0069 0.0717 
10.0 0.0741 ± 0.0024 0.0710 0.0697 ± 0.0038 0.0746 
15.0 0.0832 ± 0.0028 0.0853 0.0751 ± 0.0026 0.0749 
20.0 0.0965 ± 0.0023 0.0942 - -

30.0 0.1060 ± 0.0019 0.1043 - -

40.0 0.1096 ± 0.0016 0.1088 0.868 ± 0.0019 0.0841 
67.5 0.1057 ± 0.0018 0.1034 0.853 ± 0.0020 0.0838 

135.0 0.0807 ± 0.0014 0.0806 0.0656 ± 0.0009* 0.0691 
225.0 0.1190 ± 0.0015* 0.0957 0.0452 ± 0.0014* 0.0393 
337.;) - - 0.0105 ± 0.0002* 0.0106 

Table 6.6: SPY K/n production) versus those obtained from the fit) 
displayed according to secondary momentum. 

6.3.9 Producing the Ve Estimate 

The neutrino types are fitted in series, from the largest, vµ, to the smallest, 
Ve, component of the beam. The individual neutrino fitting procedures a.re 
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Figure 6.6: Fits to SPY K- ;K- data, as a function of secondary 
momentum in the forward direction (top plot), and of PT at fixed 
secondary momenta of 15 GeV / c (bottom left), and 40 GeV /c (bot­
tom right). 
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p = 15.0 (GeV /c) p = 40.0 (GeV/c) 
PT (GeV /c) SPY Fit SPY Fit 

0.075 0.0805 ± 0.0025 0.0792 0.1036 ± 0.0015 0.1012 
0.150 0.0810 ± 0.0019 0.0770 0.0917 ± 0.0013 0.0982 
0.22;) 0.0876 ± 0.0017 0.0780 0.0924 ± 0.0009 0.0995 

0.3375 0.1176 ± 0.0037 0.0861 - -

0.450 0.1360 ± 0.0046 0.1044 0.1324 ± 0.0010 0.1332 
0.600 - - 0.1693 ± 0.0021 0.1983 

Table 6. 7: SPY K+ /n:+ production, versus those obtained from the 
fit, displayed according to PT at the two given secondary momenta. 

p = L).0 (GeV /c) p = 40.0 (GeV /c) 
Pr (GeV/c) SPY Fit SPY Fit 

0.075 (l.0700 ± 0.0023 0.0713 0.0848 ± 0.0012 0.0802 
0.150 - - 0.0796 ± 0.0011 0.0817 
0.225 0.0786 ± 0.0024 0.0770 0.0796 ± 0.0015 0.0865 
0.450 - - 0.1065 ± 0.0017 0.0983 
0.600 - - 0.1286 ± 0.0019 0.0949 

Table 6.8: SPY K-;n:- production, versus those obtained from the 
fit, displayed according to PT at the two given secondary momenta. 

as follows: 
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• 11?, Only the 7r+ and J{+ are included in the fit ; muon, Kf and charm 
production are neglected. The x2 is minimised \Vithout the inclusion 
of SPY. This fixes the (pion) peak. The SPY data is then introduced, 
in two stages. Firstly, the Pr = 0 data is included, then the angular 
scans. Before including the SPY data, the Ai of the 7r+ parameters arc 
halved. This restricts the 7r+ parameters movement, as they are better 
fixed by the neutrino data, than by the inclusion of the SPY data. The 
culmination of this procedure is a Ji"+ and J{+ distribution that agrees 
\Vith both the measured 11?, spectra, and the measured SPY ](+ jK+ 

ratio. 

• 11µ. The procedure is equivalent to the 11µ. fit, except 7r- and J(- are 
fitted, and also .fixed muon contribution is included, obtained from the 
previously determined 7r+ production. 
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• Ve The K- and ;c have already been obtained. The K- comes 
directly from the fit to the YIµ data and the µ- are inferred from the 
'if- distribution, and also from the Y/11. fit. The charm contribution 
is fixed according to the parametrisation of section 6.3.3, normalised 
to protons on target. There is no SPY data directly relevant to the 
lie parent distributions. The x2 from the spectrum is then minimised 
with respect to just the Kf parameters. 

\Vhilst fitting to determine the parents of a neutrino, a new efficiency is 
sometimes required as the beam distribution which KEGLII3 used, NUI3EA.\I 
4.00; is markedly different to that of the data; see chapter 5. Thus there may 
exist irreducible differences in the data and fitted spectra; due to an incorrect 
beam distribution being used to determine the selection efficiency. To solve 
this, a nc\v neutrino beam distribution can he obtained from an initial fit 
to the data. This distribution can then he used to rewcight KEGLIB, as 
outlined in section 5.3.3; and the fit repeated. 

Once these three neutrino types have been fitted, all the parameters de­
scribing the meson production have been fixed. The 11e flux can nmv be 
produced. This is achieved by \Veighting the Ve spectra, as described for the 
fitting process in section 6.3.6. A fixed charm contributions is added; in the 
same manner as for the YI e. 

The final fit para.meters determined arc listed in table 6.9. The nc'v 
parameters often bear little resemblance to the base parameters in table 6.3, 
and they need not. The addition of the S, T and U parameters, as well as 
normalising the kaons and pious separately in each radial bin can cause large 
alterations to the initial parameters. Furthermore, the base parameters \Vere 
determined in a fit that did not include the SPY data. Note hmvever that 
the K?, parameters required no change from the base parameters, the small 
number of lie events implied that actually fitting the data would not be worth 
while. The fits to the data arc presented in the next section. 

Finally, this fit used fluxes generated ·with KUBEAI\-1 6.10; which has 
now been superseded. The effect of using a new KUBEA1v1 version on the 
prediction is covered in the systematic error study of section 7.1.4. 

6.4 Results 

6.4.1 v11 Fit 

The results of the fit to the v11 data for the five radial bins are presented in 
figures 6. 7 and 6.8. In all plots; data are represented by the points. Two 
vie\vs are given; a linear scale to highlight the comparison in the peak of 
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A B/ c D F G/ :rvI2 R S/ T 
(sr (~cV/c) (c:cv /c) 2 (GcV / c)2 (Gc V / c) 

11 I 2.70 3.68 2.32 2.86 0.337 2.36 5.05 4.40 0.0 0.0 
11 

- 5.23 70.6 1.39 0.581 1.03 0.0 0.0172 4.66 0.0 0.0 
J{+ 2.15 12.2 22.1 11.7 1.76 -0.2,15 1.01 -0.390 1.26 0.0002 
J( 7.05 12.3 54.9 2.80 1.81 0.0006 0.261 5.09 1.19 -0.156 
Ko 

T, 3.61 2.80 5.00 10.7 1.00 0.0 0.769 4.00 0.0 

Table 6.9: Final meson production parameters after completion of 
the fit.ting process. 

the distribution and a logarithmic scale for the tail. The radial bin plots are 
meant only to slww the broad characteristics in each bin, the third and fourth 
bins have larger plots as they are the most important i.e. they contain the 
highest number of events. The plots do shmv good agreement bet\veen the fit 
and the data, except in the first radial bin. Here a problem in the simulation 
of the focusing clements eauses a diserepancy at low energies, (nmv fixed in 
I\UBEArv-I 6.21). However, the first radial bin represents a small portion of 
the fitted data, and so this can be neglected. 

The combined comparison of all the radial bins is presented in figure 6.9. 
This figure also shows the separate contributions from 7!'+, dashed line, and 
J(+, dotted line. The ratio plot shows excellent agreement up to 140 GeV /c, 
well beyond the expected Ve signal region. The x2 of the fits, in each radial 
bin and combined, are given in table 6.10. Overall, they are quite acceptable. 

0-30 30-60 60-95 95-120 120-130 0-130 

x 2 182.0 95.8 75.1 101.9 77.1 129.5 

Table 6.10: x2 of the fitted flux to the 1111 data, in the five radial 
bini,; and combined radial bin (cm). 

~CnIAD also ran ·with negative currents in the horn and reflector. See 
section 5.6.1 for details of this setup. As stated therein, the main use of this 
negative focusing data is in systematics studies, particularly in regards to 
protons interacting downstream of the target. The negative focusing data 
provides an independent check of the parametrisation obtained. Entering 
the parameters into I\UBEAl'vI with a negative horn and reflector current 
produce nevv beam distributions, which after corrections can be compared to 
the v11 data from the negative focus running, (note, a new selection efficiency 
must also be obtained for this negative focusing beam). The comparison is 
shown in figure 6.10 for the combined radial bin. There is too little negative 

0.0 

c 

0.0 
0.0 

-2.:37 
1.03 
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Figure 6.7: CompariHon of the NOMAD data to the empirical 
parametrisation for Vµ. in the five radial bins) on a linear axis. 
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Figure 6.8: Comparison of the NOMAD data to the empirical 
parametrisation for Vµ. in the five radial bins, on a logarithmic axis. 
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Figure 6.9: Comparison of the NOMAD data to the empirical 
parametrisation for u11. with the five radial him; combined. The 
plots, from top to bottom, are a linear, and logarithmic view of 
the spectra, and a ratio of the data over the fitted spectrum. 
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focusing vµ data to allow meaningful comparisons in the individual radial 
bins, and further, the combined radial bin required the energy bin size to 
be tripled. The agreement here is acceptable, shmving that the empirical 
parametrisation method docs not suffer from large systematic effects relating 
to the focusing or defocusing of the pa.rent mesons. 

6.4.2 Vµ Fit 

The results of the fit to the ~CnIAD vµ data in the five radial bins a.re pre­
sented in figures 6.11 and 6.12 with linear and logarithmic scales respectively. 
The normalised and scaled background is represented by the histogram filled 
with negative gradient lines, and the contribution from muon pa.rented neu­
trinos by the positive gradient lines, (the muon histograms mostly looked 
hatched due to overlapping with the background histograms). All the figures 
in this section follmv this convention. The fit is in quite good agreement ·with 
the data in all radial bins. 

The comparison in the combined radial bin is presented in figure 6.13. 
This figure also shmvs the separate contributions from 7f- (dashed line) and 
J(- (dotted line). The ratio plot shows fow discrepancies between the fit and 
the data. The x2 of the fits, in each radial bin and combined, are given in 
table 6.11. 

0-30 30-60 60-95 95-120 120-130 0-130 

x 2 114.4 181.1 131.1 164.7 151.1 148.6 

Table 6.11: x2 of the fitted flux to the v µ. data. in the five radial 
him; and combined radial bin (cm). 

As \Vith the vµ fit, it is worth\vhile comparing the fit to the negative fo­
cusing Tl?, data. As the Tlµ vvas the main component of the beam, enough data 
was recorded to allmv the inclusion of the radial bins. The results arc plotted 
with a. linear and logarithmic scale in figures 6.14 and 6.15 respectively. The 
comparison to the combined radial bin data is given in figure 6.16. Again this 
plot includes the contributions from 7f- (dashed line) and K- (dotted line). 
\Vhilst agreement is not good in the individual radial bins, perhaps due to 
the radically different radial distributions of the Tlµ expected in the positive 
and negative focusing beams, the combined plots show fe\v differences. 
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Figure 6.11: Comparit-1011 of the NOMAD v11. data to the empirical 
parametrisation in the five radial bins, on a linear scale. 
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Figure 6.15: Comparison of the negative focusing IIµ. data to the 
empirical pararnctritmtion in the five radial bins, on a logarithmic 
scale. 

so 100 
E (GeV) 



192 Chapter 6. Empirical Parametrisation of the Neutrino Beam 

0-1 30 c m 

{fJ 

+' 

~2000 ----- Pions 
> 
~ 1500 

·········· Koons 

u 
1;:,"1 000 

500 

0 

1.4 

1.2 

0.8 

0. 6 

0 

0 

0 

20 40 60 80 100 120 

'-' -

'-I - ,_ 
l -- - ... 

20 40 60 80 100 120 

. . . I . . ' ' ' 

·+•· •.•.•.••.•.•.•.•.•. •• ff +rt l t .•. •1····1" ·t·· •. •I .•.•.. 
. +:tt+•<i+r++ t++ .. j TI Ht ........ " . .. .. .. .. ..• .. . . 
. . . . . ~- . . . +.. - ~ . . . . . . . ; .. . . . . . ~ . . . · · ~ 

+ + I I I ---------------- . ------------------- -. --------------------1--------------------.--------------------r-----

20 40 60 80 100 120 

Doto/ Fit 
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6.4.3 Ve Fit 

l:nlike the previous fits: the fit to the V e data is not carried out in radial 
bins, due to the lack of V e data. Also, as mentioned earlier, after fixing 
the K- : charm mesons and muons , adjusting the starting K2 production is 
not necessary. The V e spectrum from the empirical parametrisation is then 
plotted in figures 6.17 and 6.18, on linear and logarithmic scales respectively. 
Also included are the Ve data points and the complete breakdmvn of the Ve 

parents, as given by the key of figure 6.17. Due to the lmv statistics, it is 
simple to obtain good agreement: but it is still encouraging to sec that there 
are no problems between the fit and data. 

6.4.4 Ve Prediction 

The prediction of the J.Je spectrum at :-J()}IAD is the culmination of the work 
of this chapter. Using the normalisations and parameters obtained in the fits 
above, the I\UBEAl'vI l/e spectrum can be reweighted. The ne\v spectrum is 
plotted in figures 6.19 and 6.20, again on a linear and logarithmic scale. This 
prediction \Vill be compared ·with that from I\UI3EANI vvith FLUKA and 
SPY and that of a separate parametrisation in the next chapter to decide 
which ·will be used in the oscillation analysis. 
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Chapter 7 

Oscillation Search 

The analysis of the event selection; the improvements to the standard beam 
simulation; and the generation of an empirical parametrisation of the beam 
arc now combined into the search for an oscillation signal. Firstly though, the 
selection of the beam simulation and the estimation of the systematic errors 
of the beam simulator and the event selection must he completed. Then 
the statistical approach used for the oscillation search is described before 
the presentation of the final result of the oscillation signal obtained from the 
KO.ivIAD data. 

7.1 Discussion of Beam Simulators 

The choice of beam simulator must be made before commencing the oscil­
lation search. The decision is drawn from how well, and with \vhat errors, 
KUI3EAJVI 'With FLCKA and SPY vveighting; (referred to just as NUI3EA:vI 
belmv), and the empirical parametrisation predict the vµ, Vµ and Ve data. 
As 'Will be made clear vvhen discussing the features of a blind analysis in 
section 7.2.1, the Ve data cannot he used in deciding which simulation to 
use, since this might cause a bias in the results of the oscillation search, ac­
cording to the prior beliefs of the experimenter. l\foreover; the oscillation 
signal cannot be generated t\vice, with >JCBEAivI; and the parametrisation, 
as then the choice of 'Which to accept would be biased by knowing the final 
result. The comparisons of the beam simulators and the allmved data is no\v 
presented. 
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7.1.1 Empirical Parametrisations 

The empirical parametrisation developed in chapter 6, (henceforth referred to 
as the independent parametrisation): was initially proposed as a cross check 
of a much more detailed study already being conducted by S.R. l'vlishra. 
\Vhilst the independent parametrisation 'Was taken to fruition, \Vith good fits 
to the neutrino and SPY data, and predicting a Ve flux, the parametrisation 
from the more rigorous study of S.R. rviishra, (henceforth referred to as the 
official parametrisation), is favoured for this analysis due to the following 
reasons: 

• It is the product of many passes of the minimising processes described 
in section 6.3.9. 

• It has better fits to the SPY data and the high energy neutrino tail. 

• It has had more cross checks made of it: to all available neutrino data, 
relevant theory and other beam simulators. 

• A study has been made of its systematic errors, as will be expanded on 
in section 7.1.4. 

As the independent parametrisation is determined from a fit to the data. 
of this analysis, the comparisons of it to the data 'Will be superior to those of 
the official parametrisation. The official parametrisation is based on fits to 
data obtained in the analysis of S.R. rviishra, however these data samples are 
quite similar to those of this analysis. Having slightly 'Worse fits is huwever 
outweighed by the above reasons. It is still very important though to compare 
the predictions of the two parametrisations. Figure 7.1 plots their predictions 
of the number of lnw v: (v < 5 GeV, sec section 5.5.2) v11 CC events. In the 
ratio plot: the variable binning of the oscillation analysis: section 7.2.2: is 
used. The two agree well. At high energies: the two start to slightly diverge. 
This is suspected to be due to a small difference in the hadronic energy 
scales being used by the separate analyses, see section 4.5. Hmvever, one of 
the purposes of this thesis is to investigate the LSI\D result, and if the LSND 
oscillation parameters are correct, section 1.5.3, then the oscillation signal 
1.vill appear in the lmv energy part of the spectrum, so disagreement at high 
energies would not be important. The graph shmvs the reproducibility of the 
uµ. fitting process and the empirical parametrisation ideology. 

Figure 7.2 shows the predicted ratio of vc/vrl events as determined by the 
independent parametrisation divided by the official parametrisation. The 
plot shmvs the excellent agreement bet\veen the t\vo parametrisations in pre­
dicting ve/vw which as explained below, is the value compared to data to 
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extract the oscillation signal. Recall that the z;e / v µ prediction is determined 
from target production distributions garnered from fits to the vµ, v1, and Ve 

data.. There a.re potentially many sources of divergence yet the two separate 
parametrisations agree to within 1 to 2%, a considerable achievement. 

1.2 
AG/ St d Ratio of Ratio AG(N uE/ Nu Mu)/ St d(NuE/ NuMu) 

I ID 6495 1 

1.1 5 -

1. 1 -

1.05 -

.L 
l I 

- r l 
l 

0.95 -

0.9 -

0 .85 -

0.8 I I 

10 

E(GeV) 

Figure 7.2: Ratio of independent over official parametrisation pre­
diction of the z;ef vti ratio at low v. The figure was produced by 
S.R Mishra. 

It is also v.mrth comparing the contributions to the four neutrino spectra 
from the fitted pa.rents. These can illustrate if the neutrino spectra. shmvn 
in the figures arc in agreement because the correct parent distributions a.re 
produced by both parametrisations. The comparison of these contributions 
is especially important for the ve as its prediction can not be checked against 
data. The breakdown of the neutrino parents is given in table 7.1. The z;1i 

and v11 kaon and pion parents are in fair agreement, the minor parents being 
of only secondary importance. For the /Je and Ve all the pa.rents to agree 
fairly ·well between the two parametrisations. 
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- -
Vµ l/ µ lie lie 

Pious: Independent 87.4 84.9 - -

Official 87.2 80.4 - -

Kaons: Independent 12.5 12.3 14.2 69.8 
Official 12.7 14.5 18.4 68.1 

:viuons: Independent NI 2.73 1.15 11.5 
Official 0.001 1.60 1.83 12.3 

KU. 
T,. Independent NI NI 76.1 16.8 

Official 0.1 2.89 71.9 17.6 
Charm: Independent NI NI 8.53 1.76 

Official 0.002 0.55 8.43 1.9 

Table 7.1: The breakdown of the neutrinos in terms of their parents. 
The number quoted is the percentage contribution of the parent. 
Where parenti,; have not been included in the fitting procedure of an 
analysis, NI is placed. 
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The similarities in the comparisons of parent contributions and the excel­
lent agreement of the 11ii and Ve spectra add much ·weight to the case for using 
an empirical parametrisation. The official parametrisation has been shown 
to agree with the independent parametrisation, and as it is fully developed, 
in terms of iterations and systematic studies, it shall be adopted over the 
independent parametrisation for this analysis. The official parametrisation 
·will nmv be compared to the neutrino data. 

7.1.2 Official Parametrisation Com pared to Data 

In the previous section, the official parametrisation '.Vas shown to compare 
·well to the independent parametrisation. As this is knmvn to agree well 
·with the low u data, sec scetion 6.4, the offieial parametrisation now need 
only be compared to high 11 (v > 5 GeV) data. The comparison vvill be 
made graphically in this section, integral numbers from the prediction are 
presented in table 7.2 of the following section, along with those of data and 
KUI3EA1vI. 

The u11_ data and prediction arc given in figure 7.3. The figure shows the 
data is ·well predicted by the official parametrisation in spite of it being fitted 
to low v data. The agreement is partieularly good below 200 GcV, although 
it begins to diverge at higher energies, which recall are not relevant to the 
oscillation search. 

The predicted and measured vµ spectra are given in figure 7.4. This 
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graphs shmvs some scatter, but the overall level of predicted vµ agrees ·with 
the data. 

Fignrc 7.5 plots the Ve prediction against data. The prediction agrees rea­
sonably vvell with the data; certainly better than the prediction of NUBEA\I 
presented in figure 5.18. 

Overall, the official parametrisation well reproduces the high z; neutrino 
data even though it vvas produced from a fit to the low z; data. \Vhilst the 
prediction of the v1i is slightly \vorsc than that obtained with NUBEA\I, 
the Ve prediction is much better. Combined with the agreement vicariously 
shown to the low 1; data in the preecding section, the offieial parametrisation 
is placed as the preferred beam simulator. It is however useful to compare 
the official parametrisation to .\JCBEAM to ensure that there are no drastic 
discrepancies that might point to a fault in either of the two. 

7.1.3 Official Parametrisation Compared to NUBEAM 

Although it is not necessary for the official parametrisation to agree with 
l\UBEAJ\I as much as data, it is important that there are no regions of 
large disagreement. \Vhilst the empirical parametrisation can still fit the 
data despite misrepresentations of the beamline geometry in .\JCBEArvI, most 
of these have been removed so the tvw should now be in good agreement, 
unless there are further problems with XCI3EA.lvI, or the parametrisation. 
Figure 7.6 displays the distribution of 1;?, CC high 1; events predicted by 
l\UBEAJvl with FLUKA 98 and SPY C5.1, and by the official parametrisa­
tion. The ratio shows differences bclmv 5% until 130 GcV, indicating that 
the tvw beam simulators have converged quite well. 

The comparison of predicted vµ spectra. appears in figure 7.7. The back­
ground plotted is that \Veighted by the official parametrisation, however the 
background determined by l\UI3EAIVI is included in its vµ prediction. There 
arc no significant differences between the background samples weighted by 
the official parametrisation and XCBEA.lvI. This also applies to the 1/e and Ve 

background. As expected from fignrc 7.8, showing the ratio of the parametri­
sation and the data, NUBEA.\I and the parametrisation do not agree as well 
as they do in /J µ .. 

The XCI3EA.lvI prediction of the v e spectrum is systematically lmver than 
that from the parametrisation, fignrc 7.8. This is to be expected as NUBEA\I 
was earlier shown to underestimate the data, fignrc 5.18, whilst figure 7.5 
shows the parametrisation to be in fair agreement with the data. Hmvcver 
the shape of the 17e spectrum from the two simulators is quite similar. 

These results are summarised numerically in table 7.2, \Vhich displays the 
integral number of predicted and measured 1/µ; v?, and lie CC high 1/ events. 
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Recall that the data and :tvionte Carlo are normalised to the integral number 
of 11w For I\UI3EAlVI, the other neutrino types are normalised according 
to table 5.5. The official parametrisation normalises vJJj1.1JJ at 0.025. 1.1r)1.111 

at 0.0152 and v,J1.1JJ. at 0.001699, with similarly small statistical errors as 
I\UBEAJvl. The number of YJ/l events agrees well between data. and the t\vo 
simulators; including the background level, as mentioned earlier. Hmvever 
as was apparent in the graphs; the Pe is underestimated by >JCBEAivI; far 
more than by the parametrisation. 

>JCBEAivI Official Parametrisation 
Data :tvIC+I3KGD }IC I3KGD l\'IC+I3KGD ~IC I3KGD 

1.1µ 681714 681713 681713 - 681713 681713 -
- 20386 20488 14392 6096 20838 14810 6028 1J fl 
-
ll e 1725 1531 638 893 1613 737 

Table 7.2: Comparison of the number of high /1 CC events in data 
with the predictions of NUBEAM and the official parametrisation. 

876 

The comparisons between the lie prediction of NUBEA\I and the parametri­
sation is again of greatest interest as a further cross check to recover from 
not being allowed to compare to the lie data. This is presented in figure 7.9 
·which shmvs little difference between the two predictions, adding a great deal 
of weight to the reliability of both simulators. Also shmvn is the predicted 
ratio of ll,)1.1JJ. of the two simulators. fignre 7.10. Again this plot is in the en­
ergy binning that will be used to analyse the data for the oscillation signal. 
seet.ion 7.2. The agreement is within the errors of the 1.le statistics. 

The agreement here means that the simulation of the NCJ~vIAD neutrino 
beam has converged sufficiently. Reliable and reproducible predict.ions of the 
11c spectrum relative to ll11 are being produced. Thus it is now possible to 
begin the oscillation analysis. 

7 .1.4 Official Parametrisation Systematics 

Before the official parametrisation can be included in any analysis, its sys­
tematic errors must be understood. To estimate the size of the systematics in 
the empirical parametrisation process a number of complete parametrisation 
processes \Vere nm to produce new llc/llµ spectra to be compared. These 
investigations were presented in l\/Iishra (2000b); and feature adjustments 
made to the official parametrisation, (the independent parametrisation ac­
tually forms part of these systematic error calculations). 
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The first set of additional parametrisations ·were based on fits from al­
tered NUI3EA:vI geometries; similar to those used in the NUI3EA:'v'1 system­
atic study of section 5.7. The empirical parametrisation is still able to fit to 
the data; despite the effects on the neutrino spectra brought about by the 
changes in the NUBEA:VI geometry. As such, the difference het\vecn these 
parametrisations and the standard parametrisation was less than 1 %, a re­
markable improvement on the systematic errors of I\UBEAl'vI which ·were of 
the order of 4.5-8%. These studies also included repeating the parametri­
sation; originally performed with :.JL"BEAJvI 6.10, with version 6.21, (the 
differences in these versions are described in chapter 5). Again the empirical 
parametrisation shmved negligible variation. 
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\Vhilst insensitive to any errors in the NUBEA~'1 geometry, the empirical 
parametrisation potentially introduces systematic effects of its mvn. These 
include those from the functional form of the parametrisation, the use of 
the SPY data and the reproducibility of the method. The first two points 
\Vere addressed by more sets of parametrisations, covered below. The most 
important point however is the last one, and this ·was the task of the indepen­
dent parametrisation of this thesis. Figure 7.2 clearly shO"wed that the tvvo 
separate parametrisations, that \Vere fitted to roughly similar data sets but 
with their mvn unique programmes, agree very \Vell. As \Vas already stated, 
this is a remarkable achievement considering the degree of isolation in the 
generation of the two parametrisations. The independent parametrisation 
of the last chapter has been an extremely critical check on the empirical 
parametrisation method and its use in the oscillation analysis. 

To answer any concerns over the inclusion of the SPY data, the fit ·was 
reperforrned without SPY, ·with the SPY K/7r values inflated by;)% and with 
the SPY 20, 30 and 40 GeV points being removed. 

The functional form of the parametrisation \Vas also changed. One parametri­
sation was no longer factorisable into x F and JJ'l· terms and another parametri­
sation \Vas different again, and had just 8 para.meters for the kaons. Not every 
form imaginable can fit the neutrino and SPY data, other forms were tried 
for the systematic studies, but the fits did not converge, shmving there is 
physics understanding necessary in selecting a functional form. 

The differences in the ve/vµ spectrum observed between the standard 
parametrisation and these sets of alternative parametrisations, including the 
independent parametrisation, shmved a level of change less than 1.5%. This 
is used as the overall normalising error of the official parametrisation. A 
systematic error must also he included on the Ve flux prediction from each of 
its parents. The errors on K+ and 11.+ arc found by looking at their variation 
in the different parametrisations. These variations are less than 2.5%. As 
80%. of the l/c are from ](+ and 11+, table 7.1, the contribution to the z;c 

flux error is 2%. Charm is not fitted by the parametrisations, as explained in 
chapter 6, and its contribution to the V e flux error arises from uncertainties in 
cross sections and its normalisation. This error has been estimated at 153, 
to be scaled by 2.93%, the fraction of Ve from charm meson decays. Finally 
there is an error from the K?,, which arc normalised with the Ve data and 
use the data of Skubic ct al. (1978) to determine the shape of the spectrum. 
Considering the data of Skubic et al. and the variations in normalisations 
with the parametrisations, the K2 are estimated to have a 15% error. They 
additionally contribute to the error on the ve/uµ spectrum, at an estimated 
53. Both these errors are scaled by 16.83, the K2 contribution to total Ve 

flux. 
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I3oth the errors on the lle/llµ spectrum, and the lie flux from the different 
sources are combined in quadrature. This gives the error on 11ef llµ as 1. 72%, 
and the error on 1.le as 3.25%. 

7.1.5 Benefits of the Empirical Parametrisation 

The empirical parametrisation has been put through a large number of cross 
checks in this section and passed. It has been compared to data, to the in­
dependent parametrisation of the previous chapter and to l\UI3EAIVI. The 
agreement found has strengthened the reliability of its predictions. The em­
pirical parametrisation, through the systematic error study of l\Iishra (2000b) 
is also seen to be a stable prediction, not affected by changes in the NUBEA:\I 
geometry or alterations of the functional form of the parametrisation. These 
key traits indicate that the empirical parametrisation is the preferred predic­
tion to be used in the oscillation analysis. 

7.2 Theory of Small Signal Searches 

The :-JO:\IAD v11 'V'7 Ve search is a small signal search as it is trying to 
ascertain the number of lie oscillated from 11w This is achieved using the 
double ratio of expected to measured ue over 1111 energy spectra. Care must 
obviously be taken when searching for a small signal. The systematics of 
the experiment must be ·well understood and a sound method for extracting 
the signal must also be put in place. It is hard to trust results ·with only 
small deviations from expectation. Two or three sigma effects arc often not 
considered exciting. To combat this a blind analysis can be used to instil 
faith in the result. Further, a nc'v statistical approach to setting limits and 
confidence regions on small signals has been developed to ensure the result 
quoted better represents the measurement made. These techniques will nmv 
be described in application to :-JO~vIAD. 

7.2.1 Blind Analysis and Consequences 

The essence of a blind analysis is that the signal region is not "opened" until 
the rest of the analysis has been completed. Then information from the signal 
region is included and the final result generated, ':opening the box''. This 
result then stands, and no adjustments can be made to it. The strength of 
this analysis technique is that it removes any bias the experimenter may have 
tmvards the outcome of the measurement. If the result of the experiment is 
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unknovvn until the analysis is complete, then the experimenter cannot change 
the analysis to obtain an ans\ver closer to prior expectations. 

It is the policy of NOI\-IAD to be blind in all its oscillation analyses. In the 
IJii "r-7 IJe search, the signal region is the Ve data. Thus no z;e data versus }Ionte 
Carlo energy spectra. can be plotted as referred to earlier. All the other data 
is open for analysis though, and as such, these have been used in the previous 
chapter to understand the beam. Agreement has been reached bet;,vccn the 
beam prediction and the v/i·' v11 and Ve data. Further, the systematic study 
above has showed the resilience to changes in these predictions. 

The consequence of the I\OJ\IAD policy is that no-one can present an 
analysis without permission. There has yet to be an official NCJ~vIAD presen­
tation for the v11. "r-7 Ve search on the entire 1995 to 1998 data. Therefore, in 
accordance \vith >JO:\IAD protocol, this analysis \vill only include the 1995 
data, which was previously used in the presentation of DeSanto (1997). The 
NOl\1AD analysis is being completed novv but there is yet no date set for a 
box opening of the rest of the data. The finalising of the I\O:tvIAD analysis 
is out of the author's control. Currently) the collaboration is ·waiting on the 
refinement of systematic errors of >lTBEAl\I for the latest version. These 
a.re not needed for this analysis as it will use the empirical parametrisation 
as the beam prediction, (one of the goals of this thesis is to show how well 
the empirical parametrisation can predict the data). Further, the use of the 
empirical parametrisation is a major difference between this work and the 
analysis of DeSanto (1997). 

There is no additional \vork required to expand the results of this thesis 
with the 1995 data to include the rest of the data. More importantly, the work 
conducted as part of this thesis, both in checking NUBEA:\I and developing 
an independent parametrisation) forms part of the I\OMA.D official analysis. 
This might be voided hmvever if the full data set is opened) and also prevent 
the author from vwrking further in the I\O:tvIAD z;i, "r-7 Ve analysis. 

7.2.2 Double Ratio and Analysis Binning 

It is difficult to predict the Ve fiux absolutely as this would involve normalising 
all results to some external number like protons on target, which is itself an 
uncertain number. Thus it is determined relative to IJµ.· A.lso, use of the 
ratio of 1Je/1Jµ in the data reduces systematics common to electron and muon 
identification. Thus Reµ is used in the oscillation search: 

(7.1) 
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Reµ as measured in data is compared to the predicted Reµ and hence the 
double ratio. The comparison is ma.de in the variable energy bins defined 
in table 7.3. The data and prediction arc further split into the radial bins 
defined in section 6.3.1, and two v bins, with TJ greater or less than 5 GcV, 
(recall that in data TJ is ta.ken as the ha.dronic energy). Hmv the oscillation 
signal is determined from these comparisons is now explained. 

Bin 1 2 3 4 5 6 7 8 g 1() 11 12 13 14 
J'viin 0.0 2.5 5.0 ,..., -

1.0 10 15 20 25 30 40 50 
,...,-
10 100 150 

l'via.x 2.5 5.0 7.5 10 15 20 25 30 40 50 ,...,-
10 100 150 200 

Table 7.3: Energy binning for Re11 , (GcV). 

7.2.3 Statistical Approach 

The statistical approach "\vill be the unified classical approach proposed in 
Feldman and Cousins (1998). This approach avoids difficulties suffered by 
previously used raster and global scan techniques in setting confidence regions 
and limits on small signals from a Poisson process vvith a background, (the 
situation in ~()}IAD). In particular the approach reduces any over coverage 
of the set limit, ca.used by proximity of the measurement to an unphysical 
region, (in NOIVIAD, this would be fewer events observed than expected). 

The approach also recommends the citing of the sensitivity of the experi­
ment. This is equivalent to the result obtained from an ensemble of identical 
experiments. The sensitivity can also be defined as the limit obtained if the 
measurement equals exactly the expected background. The sensitivity com­
pared to the limit, then supplies a. measure of the reliability of the results of 
an experiment. 

A programme has been set up within I\OJvIAD by G. Feldman and Y. I\efe­
dov, with additional functions specific to the z;1i """"' IJe search programmed by 
D. Shih. It calculates the confidence region or limit as ·well as the sensitivity 
of the analysis according to the approach of Feldman and Cousins (1998). 
Its routines are also used by a number of other neutrino oscillation experi­
ments to determine senstivities and limits. It requires the following inputs, 
distributed in the above binning: 

• Data: Reµ from data. 

• Errors: Energy dependent statistical and systematic errors on Reµ. 

15 
200 
300 
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• Background: Predicted Reµ, (predicted Ve and background divided by 
predicted z;1i). 

• Oscillation contribution to Rep: section 7.2.4 belmv. 

A limit is determined by comparing the signal in the data, to that from 
various simulations using a range of oscillation parameters, (s·in2 (20) and 
6.rn'2 as defined in section 1.4). These are given by the combination of the 
background, (prediction of Rep assuming no oscillations), and the oscillation 
contribution, defined belovv. Thus a. set of oscillation parameters can be 
found that best fit the data., excluding parameters in unphysical regions, i.e. 
negative sin2 (20). A range of para.meters can then be used to set the 90% 
confidence region around the best fit in accordance with the ordering system 
set out in in Feldman and Cousins (1998). 

7.2.4 Oscillation Contribution 

The contribution of oscillations to Rep is determined from the oscillation 
probability I',/µ-we as given in equation 1.25. Firstly though, the dependence 
of this probability on the distance L that the neutrino travels from creation 
to interaction must be integrated out: 

rL m"'" I' J,L 
2 -- . 2 • L .,-,1in 1/µ-Hle(' . 

I'vµ--+vo (E,/, 6.m , sm 2(-1) = ------
Lma~: - L·min 

(7.2) 

where Lmin = 421 m, the distance to KOrvIAD from the end of the decay 
tunnel, (the most upstream a neutrino can be produced), and Lmax = 831 m, 
the distance from the target. After integration, the oscillation probability can 
be determined for any given set of (6.m2

, sin2(20)). 
The oscillation contribution represents the number of Ve expected from 

oscillations, given a probability and knowing the true number of v11. available 
to oscillate. The true number of v11. is simply the data sample, unfolded \vith 
the 1;11 selection efficiency. After applying the probability to the true number 
of v11 the selection efficiency of the 1/e must be applied, to ascertain the final 
munber of 1/e expected in the data, given the oscillation parameters. :-Jote 
that the correction to the vµ from those that oscillate is negligible. This 
procedure is summarised by: 

J.Vdata 

Oscillation contribution = _____!j:__ x I'v --+v µ. 0 
(7.3) 
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The data, background (no oscillations) and oscillation contribution to Reµ 

have all been fixed. It nmv remains to calculate the errors on Reµ in order 
that the signal can be extracted. 

7 .3 Statistical Errors 

KO:tvIAD has collected large samples of neutrino data on which to base its 
oscillation searches. Further, as vvas seen in chapter 4, a large amount of 
l\fonte Carlo has been generated. As such, the TJ1i. 'V'--) 1,;e search should not 
be statistically limited, even if just the 1995 data is used. Table 7.4 lists 
the approximate statistical error in the energy bins for each of the data 
and _\Jonte Carlo samples used in the search. These values come from the 
combined radial bin, \vi th both high and lmv z;. The table confirms that the 
statistics of the samples are good, however, there is a substantial error on 
the TJe data. and the TJe background prediction ·which must be included as an 
error on Rqi. 

Sample Error (%) Included 
v Data µ 0.8 Yes 
vµ :tvlonte Carlo 0.2 Ko 
TJ,,, Data. 10.0 Yes 
TJ,,, _\fonte Carlo 0.4 Ko 
TJ,,, Background 5.0 Yes 

Table 7.4: Percentage statistical errors for the data and Monte Carlo 
samples used in the o:,;cillation search. Abo tabulated ii,; whether 
they are included or are negligible. 

7 .4 Systematic Errors 

Recall that Reµ is being used, rather than comparing the Ve a.lone bet\veen 
the data and prediction, to reduce systematics. The effects that remain are 
discussed below. The systematics, including those of the official parametri­
sation arc then summarised and combined. 

7.4.1 Event Classification 

The size of the systematic errors associated with the event classification of 
chapter 4 must be estimated. This is achieved by observing the variations 
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in the Reµ ·when the event selection criteria (cuts) are changed. Specifically 
two nevv sets of cuts are formulated, \Vith tighter and ·with looser restrictions 
on event selection than the standard set detailed in chapter 4. 

The variations in the cuts arc given in table 7.5. The definition and 
purpose of these cuts can be found in chapter 4. These cuts \Vere chosen as 
they either had a large effect on the signal or the background, see table 4.7, 
could be affected by reconstruction effects, or as the value of the cut \Vas 
chosen only from studies of :\fonte Carlo samples. 

Loose Standard Tight 
TRDPiCon 0.006 0.00;5 0.004 

YRJ < 0.935 0.850 0.765 
f) > -0.825 -0.750 -0.675 

Iviin .tviass (GeV /c) 0.09 (l.10 0.11 
D.Z < (cm) 10 15 30 

Table 7.5: Cuts and their variations used in the systematic error 
studies. 

\Vhen Reµ is compared here, the number of events used is actually the 
unfolded number i.e. the number of events observed in the data, \Vith back­
ground appropriately subtracted for the lJe, scaled up by the selection ef­
ficiency. The observed and background samples from the three selection 
regimes a.re presented in table 7.6 for 1J11. and lJe, together ·with the efficien­
cies. The 1J11 selection is shown to be very robust with respect to the above 
changes to the selection cuts. This is to be expected as the cuts are related 
more to the z;e selection. The tight and loose cuts reduce and increase the lJe 

signal and background as expected. 

7J/l lJc 

Observed Efficiency Observed Background Efficiency 
Loose 1042682 0.793 13599 3415 0.539 

Standard 1041950 0.793 12277 2678 0.518 
Tight 1040878 0.793 10985 2110 0.471 

Table 7.6: Event numbers and efficiencies used to calculate the un­
fr)lded number of vµ and Ve events. 

The unfolded number of events should remain unchanged given reasonable 
alterations to the selection criteria. The unfolded number of lJµ and z;e events 
in data, along \vith their ratio, are presented in table 7.7. The table also lists 
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the ratios bet\veen the tight and loose selected samples vvith the standard 
selection. The unfolded number of vµ is not affected by the changes in cuts, 
as expected from the numbers in the previous table. The Ve samples arc 
different to the order of 2%. 

z;,, lJc fle11 

Loose 1314645 18889 0.01437 
Standard 1314065 18520 0. 01409 

Tight 1313154 18848 0.01435 
Loose/Standard 1.000 1.020 1.020 
Tight/Standard 0.999 1.018 1.018 

Table 7. 7: The unfolded number and ratio of uµ and ue events iden­
tified in the data, using three different sets of cuts, as described in 
the text. Abo tabulated arc the ratios of the loose and tight event 
numbers to those from the standard cuts. 

The variation in the fle11 is used to estimate the systematic errors. The 
loose and tight cuts cause a 2% and 1.8% increase. These shmv that alter­
ations in either direction to the standard cuts have a similar effect on Reµ 

and as such, a 2% systematic error is appointed to the event classification 
process, the larger of the above two differences. 

7.4.2 Background 

The background sea.le, determined in section 6.3.4. will be used in the oscil­
lation analysis. The benefit of the scale is that it accounts for most of the 
differences between the data and simulation. Any systematic error from the 
level or shape of the background should not be greater than the scale itself, 
see table 6.4. The scale for all 1; is used in the search, and so an error of 
8.3% is a.scribed to the background in the Ve signal. 

7.4.3 Electron Selection 

Due to differences between the simulated and real >J(r\IAD data.. the effi­
ciency determined from l\fonte Carlo for the electron identification may be 
incorrect, and so it must carry a systematic error. This error is determined 
by comparing the efficiency of identification of :\fonte Carlo and data elec­
trons. A sample of electrons coming from muon induced 6-ray events in the 
muon fiat top is used. These are collected from the electromagnetic calorime­
ter trigger, (the fiat top and trigger are both described in chapter 2). The 
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sample of 5-ray events is then inspected to see how often the electrons a.re 
identified. This is a. measure of the electron identification efficiency in data. . 
.\Iontc Carlo 8-ray events arc then generated, and a second efficiency was de­
termined. The t\vo efficiencies were then compared, the difference being used 
as an estimate of the systematic error. This work is reported in Flaminio 
et al. (1998); and a second independent study of 5-ray events is reported in 
Krasnoperov et al. (1999). Considering these two reports, a 2%. systematic 
error is placed to the electron identification efficiency. 

Related to this is the electron reconstruction efficiency. This vvas studied 
in \Veber and Hurst (1998). The efficiency was determined by producing 
electron tracks from tracks in the transition radiation detector matched to 
clusters in the preshower and electromagnetic ca.lorimeter. The number of 
these electrons that the reconstruction programme matched ·with drift cham­
ber tracks implies the efficiency. Again, the efficiency from simulation and 
data are compared to estimate the systematic error. The study reports an 
error less than 1. 7%. 

A recent and more rigorous combined analysis of both electron identifica­
tion and reconstruction vvas reported in 1Jishra (2000a). This work claims an 
error as small as 0.4% for the two effects. To reflect this newer \vork and the 
previous two studies, a systematic error of 2.5% on Re11. will be included. A 
smaller error could be used if the .\Jonte Carlo efficiency ·was scaled according 
to the differences found in \Veber and Hurst and Krasnoperov et al.. 

7 .4.4 Energy Reconstruction 

If the energy reconstruction of the real data is not ·well reproduced by the 
.\Ionte Carlo, the ability to search for the oscillation signal in the Rep spectra 
will be impeded. Fortunately, the hadronic energy scale of section 4.5 has 
dealt ·with most of these inequalities. To account for any further discrepan­
cies, an error can be estimated. To obtain this, the data ·was reprocessed with 
a.n energy scale 10% and 20% lower than the standard sea.le determined in 
section 4.5. Re11 was then plotted to ascertain the magnitude of any changes. 
Figure 7.11 shows the comparison of the standard scale to the scale 10% 
lower. The differences are very small, especially in the lmv bins where the 
oscillation signal is expected. Using the 20% lower scale does not increase 
these differences. Summing the bin contents of fleµ from 0 to 50 Ge V gives an 
overall difference of 1.5%, which \Vill be used conservatively as the systematic 
error on the energy reconstruction. 
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Figure 7.11: R e11 determined with the standard energy scale (solid) 
and a 103 lower scale (dashed). 

Summary of all Systematic Errors 
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The global (energy independent) errors on Re1, are listed in table 7.8. This 
table also includes the total error: the combination of the individual errors 
in quadrature. The errors on the background and 11e flux, as well as the 
statistical errors are included bin by bin. 

7.5 Results 

All the prerequisites of the analysis have now been met. A reliable beam 
simulator has been developed, a stable data sample has been classified: and 
the errors on these t\vo are vvell understood and accounted for. It nmv remains 
to open the box, and compare the data and predicted R ew 

Recall that the comparison will be made bin by bin. This includes sep­
arating the data into radial bins. The first four radial bins , defined in sec­
tion 6.3.1 are used, there are insufficient statistics in just the 1995 data to 



224 Chapter 7. Oscillation Search 

Source Error (%) 
Event Classification 2.0 
Electron Selection 2 r: .o 

Energy Reconstruction 1.5 
Empirical Parametrisation 1.72 

Total 3.93 

Table 7.8: The contributions to the systematic error on R eµ-

be able to use the fifth radial bin. The data is also split into two v bins. The 
comparison of R eµ from the 1995 high 11 data and the official parametrisation 
is given in figure 7.12. The data. and prediction coincide ·within the statistical 
errors plotted. 

~ 
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Figure 7.12: R qi from the 1995 high v data (points) and as predicted 
by the official parametrisation (histogram). Only 1:1tatistical errors 
are included. 

The comparison with the lmv 11 data IS plotted m figure 7.13. Again 
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the differences between the data and prediction are \Vithin the statistical 
fluctuations inferred by the error bars. 

7.5.1 
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Figure 7.13: Reµ from the 1995 low 11 data (points) and as predicted 
by the official parametrisation (histogram). Only statistical crrori,; 
are included. 

Measured Oscillation Signal 

Ti) extract the oscillation signal from the above distributions, the data is 
compared to the results expected from an array of oscillation parameters: 
as described in section 7.2.3. Follmving the procedures of this section: (and 
using the programmes of Feldman, Kefedov: and Shih), the data is found to 
contain no evidence for muon neutrino to electron neutrino oscillations. A 
limit on v11 'V"; l.!e oscillations ean be set instead. This limit is presented in 
~1n2 versus sin2 (28) phase space, figure 7.14. This is the 90% confidence 
limit, from the 199;) data only. The 90% confidence level sensitivity is also 
plotted. 

The limit on mixing angle for large ~m2 (greater than 1000 eV2
) is: 
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Figure 7.14: The 90% confidence limit obtained for u11 "0 l/e oscilla­
tions from the 1995 NOMAD data. The phase space to the right of 
the limit contour is ruled out for these oscillations. The sensitivity 
is also included. 

sin:2(W) < 1.9 x 10-:~(90% CL) 

The corresponding sensitivity at large ~rn2 is: 

sin:2(W) < 1.7 x 10-:~(90% CL) 

(7.4) 

(7.5) 

Recall that the sensitivity is the average limit obtained by an ensemble 
of identical l\OivIAD experiments. The limit does not have to equal the 
sensitivity, and can be higher or lmver than it. This limit is comparable to 
the limit of sin2(2B) < 1.8 x 10-3 obtained in DeSanto (1997) \Vith the 1995 
data, given the differences in statistical method used. 
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7.5.2 Significance 

It is of interest to sec how this limit and corresponding cxdusion region 
compares to the allowed region for v11, ..,,,,._, Ve oscillations defined by LSI\D. 
Recall, that due to unitarity arguments, there should be no difference in 
parameters describing v11 """' Ile and v11 """' Ve oscillations. The two regions 
are plotted in figure 7.15. This analysis rules out most of the high .6.rn2 

LSND region at 90% confidence. 
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Figure 7.15: The LSND allowed region for Vµ. ~Ve oscillations (90% 
confidence region shaded light, 993 dark) taken from Athanassopou­
los et al. (1996), plotted with the exclusion region of this analysis. 

LSI\D have revised their analysis, and included a strieter energy cut on 
electrons to remove more background events, see Yellin (1999). These results 
should also be compared to the limit of this thesis, figure 7.16. The re­
analysis by LSI\D has shifted the allcnved region to lower mixing angles, and 
so this vwrk is no longer capable of ruling out the high .6.m2 region. This 
·will be the goal of the continuing NOJVIAD Vµ ..,,,,._, Ve analysis. 
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7.5.3 Future Work 

Detennining the sensitivity does not require opening the box on the l/e data 
and so can be presented >vithout violating NO.MAD policy. The sensitivity 
of this analysis: using the entire NOJ\IAD data set: from 1995 to 1998, ·was 
calculated. The 90% confidence level sensitivity is presented in figure 7.17. 

The sensitivity at high ~m2 is: 

(7.6) 

This is almost a factor of two improvement. It could yet be improved further. 
In light of the of the results in the previous sectioni it is also interesting to 
see hmv the inclusion of the rest of the data ·will effect the ability of the 
analysis to verify the LSI\D result. The revised LSND allowed region and 
the sensitivity from the entire data. set is given in figure 7.18. The figure 
shows that there is an excellent chance of being able to observe the LSND 
signal if it is in the high ~m2 region, when all the N0l'v1AD data is included. 
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Figure 7.16: The LSND allowed region for v11 ,..,.... Ve oscillations, 
(90% and 99% confidence regiom; arc inner and outer contours), 
taken from Yellin (1999) , plotted with the exclusion region of this 
analysis. 
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Figure 7.17: The 90% confidence level sensitivity expected from this 
analysis, using the entire NOMAD data set. 
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Figure 7.18: The revised allowed region of LSND compared to the 
sensitivity expected from this analysi1:1, including the entire NOMAD 
data set. 
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Conclusion 

This project aimed to study vµ """' Ve oscillations requiring the improvement 
of the original beam simulation technique. Also, a ne"\v and novel technique 
for predicting the lJe spectrum was implemented. The prediction obtained 
·with this technique in this thesis is an important cross check in the contin­
uing >JO:\-IAD v11 ""'"' Ve analysis. This ne·w technique allmved a significant 
reduction in the systematic errors of the oscillation search analysis due to 
the beam prediction. 

The search for Vµ """' Ve oscillations in the 1995 KO:tvIAD neutrino data has 
shown no evidence for neutrino oscillations in the high !lrn2 region searched. 
A limit has therefore been set. The 90% confidence limit on the mixing angle, 
at high !lm? is: 

sin2 (W) < 1.9 x 10-3 (90% CL) (7.7) 

The sensitivity of the analysis is: 

sin?(W) < 1.7 x 10-a(90% CL) (7.8) 

slightly better than the limit set. \Vhilst this limit rules out the existence 
of v11 ""'"' ve oscillations in the original LSND high !lm2 allmved region; the 
revised LS>JD region cannot be excluded. This is the task of the ongoing 
KOJvIAD 111i ""'"' 11c oscillation search; of which this analysis forms a part. The 
expected sensitivity of this analysis; using the entire >JO:\-IAD data set from 
1995 to 1998 is: 

sin?(W) < 9.7 x 10-1 (90% CL) (7.9) 

This sensitivity covers the revised LSND high !lrn2 allmved region. and so 
·with the inclusion of the rest of the KO:tvIAD data this analysis \vill be able 
to observe the v 11 """' Ve signal observed by LS>JD if it is there. 
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