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Abstract

The NOMAD experiment is a neutrino oscillation experiment at the CHRN
SPS. The experiment is deseribed with particular emphasis given to the con-
struction and calibration of the Front Calorimeter of NOMAD. The absolute
energy scale 1s determined to he

GeV] = (2.95 £ 0.02(stat) £+ 0.27(sys)) [mip]

[romn comparison of the Monte Carlo siinulation with the data. About 3,500,000
charged current events are [ound (o be uselul [or analysis. The reconsiruction
ol the various kinematic quantites is shown Lo be in good agreement with the
Monle Carlo prediction. The eunergy resolution of the 'CAL is estimnaled fo
be

(0.1)

The production of charm quarks via the formation of opposite sign dimuon
events in neutrino interactions is investigated. Analvsis of the opposite sign
dimuon data yields determinations of the charm quark mass, the strange sea
content of the nucleon and the average semileptonic hranching ratio. An
opposite sign dimuon sample of 4,953 events 1s reconstructed from the sam-
ple of charged current neutrino interactions. Aflter accidental overlaps ol
beamn muons with charged current events have been eliminated, 35 % ol the
sample, aller cuts, are [ound to be background events [rom muonic hadron
decays and hadron punchthrough. The numbers of neutrino and antineutrino
induced opposite sign dimuon events, alter background sublraction, are es-
timated to be (2966 + 236) and (263 4 21) respectively. FADE, a dedicated
dimuon simulator of dimuon interactions in the FCAL is constructed. T'his
is shown to describe the dimuon data well. Using FADE, the rate of opposite
sign dimuon production with respect to the production of charged current
cvents is measured to be (4.11£0.05) x 107% after correction for experimental
acceptance.

The charm quark mass, the strange sea content of the nucleon and the av-
erage semileptonic branching ratio are estimated to be 1.3702 162 0460021012
and 0.095 £ 0.00715015 repectively. Suggested improvements on and exten-
sions to these results are then discussed.
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Preface

This thesis is a report of work carried out for the degree of Doctor of Phi-
losophy at the University of Svdney in the Falkiner High Fnergy Physics
Department. 1t deseribes the NOMALD experiment in general and the con-
struction and calibration of the NOMAD Front Calorimeter in particular.
Data taken with this detector is then analysed for the presence of oppo-
site sign dimuons and several charm production parameters are determined
within the framework of Leading Order QCD.

The first chapter deseribes the phenomenon of deep inelastic scattering
in general and charm quark production in particular.

Chapter 2 describes the NOMAD experimenti. The theory of neutrino
oscillations and techniques for oscillation searches are detailed, [ollowed by a
description of the WANT beamn line at the CIERXN SPS, the NOMAD detecior
and the NOMAD so[tware environiment.

Chapter 3 [ocuses upon the I'ront. Calorimeter of NOMAD. The construc-
tion of the calorimeter is outlined and the energy calibration is discussed.

A study of muon identification begins Chapter 1. The selection of 1/1(5(7
cvents is then digscussed and the reconstruction and resolution of the various
kincmatic variables is deseribed. An estimate of the energy resolution of the
Front Calorimeter is presented and a cross check on the calibration carricd
out in Chapter 3 1s investigated.

Chapter 5 describes the algorithm developed for the recognition of oppo-
site sign dimuon events, Selection efficiencies are calculated and the back-
ground subtraction method is discussed. The issue of whether the NOMAD
Monte Carlo program adequately simulates the kinematics of charm quark
production is investigated and an allernative Monte Carlo program proposed,
construcled and tested. Tinally, the observed rale ol opposite sign dimuon
L0 ufc produciion is measured and compared wilth previous experimeunts.

Chapter 6 ulilises the data discussed i Chapter 5 lo determine several of
the charm production parameters. The mass of the charm quark, the strange
content ol the nucleon sea and the average semileptonic branching ratio are
determined. Opportunitics for expansion upon the present study are then
listed and discussed.
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Chapter 1

Theory

1.1 Introduction

Over the last three decades experimental and theoretical ellorts to understand
the [undamental constituents of matter have condensed into a theory called
the Standard Model. This theory, mitially devised by Glashow, Weinberg
and Salam [1], includes the unilied theory ol electroweak interactions and the
theory of strong interactions, Quantum Chromodynamics. Many excellent
texts describing the Standard Model in detail are available [2, 3, 4] and so
only a brict discussion of the structure of the theory will be made here.

The Standard Model presents a rather simple picture ol the structure of
matter. All [lundamnental interactions occur between spin—% [ermnions. These
are eilher leplons, which do not experience strong inleractions, or guurks,
which are the [undamental constituents ol all particles which interact via the
strong [orce {(and which are collectively known as haedrons). The [ermions
arc grouped into three generations as shown in Table 1.1. Ordinary matter
is madce up of fermions from the first generation. The second and third gen-
crations arc cssentially higher mass' analogues of the first. All the fermions
arc associated with their respective anti-fermions which have the same mass
but opposite quantum numbers.

The lermions interact with each other through the exchange of spin-1
gauge bosons. These are listed in Table 1.2 All fermions interact weakly
via the exchange of the massive WE and 7" particles. Electrically charged

TQiark masses cannat be measured directly and must be inferred from their influence
on hadron properties. As a resull the values of the quark masses depend on how they are
defined. The definitions can be broken into two broad classcs 1 “constitucnt”™ magscs in
which the quark masses are delermined [rom hadron mass spectra, and “currenl” inasses
where the masses cnter as parameters in the the QCD Lagrangian. The values shown in
T'able 1.1 are current masses.
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Quarks
Flavour Electric Charge {e) | Mass (MeV/c?)
First Up (u) +2/3 7z
(eneration Down (d] -1/3 re T
Second Charm (¢} +2/3 = 1, 500
(Generation Strange (s) -1/3 2= 200
Third Top (t) +2/3 = 180, 000
Ceneration Bottom (b) -1/3 2 4, 700
‘ Leptlons

Flavour

Eleetric Charge (o)

Mass (MeV/c?)

st e-neutrino (v.) 0 < 0.007
Generation | [lectron (e) -1 0.511
Second pneutrino (17,) 0 < .27
(leneration Muon (g ) -1 0.105
Third r-neutrino () 0 < 31
(eneration Tau (7) -1 il

Table 1.1: Common properties of quarks and leptons. Note that the existence

of the 7-neutrino has not been experimentally verified.

Interaction Relative Strength | Mediator | Range ()
strong 1 eluon < 1071°
electromagnetic 102 photon o
weak 10-° Z9 and W 1p-1#
gravily 1o~ graviton o

Table 1.2: Mediators ol the [undamental interactions
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fermions may also interact electromagnetically through the exchange of a
photon. [Minally, quarks interact strongly by exchanging the mediator ol the
colour force, the gluon. Gravity is assumed to be mediated by the graviton,
but the gravitational coupling is negligible at accelerator energies and will
not be discussed [urther.

Although the predictions of the Standard Model have been confirmed
i1 experiment upon experiment, 1t cannol be the ultimate description of
matter and its interactions. A numnber of questions have yvel to be answered.
Tor instance, the apparenl redundancy ol the three [ermion generations 1s
not understood, nor is the patiern ol fermion and boson masses (although
there is currently the hope that the Iligegs mechanisin can account for the
phenomenon of particle mass, even if it cannot predict the absolute values).
Another problem is the small asymmetry ohserved between the properties of
matter and anti-matter, related to CP violation, which the Standard Model
can accommodate hut cannot explain.

Whatever the problems, there 1s no doubt thal the Standard Model 15 a
major step towards understanding matter. It is hoped that as accclerators
rcach higher energics and results become more precise, new physics may point
the way to understanding some or all of the currently unanswered questions.

1.2 The Description of Neutrino-Nucleon Col-
lisions

Necutrinos make excellent probes of hadronic matter. They are structurcless,
comparatively casy to generate in accelerators and their electroweak proper-
tics arc well understood. One of the common methods of studying hadrons
at the quark level is by investigating the collisions of neutrinos with protons
and neutrons in a fixed target. Before further discussion of such interac-
tions. it is useful to introduce the common variables used to describe deep
inelastic scattering events 2. Figure 1.1 shows the lowest order Feyvnmann
diagram of the neutrino-nucleon scattering process. In the diagram &* and
[* are the four-momenta of the incoming neutrino and outgoing lepton re-
spectively, ¢* 1s the Jour-momentuin translerred o the hadronic system, P*
is the 4-momentum ol the nucleon, & is Bjorken x (see below) and W* is the
[our momentum ol the outgoing hadronic system.

Measurement of these 4-vectors allows the determination of all the kine-
matic quantities of the v, — N scattering process:

2 - g - - - . .
“Here and in the following discussion we assume that the event involves a muon neutrino
interacting with a nucleon and that the subsequent ontgoing lepton is a muon.
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[+
k#

xz P*

WH

P#

Figure 1.1: Leading order diagram for deep inelastic lepton-nucleon scatter-
ing.



1.2 The Descriplion of Neutrino-Nucleon Collisions 5

¢ Square of the centre of mass energy :

s=(k+ PP =2MnE, + MY = 2My K, (1.1)

where the nucleon mass has only been retained to first order and
the four-momentum dot product has been evaluated in the laboratory
[rame.

¢ Energy transfer to the hadronic system :

g

=L, —L, (in the laboralory [rame.) (1.2)

¢ Square of the 4-momentum transfer to the hadronic system :

=0 = —(k— 1)2 =2 (Kl — |p|Eocostl) — m?
(1.3)

where £ is the energy of the outgoing lepton and 4 is the scattering
angle between the outgoing lepton and the incoming neutrino in the
laboratory frame. If the mass of the lepton is neglected then F; =~ p
and Equation 1.3 may be expressed in the more common form

z L {f .
() = 4F, Fysin? (E) (1.4)

¢ Bjorken scaling variable z5; :

Q0 Q

e = = 1.-'
R ArT-F g 2Myv (1.3)
¢ Fraction of energy lost by the neutrino (Bjorken y):
P.
Yu; = P—g = }% (in the laboratory frame.) (1.6)
¢ Square of the invariant mass of the hadronic system :
Wi=(qg+P)=M,+Q(——-1) ( 17)

LB

In a [rame in which the nucleon 4-momentum is much larger than the typ-
1cal transverse momenta ol its constituent quarks (the “infinite momentum
[rame” ¢[. Section 1.4) the scaling variable @ g, represents the [raction ol the
nicleon momentum carried by the interacting parton. The yg; variable is
rclated to the scattering angle of the outgoing lepton in the neutrino-parton
center-of-mass system.
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1.3 The Charged Current Neutrino-Nucleon
Interaction

This section outlines the important details of the charged current neutrino-
nucleon scattering cross section. A full derivation may be found in Reference
[5]. In the [ollowing, unless otherwise specilied, “natural” unils in which

h=c=1 (18)

arc uscd.
The inclusive, spin averaged, cross section for neutrino-nucleon scattering
may be written as

I G ML \'E
dQdk,  (2m)?

—EL W™ (1.9)
e . - s ¥ .r
ME +Q2) F,

where G is the Fermi constanl, My is the W boson mass, I5, ( £, ) is the
energy ol the incident neutrino ( final state muon } and d€2, is the solid angle
element into which the muon scatters. The lepton tensor, L, 1s completely
calculable and is given by :

S L L "R N L0 A S P 8 (1.10)

where the contribution from the last term is positive for v and negative for
7 interactions.

T

The tensor W describes the dynamics of the nucleon-boson interaction.

It is not currently possible to calculate the form of this tensor from first

L

principles. Generally, however, W' must be a function only of the available
4-veclors P*, the 4-momentum ol the incoming nucleon, and ¢, the invariant
mormentuin transfer, The most general expression lor W involving tensors

construcled [rom these 4-veclors is :

() 3 (1
W n(: Py (,qﬂg _ % f-*’) H,I( )

e
1 Pq Py (T
+ IVE (p:.r - Ed:m) ('P:‘E - ?(]5 I"If'z( )
- 57( s g W) 1 A o o AT
papz b P 4 s Ap2 dedstha
! T l (v I
¥ 7(?}wq’a + qﬂp"j)u5( ) + 7(}70‘ 95 — QQP,‘:‘»’) Hb[ . ( I.1 l)

M2 M2
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Wi to Wg are dimensionless functions of the independent Lorentz scalars
p-qand g-q. When contracted with the leptonic tensor (Equation 1.10) the
terms proportional to Wy, W5 and Wy in Equation 1.11 become proportional
Lo the mass ol the outgoing lepton and are usually discarded. The resulling

cross seclion has the [orm

o | T

Eo"@¥ 2 MR N L0 e ‘ .
: = B2 | — W ) deos? (o)W + 2sint (o)W £
A, dE, (1) #(;145[,+c32) gty ot

(B, + B . 40
st
17, 2

Wi;’("]} (1.12)
where I, 1s the energy of the outgoing muon and 4 1s the angle ol the oulgoing
muon with respect to the direction of the incoming neutrino in the centre of
momentum frame.

It is convenient to express this differential cross-section in terms of the
kinematic quantities defined in Equations 1.1-1.6.

Pt Pl it
ME + ()2 2 AR € Q%) +

Eo'®X  ME, ( Mi \'f., &
dedy T

+ 15" (2, Q%)y (l - %)} (1.13)

where the structure functions in Equation 1.12 have been replaced by the
cquivalent, and more commonly used. functions

W, =F
VW,
oo (1.11)
Uﬂf’rg
S
M :

In principle Equation 1.13 contains twelve structure functions, three for
each of the vp, vn, 7p and Tn interactions. This number may be reduced by
making assumptions about the structure of the target nucleon.

The basis of the most successful model of nucleon structure devised to
date, Quantum Chromodynamics (QCD). is the Quark-Parton Model.
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1.4 The Quark-Parton Model

In the Quark-Parton model the incoming lepton scatters, inccherently, off
point-like spin—% partons within the nucleon. This scattering is generally
conceptualised in the “infinite momentum”™ frame in which the nucleon 3-
momentumn is very large and all masses can be neglected. The scattering
process, as seen in this [rame, is shown in Figure 1.2, Suppose thal in the
hadron rest [tame the rale al which partons interact with each other 1s char-
acterised by a time 7. As a resull of the boost {o the inlinile momenium
[rame, the relalive velocity with respect o the laboratory [rame of which is
close 10 ¢, the interaction lime becomes 7% = 7(1 — v%/¢3) 712, substantially
larger than 7. Since the time an incoming lepton takes to cross the nucleon
is on the order of the nucleon size, which has undergone Lorentz contrac-
tion during the boost and is consequently much smaller than 77, the lepton
observes the collection of partons as being essentially free. This mechanism
allows the structure functions to be expressed as the addition of probabilitics
of scattering from single free partons without the complication of having to
consider parton-parton coherence effects.

After the collision the scattered quark must recombine with the spectator
gquarks. The basic assumption in the theory of deep inelastic scaltering is
that the time taken to form the [inal hadronic system is much longer than
the lepton-parion inleraction time and can be treated as a process entirely
separate [rom the nitial scatlering.

This model makes several predictions which arc in good agreement with
current experimental results. The most important of these are :

e Scaling: In 1969 Bjorken[6] used the guark-parton model to predict
that the structure [unclions would be independent of any momenium
scale entering into the deep inelastic process. In the limit * — oc
and v — oc such that xp; remains finite (known as the Bjorken limit )
it was proved that

Fix,Q%) — Fiz) =123 (1.13)

If the quarks in the nucleon were non-interacting, Bjorken scaling would
hold over the entire range of ?. However, experiment has shown
that the structure functions depend, weakly, on @? (known as scaling
violation). This dependence is characteristic of quark-quark and quark-
gluon interactions and is a prume signature of gluon emission.

e Callan-Gross Relation[2]: If the neutrino and antincutrino were to

scatter completely off spin % nucleon components then in the Bjorken
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EP

nucleon

(a)

O hadronic debris
nucleon /

(b) (©)

Figure 1.2: Schematic parton model picture of deep inelastic scattering. (a)
The boost to the infinite momentum frame compresses the nucleon into a
flat pancake and slows down the partons within the nucleon. The partons
are essentially “frozen” during the interaction, allowing the lepton to interact
incoherently with one free parton (b). As the scattered lepton recedes, the
fragments of the nucleon recombine to form the hadron shower (c¢). This
occurs on a time scale much longer than the initial collision.

limit
20 Fy(x) = Fy(x) (1.16)

This relation is not an exact one and only holds in the approximation of
the quark-parton model. In reality this relation is broken by the pres-
ence of spin-1 gluons and by higher order non-scaling QCD processes.
The exact relationship is conventionally written as

1‘|’Q2/V2)

1.17
1+ R (L17)

20 Fi(z) = Fy(x) (

where R is defined as the ratio of the longitudinal to transverse W
boson absorption cross sections.

For the purposes of the following discussion exact Callan-Gross be-
haviour is assumed.
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In the quark-parton model the quark and antiquark probability densities
are delined n terms ol the individual quark densities. Denoting the densities
ol the up, down, sirange and charm quarks by w(x), d{z), s(@) and )
respectively , the quark and antiguark momentumn distributions [or neatrino
and antineutrino scattering ofl a proton Largel arve

rg?T(a) = wd" (2) + 26" (2)

.1.'(,"”]1:(; g ) = ;Eﬁp(_;tf) + ;Lci(w;) 1.18)
xg™ () = zu' (x) + x¢ (x) '
G () = ;L‘EP(;L‘) + a3 ()

where the 1/(7) superscripts refer to the quark or antiquark content seen by
a uentrino {antineutrino) probe.

Strong isospin symmetry and the assumption that the sea quark momen-
tum distributions arc identical to the sea antiquark momentum distributions
suggest that the neutron parton densitics may be written in terms of the
proton quark densities

(1.19)

Using the incoherence property of deep inelastic scattering the structure func-
tions may he expressed as lincar combinations of the quark densities

Fy () = 2¢"™(2) + 2g" M ()

e i (1.20)
PN PNy PN /

ey () = wq” M () — 2" M)
and so the double differential cross section [or neutlrino scattering oll a pro-
ton or neutron ltarget may be writlen in terms of the quark and antiquark
momnienturn distributions

EoP™) 2 ME (ML N[/ L, May -
——= e | [~ g1 — 55 27 ")
dady 7 Mg + Q2 2K,

May =T | [
o iy N it 6
T (l ok )Jq (x)| (1.21)
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and for antineutrino scattering

PN PME, (M T , M ,
— = P (1P 2 g™ ™)
drdy T ME + Q7 28,

[n the case of a target in which the numbers of protons and neutrons are
uncqual { referred to as a “non-isoscalar”™ target ) the total double differential
cross section is taken to be the weighted average of the contributions from the
different target types. Specifically, if 7 is the number of protons in a target
nucleus and N is the number of neutrons, then the total double differential
cross section is taken to be

dzgu(ﬁ) 1 ) dzgz;(ﬂ)P v d_zgz;(?)N
dedy — Z+N

] 1.23
dady - daxdy ( )
In an isoscalar target, Z = N, and Equation 1.23 sumplifies to be the average
of the differential cross sections from protons and neutrons.

1.5 Charm Quark Production

In the first approximation, charm production by neutrino deep inclastic scat-
tering is a special case of Equation 1.21% According to the Standard Model
the presence of a charm quark in the final state requires that the struck quark
be a d or a s quark. In neutrino interactions this implies that the structure
funetions take the form (c.f. Equation 1.20)

20k = 2 b = (| ViugPd(z) + |V [*s(2)) (1.21)

where the Cabibbo flavour mixing has been made explicit by the inclusion of
the Cabibho-Kobayashi-Maskawa (CKM) matrix elements |V, | and |Vi,|. In-
scrting these structure funetions into Equation 1.21 and assuming an isoscalar
target, massless charm quarks, the Callan-Gross relationship (Kquation 1.16)
and neglecting the mass of the proton the double differential cross section
for charm production is :

d?eavF B (TQ M Hu M 1(%[ 2 |I,
dedy 2w M2+ Q2 ed

‘es(z)

(H25)

2(.1""1(1’-) + wulx)) + 2|V,

3Unless otherwise specified in the following discussion decp inclastic scattering of neu-
trinos 18 assumed. The antineutrino case is completely analogous.
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If charm quarks were massless this would be the final cross section. How-
ever, the correct inclusion of massive quark ellects introduces complications
into the treatment outlined above. At leading order in QCD, the mechanisin
used to account lor heavy quark ellects is referred to as “slow rescaling”.

1.5.1 Slow Rescaling in Heavy Quark Production

The slow rescaling mechanisim was developed by Georgi and Politzer [7] in
order 1o present a correct account ol kinemaltic eflects arising [rom nou-
negligible masses in perfurbative QCD. Their proposition was that the struc-
ture [unctions do not scale with g, but rather with

sz 2
L= ( = ) (1.26)
ZMpV N 4 /(1+ Q72 /1?)

where

207 = QP+ mi —mi + (Q"‘ + 2% (m3% + m3) + (mi — m?)g)

(1.27)
The struck guark mass is g, the produced quark is mg, the proton mass
is M, and (J* and v have been introduced in Section 1.2. In the case of
charm production sy can be set Lo zero and so, in the limit that Q% 3 M,
Fquation 1.26 reduces to

L2

Tt :
- I Y40
£ = g 1.28)
) 2M,v (

A more physically intuitive derivation of the same result may be carried oul
by imposing the condition thal the produced parton be on its mass shell, If
the struck quark carries momentum &P where P is the 4-momentum ol the
nucleon and interacts with a W boson of momentium ¢ then the mass shell
condition 1mplies that

(P +4)° = mp (1.29)

When Eqguation 1.29 1s expanded one [inds that

v ] (2? + m%
e | — T4+ ==
‘ M, ( ( t 12

2 2 )
49 I (1.30)
M 2Mop

m
2M,v
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and so, in the case of heavy quark production, Equation 1.26 may be seen as
arising [romn 4-momentum conservation at the gquark-boson vertex.

Slow rescaling may now be used Lo introduce the proper treatment ol the
charm quark mass threshold into the charm production cross section. The
procedure mainly consists ol replacing » by € in the structure [unclions and
parton densities,

FQ(I. Qz) — F?.(é (22)

[Fg(j, Qz) — éEF?(Ea (1?2)

These are inserled into the charged currenl cross section Lo yield
LN M, ME N[22 42
dedy T ME + @
Maxy
2L,

(1.31)

ST 1’(17).4\"- B oE

Fi6, 07 (1-v-

) o %fF;(Tx)N(fs Oy (1 — g)} (1.32)

Writing the structure functions as lincar combinations of the quark densities
as before and changing variables from (x, Q%) to (£, Q?) allows the charm
production cross section to be expressed as

dgo_m\f _ G2 ﬂfvaé
dfd‘y B )

(& Q)+ d(€,Q7) [Vaal® + 2506, QP)IVu ]

_ TY Mary My _
(l—y+?+l(l—y— 2E1,)_2Ep (1.33)

for neutrine interactions and

oV (PMELE
dédy 7@

(w6 Q%) + d(,0%) Vaal” + 2506, Q) Ve

Ty My My o
l—y+—4+I(l—y— - 1.34
( A T T Bt

for antineutrino events.
In Equations 1.33 and 1.34 the variable I' is introduced to take the exact
Callan-Ciross relationship into account and is written as (¢.f. Equation 1.17)

1+ £ .

Kinematic limits for £ and y may be derived from the requirement that
)? be greater than zero and that the invariant hadronic mass, W2, be larger



14 Chapter 1. Theory

than the square of the sum of the charm mass and the nucleon mass :

Q% >0

. . . 1.36
W2 > (m, + My)? (1.36)
These limits are
mn? _
e o
2ME, —° ol
o+ M)? — M (1.37)
g S — <y<l

2ME,

1.6 Opposite Sign Dimuon Production

The double dillerential cross seclions derived in the previous section only
describe the production of a charm quark in neuilrinonucleon interactions.
In opposite sign dimuon production the charm quark must [ragment o a
charmed hadron which then decays semileplonically, resulting in two oppo-
sitely charged muouns in the final state: the primary muon which comes [rom
the lepton vertex and the secondary muon [rom the semileptonic decay.

The fragmentation process describes the recombination of the charm
quark with an antiquark from the nucleon sca. It is conventionally repre-
sented by a fragmentation function, /}{z), which specifies the probability
that a given charmed hadron will carry a fraction =z of the momentum of the
initial charm quark. The choice of form of (=) will be discussed further
in Chapter 5. In the quark parton model the fragmentation function is fac-
torised from the double differential cross section for charm quark production.
This is not true in higher order QCD theory.

The final double differential cross section for dimuon production at lead-

ing order in QCD is

FolvN — p~ptX)  PolvN — en™)
dedy h dédy

D(=YB.le = ptv,X)

(1.38)
where the factor B.(c = 7w, X} is the probability that the charmed hadron
will undergo a semimuonic decay. The leading order diagram for the dimuon
production process is shown in Figure 1.3.

some conclusions may be drawn from the form of the dimuon double
differential cross section

o The CKM matrix clement |Vi4|? is much smaller than [V, |* ( [Vi]* =
0.0481 as opposed to |V..|* = 0.9191). This, coupled with the approxi-
mately equal numbers of down and strange quarks in the nucleon seca (at
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nucleon

Hadronic shower

Figure 1.3: Quark-level diagram of charm production in neutrino-nucleon
deep inelastic scattering. The primary muon comes from the lepton vertex
while the secondary muon comes from the decay of the intermediate charmed
hadron.

least up to a factor of two) implies that roughly 90% of the anti-neutrino
induced anti-charm dimuon events originate from 7 scattering off anti-
strange quarks in the sea. The result of this is that the anti-neutrino
induced dimuon event zp; distributions are extremely sensitive to the
shape of the strange quark momentum distribution, providing a means
for the extraction of the strange quark density.

o The slow rescaling mechanism naturally includes the mass of the charm
quark. The zg;, Q* and E, distributions should, therefore, be sensitive
to this mass.

In recent years attention has become focussed on the formulation of neu-
trino charm quark production in Next-to-Leading Order (NLO) QCD. Dis-
cussion of this work may be found in references [86, 87, 838, 89] but is outside
the scope of this thesis.



Chapter 2

The NOMAD experiment

2.1 Introduction

The NOMAD' (WA96) is an experiment approved in Seplember 1991 to
search [or v, — v, neutrino avour oscillations in the CERN wideband neu-
trino heamn. NOMAD can also partially explore the parameter space sug-
gested by the LSND collaboration for the v, — v, oscillation channel[8].

2.2 Neutrino Oscillations

The question of whether neutrinos have mass is one of the outstanding prob-
lems in particle physics. The Standard Model, in assuming that right handed
neulrino components do not exist, implicitly sets the neutrino mass Lo zero.
Nevertheless, most extensious of the Standard Model predict the existence
of massive neutrinos[L1]. One ol the more promising avenues of investigation
inlo neutrino properties 1s the study of neutrino oscillations.

It is well known thal guark [avour eigenstales are nol ideutical to the
mass eigenstales, giving rise Lo the instability ol strange hadrons aud such
phenomena as strangeness oscillations in the K — K9 system. T'he weak
cigenstates are related to the mass cigenstates through the unitary Cabibbo-
Kobayashi-Maskawa (CKM) matrix. In a similar way, if ncutrinos arc as-
sumead to be massive and mixed then a neutrino weak cigenstate with flavour
ala = e, p,7) can be expressed as a lincar combination of neutrino ficlds

with definite mass (2 = 1,2, 3)[12]

By = EUM i (2.1)

'Neutrina Qscillation M Agnetic Detector

16
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where {7,; 1s a unitary mixing matrix.

[f {/,; containg non-diagonal clements then a neutrine of a given Havour e
at time ¢ = 0 may change into another flavour during propagation. It should
be noted that the following simplified description of neutrino oscillation the-
ory 1s only valid when the neutrino is propagating through vacuum.

Using {/,; one may write the state of a neutrino of flavour o after a time
interval 1 as

I
o

b1y = Z G FE—E0 7 | ;)
)

The probability of observing a neutrino of flavour 7 at time t is then

Plua = ws) = |{wslvalt))|? (2.3)
— | Z Gz—(ﬁi‘ffﬁi, l')f-"rm'l--’!.;,@|2 (2] )

t

S A L A LR
7

t

where the fact that (u4|v;) = d;; has been used.
Relativistic neutrinos have |p] 3 m; and so their energy may be approx-
imaled by

2 2

: 11 1
L= +m? = p+ _2]; = op+ _2!:', (2.6)

where here, and below, natural units in which ¢ = i = 1 have been used.

With the approximation of Equation 2.6, Equation 2.5 becomes

o

Amy
; # ® g ——ly o =
P(I/U. — I/;:-]) = Z Z ["(_[ft.{(ﬂL-fo_jil';}j‘.’; & N (2 i )
ES
where Am?. = m? —m? is the difference betwoen the squares of the mass

cigenvalues.
In the case of two-llavour mixing® the unitary matrix /,; may be writlen
as

lwo llavour mixing is an approximalbion to the more general (hree lavour mixing
scheme. It 1s, however, mathematically simpler to describe and will be used for the pur-
poses of this discussion.
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[
o #)
~

. . cosf  siné )
b==0 (—sinl‘) cosﬂ) (2

Substituting Fquation 2.8 info Fquation 2.7 and considering only the real
< i . .
part onc can write the expression for Py, — v4) as

: : T & O
Py, = vz) = sin®(26) sin® (,T )

Juse
where the oscillation distance L., 1s delined by

Amk 2AS(K/GeV) o
Lo = = : _ 210
i A, (A, /eV?) [ ( )

and [ is the distance between the neutrino source and the detector. T'he
oscillation distance defines which region of the log{ Am?}-log(sin® 20) plane
any particular experiment 1s capable of searching. Oscillatory behaviour
becomes important when

L~ Lo (2.11)

In order to be sensitive to very small Am? an experiment must have L large
and F small. Experiments hased on detecting oscillations in solar neutrinos
are ideal. Such experiments typically have L ~ 1 x 10" m and F ~ 1 MeV
giving a sensitivity to Am? at the level of approximately 1 x 107! (e\«"/c)%
These type ol experimnents are referred 1o as “long baseline” experiments.

Short baseline experiments, with £ =~ 1 km and £ =~ 10 GeV are sensitive
to Am? ~ 10 (eV/ c_)g. These are usually accelerator experiients.

Resulls [rom neutrino oscillation experiments are presented i the form
of a limit plot. Assuining no oscillation signal the oscillation probability
(Eguation 2.9) can be used to form conflidence regions in the log{ Arn?)-
log{sin® 20) plane. A typical set ol limit carves for accelerator experiments
is shown in Figure 2.1. The region to the right of the curves are excluded at
the 90% confidence level. The curves for NOMAD[9] and CHORUS?[10] arc
shown.

3Cern Hybrid Oscillation Rescarch apparatUS. CHORUS is a neutrino oscillation cx-
perimnent upstream from NOMAD. In order thal 7 meson decay can be directly observed,
the CHORUS tracking detector and target is constructed from plates of nuclear cmulsion
which has extremely good spatial resolution (see Section 2.3).
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Figure 2.1: Limits on neutrino oscillations set by a number of experiments.
The curve attributed to NOMAD is described in reference [9]. The areas of
phase space to the right of the curves is excluded.
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2.3 Search For Neutrino Oscillations

Assuming that the intrinsic - content of the neutrino beam is extremely
small, the observation of a 1, charged current interaction 1s a sure indicator
that favour oscillation has occurred between the neutrino target and the
detector. Such an nteraction is tagged by observation ol the decay ol the
resulling primary 7~. Two approaches [or the detection of the 7= decay are
being investigated al CIERN.

¢ Detection of the 7~ decay vertex

The 7~ has a proper decay lenglh of ¢7 = 88.6 . Ilence, the decay of
the 77 will take place al vertex separale [rom the primary production
vertex. In the case of the purely leptonic decay 77 — p .77, the decay
will appear as a kink in the primary lepton track. With a high preci-
ston tracking detector this kink and the associated impact parameter
of the decay lepton with respeet to the primary production vertex may
he measured. This approach is being followed by the CHORUS expor-
iment which uses nuclear emulsions as its target and tracking detector.
Detectors following this approach require a position resolution much
better than the typical decay length. Since the typical decay length of
a 7~ 13 on the order of 1 mun, this requirement precludes the use of this

method in NOMAD.

¢ Reconstruction of the v~ decay kinematics

The 77 may also be identified by its decay kinematics. Since any decay
will involve an outgoing 1, which will not be detected the momentum
halance of the ohserved final state particles will be disturbed. If the
directions of the final state particles and the incoming neutrino arce
known, the missing momentum in a plane transverse to the heam axis
may be measured. Cuts on various kinematic variables are used to
isolate 1, interaction candidates. The NOMAD experiment follows

this approach.

The principle of kinematic tagging of 7= decays is illustrated in Iigure 2.2.
The missing transverse momentum vector, in principle, can be reconstructed
in any event. T'wo main difficultics arisc :

e Neutral Hadrons : Photons resulting [rom z° decays are precisely
measured by an clectromagnetic calorimeter. However other neutral
hadrons (n. K2,...) may only he detected by a hadronic calorimeter

with (usually) a relatively poor energy resolution. Frrors in the energy



2.3 Search For Neutrino Oscillations 21
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Figure 2.2: Kinematic configuration of background and signal events in the
plane transverse to the neutrino beam axis for leptonic decay channels of the

T .

measurement and untagged neutral hadrons generate their own missing
transverse momentum.

¢ Experimental Resolution :  The finite experimental resolution,
arising from such effects as tracking inefficiencies, misreconstruction of
events with complicated topologies and residual motion of the nucleon
(Fermi momentum) introduces an experimental fake p*s.

Two variables may be defined:

o &, : The angle between the momentum vectors of the outgoing lepton
and the hadronic jet in the plane transverse to the incoming neutrino
direction.

o &, : The angle between the momentum vector of the hadronic jet and
the missing momentum p7**** in the plane transverse to the incoming

neutrino direction.

A mismeasurement of the direction of the hadronic jet is generally randomly
oriented in the transverse plane. In contrast, the p*** resulting from the non-
detection of neutrinos in a 7 decay is strongly correlated with the direction

of the lepton. This behaviour may be summarised by the distributions of
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Figure 2.3: Schematic layout of the WANF beam line pointing out its main
elements. (Not drawn to scale). The proton beam enters from the left and
strikes the target. The resulting particle beam, comprising mostly 7 and K
mesons, passes throught the magnetic lens system (horn and reflector) and
enters the decay tunnel where the mesons decay to yield the final neutrino
beam.

the angles ®;, and ®,,;,. @y, is strongly peaked at 180° in standard charged
current interactions of v, or v, whereas this dependence is weakened in v¢¢
events as a result of the undetected decay neutrinos. The angle ®,,; has
a flat distribution in standard charged current events. In the case of v¢¢
events the 77 is produced back-to-back with the hadron jet and hence &,
is peaked at 180°.

These and other cuts on the topology of the event are used to distinguish
the true v, signal from the 1/ ¢ and 1/ ¢ background.

2.4 The CERN Wide Band Neutrino Beam

High energy neutrino experiments may be divided into several categories de-
pending upon the means by which the neutrinos are generated. Some exper-
iments use naturally produced neutrinos from the sun or from atmospheric
showers produced by cosmic ray interactions. Other experiments, such as ac-
celerator or reactor experiments, use artifically produced neutrinos. Neutri-
nos from accelerators arise as decay products of secondary particles produced
by the interaction of protons with some target with good thermo-mechanical
properties, such as beryllium.

The CERN Super Proton Synchrotron (SPS) generates a 450 GeV proton
beam which is used to produce the neutrino beam used in the West Area

Neutrino Facility (WANF).
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Figure 2.4: The structure of the SPS cycle (Not drawn to scale).

2.5 The SPS Beam

The geometry of the WANF beam line is show in Figure 2.3. The SPS
accelerates protons to 450 GeV and extracts the beams for each experiment
every 14.4 seconds. The structure of the beam spill on the neutrino targets is
outlined in Figure 2.4. Protons are extracted from the SPS in two extraction
spills. The first neutrino extraction, vy, containing approximately 1.2x10'?
protons on target (p.o.t.), occurs in a 6 ms period following the start of the
cycle. This is followed by a 2.4 s period of “flat-top” muons, labelled p. In
this period protons are allocated to other targets and experiments. NOMAD
uses the muons which arrive in this period for calibration purposes. Finally
~ 1.2 x 10! protons are extracted in a further 6 ms period, 14, after the
flat-top.

The neutrinos are primarily produced by the decay in flight of m and K
mesons produced by a beam of 450 GeV protons incident on a beryllium tar-
get. The proton beam intensity is measured by two Beam Current Transform-
ers (BCT) and several Secondary Emission Monitors (SEM). These monitor
the beam density profile by measuring the emission of secondary electrons
from the monitor surface as the beam passes through.

The target consists of a series of eleven collinear beryllium rods separated
by 9 mm gaps. Each rod is 10 cm long and has a diameter of 3 mm. The
proton beam passes through these rods, generating a shower of secondary =
and K mesons. Immediately after the target, the secondary particles pass
through a large-angle aluminium collimator and are then focussed by a pair
of magnetic lenses, the horn and reflector, located at 20 m and 90 m from the
target respectively. These lenses deflect charged particles in a toroidal field
produced by two coaxial conductors carrying current of equal magnitude but
opposite direction (see Figure 2.5).

Immediately after the focussing elements lies a 290 m long decay tunnel.
Within this tunnel the 7 and K mesons decay via the weak reactions



24 Chapter 2. The NOMAD experiment
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Figure 2.5: Operating principle of the horn and reflector system. Charged
particles of one sign are focussed by a toroidal magnetic field. Particles of
the opposite sign are defocussed.

rt — /,L+—|-I/M

Kt — /,L+—|-I/M,€+—|-I/e
Kg — /,L+—|-I/M—|-7T_,€+—|-I/e—|-7'f'_

These reactions are the main ones occurring in the decay tunnel. The
charge conjugate reactions also occur, giving rise to a 7, component in the
beam.

Shielding made of iron and earth directly after the decay tunnel filters out
all but neutrinos and some muons. Silicon detectors in several pits within
the shielding regions are used for beam monitoring and for absolute flux
measurements. The NOMAD (CHORUS) detectors are situated at 835 m
(823 m) from the target.

| | Average E, (GeV) | Relative Abundance | v CC Events |

vy 23.6 1.000 1.15 x 10°
v, 22.7 0.070 0.39 x 10°
Ve 37.0 0.010 0.17 x 10°
Ve 33.2 0.003 0.22 x 10*

Table 2.1: Monte Carlo predictions for NOMAD (for 2.4 x 10'? p.o.t.)

The beam line has been simulated by a detailed GEANT [13] simulation.
The predicted neutrino energy spectrum at the NOMAD detector is shown in
Figure 2.6 for the different neutrino species. The relative abundances of the
various neutrino types and their average energies together with the expected
number of charged current interactions are summarized in Table 2.1[14].
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Figure 2.6: Energy spectra of neutrincs at NOMAD, predicted by
NUBEAM[41], the NOMAD beain simulation program.

2.6 The NOMAD Detector

The NOMAD detector[15] must accommodate several coullicting design cri-
teria in order (o meet the physics goals for which it was constructed. It
must provide a large enough target mass so that the cstimated number of
1.1 %108 LAEC cvents may be achicved whilst keeping the target density small
cnough so that multiple scattering offects does not degrade the momentum
resolution below acceptable limits. 1t must be able to measure electrons and
muons cfficiently and achieve a high level of rejection against tracks which
mimic these particles.

NOMAD has a target density similar to bubble chambers. The mag-
netic [ield is perpendicular to the neutrino beam and has a value ol 0.4 T,
A schematic view of the deteetor is shown in Figure 2.7, T'he various sub-
detectors are deseribed below and the front calorimeter is deseribed in more
detail in chapter 3.
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Figure 2.7: Top view (top) and side view (bottom) of the NOMAD detector.
The co-ordinate system is shown on each plot.
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2.6.1 The NOMAD Magnet

‘ Features of the NOMAD magnet ‘

Ficld Type Dipole

Magnel material | Aluminium

Return yoke material Tron
Maximum [Meld 0.7 T

Nominal NOMAD field 04T
Current at 0.1 7 3713 kA

I'ield horogeneily {centre) 2%
Field homogeneity {edges) 10%

Table 2.2: T'ealures ol the NOMAD magnet

The NOMAD deteclor uses the dipole magnet [rom the UAL experiment.
The main [ealures ol this magnet are shown in Table 2.2[16]. Both of the
support pillars have been instrumented as calorimeters. T'he front pillar has
been used to form the front calorimeter (sce Scetion 2.6.3 and Chapter 3)
and the back pillar forms the hadronic calorimeter (Section 2.6.9).

2.6.2 The Veto

The beam at NOMALD still containg many charged particles : muons which
arc not fully absorbed or which have heen produced in material near or
after the end of the decay tunnel and particles from upstream interactions in
CHORUS. In arder to prevent constant triggering on these particles the front
face of NOMAD has heen covered with an arrangement of scintillators. The
veto system consists of 59 scintillation counters covering an area of 3 x 3m? on
the upstream face of the detector. The scintillators have a thickness of 2 cm,
a width of 21 cm and a length ol either 300 cm or 210 cm. [Milty-six ol these
counters are read out on both ends by photo-multipliers and the remaining 3
have single-ended read-out. The signals [rom each scintillator are passed to
discriminators and then (bar those [rom the single ended counters) Lo mean-
timers. The mean-timer modules produce a signal which 1s independent of
the impact position ol the particle on the scintillator. The veto signal is
constructed from a global OR of the signals from the individual counters.
The cfficiency of the veto is constantly monitored and is stable at about

96% — 97%.
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2.6.3 The Front Calorimeter

The central part of the NOMAD detector 1s contained within a basket which
is suspended [rom the back and [ronl magnet support pillars. Both these pil-
lars have been instrumented as iron-scintillator calorimeters. The calorimeter
consiructed [rom the back support, the Hadronic Calorimeter, 1s discussed
in Scetion 2.6.9. The front support forms the Front Calorimeter (FCAL).

The FCAL consists of 20 iron plates, between which are inserted scintilla-
tors, The scintillator panels are 18.5 cm wide, 0.5 cm thick, and 185 cm long.
Groups of [ive scintillators are ganged {ogether via adiabatic lighl guides 1o
[orm a module. Each module 1s read oul ou both sides by 3-inch phototubes.
Ten such modules are arranged vertically to [orm a stack. There are [our
stacks aligned along the beam axis. The instrumented region has a mass of
17.7 t and 1s about 5 nuclear interaction lengths deep.

Interactions in the I'CAL are the subject of this thesis, The FCAL will
be discussed more completlely in Chapler 3.

2.6.4 The Drift Chambers

The central part of the NOMALD detector comprises the drift chambers. A
novel, and important, feature of the drift chamber design is that the cham-
bers provide both the tarset material and the tracking. This unavoidably
entails conflicting requirements. The drift chamber walls should be as mas-
sive as possible to ensure a large number of neutrino interactions and as light
as possible in order to minimize multiple scattering of the particles in the
interaction.

The chambers have a total transverse arca of 3 % 3 m2. The total number
of chambers is 49.

A schematic of a single chamber is shown in Figure 2.8.

Lach chamber 1s construcied [rom panels made [rom Aramid [ibres in a
honeycomb struciure. These panels are sandwiched between two layers of
Revlar-epoxy resin which impart mechanical rigidity to the structure as well
as providing a low 7, low density target. Four such plancs separated by an
8 mm gap filled with an argon (60%) - cthanc (10%) gas mixture make up a
single chamber.

The gaps in each chamber are instrumented with sense wires atl angles
of 5, 0 and -5 degrees with respect to the magnetic field direction. This
geomelry allows stereo-reconstruction of the particle coordinates along the
drift dircetion. The drift field is shaped by aluminised mylar strips glued
onto the inner chamber walls. 'he strips are 2.8 mm wide, 12 pm thick, and
arc scparated by 1.2 mm. The potentials on the strips provide a drift ficld
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Figure 2.8: Schematic view of a drift chamber

of 1 kV/em.

Four chambers are grouped into a module. To avoid left-right ambigu-
ities in the reconstruction each pair of consecutive chambers are displaced
vertically by 3.2 cm.

The position resolution of the chambers has been studied using a proto-
type chamber. The resolution parallel to the drift direction has been mea-
sured to be 180 um. The point resolution along the wires is 1.5 mm.

The momentum resolution is a function of the particle momentum and
track length. For charged hadrons and muons travelling normal to the mea-
surement planes the resolution may be parametrised as :

7, 005 0.007p
p VL & JIP

where the momentum p has units of GeV/c, the track length I has units

(2.12)

of m and the symbol ¢ indicates addition in quadrature. The first term
represents the contribution to the finite resolution from multiple scattering
and the second term comes from the single hit resolution.
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Figure 2.9: Top view of the TRD setup

2.6.5 The Transition Radiation Detector

One of the primary channels for the neutrino oscillation search is the decay
of the 77 to an electron, 7= — ¢~ + 7z + ;. In order to eliminate neutral
current background events in which an isolated pion simulates an electron, a
pion rejection factor of at least 10° is required.

The transition radiation detector (TRD) has been designed to identify
electrons with 90% efficiency while providing a pion rejection factor of 10° in
a momentum range of 1 to 50 GeV/c [17, 15]. In conjunction with the elec-
tromagnetic calorimeter and the preshower detector a total rejection factor
of 10° against pions can be achieved.

Transition radiation (TR) is produced by charged particles crossing bound-
aries between media of different electron densities [19, 20]. The number of
X-ray TR photons produced at an interface is proportional to the Lorentz
factor v = % The number of photons produced at one boundary crossing is
small so a large number of radiators, providing many interfaces, is used.

The TRD has an active area of 2.85 x 2.85 m?, making it one of the largest
transition radiation detectors ever built. It consists of 9 identical modules,
each of which includes a radiator followed by a detection plane. The first 8
TRD modules are grouped into 4 doublets, each separated by a drift chamber
to allow track measurements up to the calorimeter.

The design of a TRD module is as follows (Figure 2.9)
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¢ Radiator foils: The radiator module contains 315 polypropylene foils.
Lach [oil is 15 grn thick and has an active area of 2,85 x 2,85 m?* . The
[oils are separated by 250 g wide gaps [illed with nitrogen.

e The detection plane: A transition radiation detection plane is placed
after cach foil module. Kach plane consists of 176 vertical straw tubes,
cach 3 metres long , 16 mm in diameter and fed with a 80%-20% xenon-
methane mixture. The tuhes themselves are constructed from 28 um
thick aluminized mylar. The sense wire of cach straw is a gold plated
tungsten wire with a diameter of 50 pm.

Calibration and monitoring of the TRD is extensive. The absolute cal-
ibration is based on the measurement of energy deposited by 5.89 keV X-
rays emitted by “°Fe sources. Tapes soaked in an *°Fe sulphate solution are
stretched horizontally across each straw planes allowing [or continual mon-
iloring ol the tube response at the middle point ol the tube. Variations in
response along the tube length are measured and corrected [or using muons.

2.6.6 The Trigger

Neutrino interactions in NOMAD are selected using (wo trigger planes. The
irsl plane directly [ollows the drilt chamber volume and the second plane
is positioned behind the TRD region. The planes have an aclive area of
280 % 286 cn? and consist of 32 scintillation counters with single-ended pho-
tomultiplier readout. Fach seintillator has a thickness of 0.3 em and a width
of 19.9 em. T'wenty-cight of these are installed horizontally and have a length
of 121 em and four, with a length of 130 em, are installed vertically at the
sides of the detector.

The photomullipliers used are the so-called “proximity-mesh” ITama-
matsu type R2190. These tubes are relatively insensitive to magnetic ficlds
along the tube axis. Measurements have shown that, at the nominal mag-
netic ficld in NOMAD ( 0.4 1 ). the loss of signal duc to the magnetic ficld
is at most 30%. ‘T'he photomultiplier signals from cach planc are fed to a
discriminator and then into a logical OR. A coincidence between the logic
signals for each plane is required for a valid trigger.

The average single particle efficiency of the trigger has been determined to
he (93.540.1%). For those neutrine events in which the charged track multi-
plicity is at least two, the trigger efficiency increases to more than 99.6%[14].
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Figure 2.10: An exploded view of the Preshower

2.6.7 The Preshower Detector

The preshower detector (PRS) is positioned directly in front of the electro-
magnetic calorimeter. Two 9.0 mm thick lead-antimony sheets separated by
a 2.0 mm thick aluminium plate serve as a converter, 1.6 radiation lengths
deep, which initiates electromagnetic showers from incident electrons and
photons. Following this converter are two planes of proportional tubes (286
horizontal and 288 vertical) which have a square cross-section of 9 x 9 mm?
and 1 mm thick walls. The tubes have gold-plated tungsten wires and op-
erate in a gas mixture of Ar (80%) - CO; (20%) at 1500 V. The signals
from the proportional tubes are sent to charge sensitive ADCs via Delaying
and Pulse Shaping Amplifiers (DPSA). An exploded view of the preshower
is shown in Figure 2.10.

As well as initiating the electromagnetic shower, the preshower may be
used in conjunction with the TRD and the electromagnetic calorimeter to
enhance the pion rejection factor. The preshower also aids in the resolution
of overlapping energy clusters in the electromagnetic calorimeter.

2.6.8 The Electromagnetic Calorimeter

The electromagnetic calorimeter (ECAL) was designed with two main func-
tions in mind :
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e To measure the energy, position and direction of electromagnetic show-
ers with high precision.

e To aid, in conjunction with the TRD and the PRS, in the identification
of electrons.

The high precision requirements dictate a calorimeter with excellent res-
olution and a uniform response over a large range of energies. With this in
mind the NOMAD collaboration has chosen a calorimeter constructed from
lead glass.

The ECAL consists of 875 lead-glass Cerenkov counters. Each block is 19
radiation lengths deep and has a rectangular cross-section of 79 x 122 mm?.
The blocks are arranged in a matrix of 35 x 25 counters oriented parallel
to the longitudinal (7) axis of the detector. The light from the counters is
collected by four-stage Hamamatsu photomultipliers (phototetrodes) of type
R2186.

Lead-glass calorimeter cell

500 mm

3 inch diameter
B photo-tetrodes

80 mm

Neutrino
Beam

]

112 mm

Neutrino Beam axis

Figure 2.11: (left) Perspective view of one lead-glass counter and (right)
vertical view of a lead-glass module.

In order to minimise signal losses due to operations inside the NOMAD
magnetic field, the tetrodes are coupled to the lead-glass blocks with their
axis at an angle of 45° with respect to the field axis (see Figure 2.11). This
geometry reduces the collected signal by 20%. The signal from each photo-
tetrode is amplified and shaped in a low noise electronic chain[24].

A time measurement via a fast signal is provided in order to reject energy
depositions that are not correlated with the event trigger and for use of the
ECAL as part of a trigger. The time resolution is on the order of a few
nanoseconds.

Constant monitoring of the response of each block is carried out using two
blue LEDs. The LEDs are driven by current pulses of high stability providing



34 Chapler 2. The NOMAD experiment,

a constant reference signal[23]. A further check is made by monitoring the
response ol each block to straight through muons which deposit an almost
conslanl anount ol energy in the lead-glass.

[Fach lead-glass block has been calibrated in a test heam of 10 GeV elec-
trons. Corrections to the calibration [or magnetic field ellects in NOMAD
have been calculated using LED measurements with the ficld on and off.

The lincarity of the ECAL response to clectrons of enorgics between 1.3-
80 GeVohas been studied.  Deviations from lincarity arc less than 1.5%.
The energy resolution of the ECAL for clectrons has been measured and is
parametrised by

a9 o =\
TE (3.224+0.0M% 4 (104 0.011%
L E(GeV) |

where the first term represents the error due to shower fluctuations and the
second term describes losses in the detector.

2.6.9 The Hadronic Calorimeter

The hadron calorimeter (HCAL) is an iron-scintillator sampling calorimeter.
Like the FCAL it consists of scintillators inserted into gaps in the back part
of the magnet support. The funetion of the HCAL is :

e to detect and measure the energy and position of neutral hadrons

e {0 acl as a cousistency check on the momentum measurement ol charged
hadrons and 1o ald in distinguishing between muons and charged hadrons.

The iron pillars consist of 23 1.9 mm thick iron plates separated by 1.8
mm of air. The first 12 gaps have been instrumented. The active volume
of the HCAL provides an effective depth of 3.1 hadronic interaction lengths.
The scintillators are slabs 360 em long, 18.3 em wide and 1.5 ecm thick.
Adiabatic light guides are glued to the ends of each scintillator which serve
to channel the scintillation light into 5 cm photomultiplier tubes at either
end of the calorimeter module (Figure 2.12). In order to accommodate the
basket support elementis three horizontal gaps have heen lelt uninstrumented
and several small notches have been cutl into two ol the central modules.

The signal [rom each phototube is split in (two. One signal is sent 1o a
charge-integrating ADC and the other is sent to a TDC. The ADC signals are
uscd for encrgy and position measurements while the TDC signals are uscd
to time the cvent. The horizontal position mecasurement in cach module is
determined by signal-sharing between phototubes at cither end of a module.



2.6 The NOMAD Detector 35

360 cm

350 cm

Sinch
A

‘ Photomultiplier

Light Pipes Scintillator Iron Pillars Bolts

Figure 2.12: Front view of the HCAL

Typical horizontal position resolutions of 20 cm have been measured using the
difference between the position predicted by the HCAL and the extrapolated
impact position of the muon in single muon events. Vertical positions are
determined from the pattern of energy sharing between modules.

The energy resolution of the HCAL is approximately 120%/4/ E(GeV).

2.6.10 The Muon Detector

The muon detector consists of 10 drift chambers as shown in Figure 2.7, each
with an active area of 375 x 555 cm. The chambers consist of 48 vertical and
78 horizontal drift cells which are 14.9 cm wide and 4.4 cm deep providing
for reconstruction of both the x and y co-ordinate of through-going particles.
Each cell has a single 50 o stainless steel wire in the centre. Field shaping
cathodes at the sides of each cell ensure a constant drift velocity of 52 pum/ns
over the width of the tube. The drift cells are positioned in two layers
and each layer is displaced by half a cell in order to help resolve left-right
ambiguities. The chambers are grouped into two stations. Station 1 has
three modules and is in front of an 80 cm thick iron wall that acts as a
hadron absorber. Station 2 has two modules and is positioned behind the
wall. Each module is constructed from two chambers. Modules 1 and 2, and
modules 3 and 4 are interleaved. Module 5 is positioned above Modules 1
and 2. The geometry is displayed in Figure 2.13. The position resolution is
about 430 pm for a track crossing at 0°. The average hit efficiency is 92.5%
where the dominant source of the inefficiency is due to dead areas between
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Station 1 Station 2
‘ ‘ Module 5
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Module 2 Module 4
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Module 1| | & 1| |1 Module 3

Iron Absorber

Figure 2.13: Geometric layout of the muon chambers. The left figure is the
view from above showing the interleaved chambers. The right figure is the
horizontal view showing the position of module 5.

the tubes. A small gap between the muon chambers in station 1 was closed
by the addition of two scintillators in late 1995.

2.7 Data recording and handling

2.7.1 Data acquisition

Analog signals from each of the subdetectors are digitised in FASTBUS mod-
ules. Three types of modules are used, depending on the specific needs of each
subdetector : 12-bit charge-integrating ADCs, 12-bit peak-sensing ADCs and
16-bit TDCs. The ADCs were designed at CERN and have 64 channels with
a 256 event memory. The TDCs are Lecroy 1876 Model 100 and have 96
channels, a 64 channel buffer and a time resolution of 1 ns.

Readout of the front-end electronics is handled by 5 VME-based boards
(FIC 8234) with Motorola 68040 processors. These boards control block
transfer of data, check data integrity and format the data into subevents.
These subevents are then transferred to the event builder, another VME
processor, which assembles the subdetector data into complete event struc-
tures and writes them to one of two 9 GB disks. Several times a day the
data stored on these disks is automatically transferred to the CERN tape
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Figure 2.14: Hardware layout of the NOMAD Data acquisition system.

vault for storage on tape. A schematic of the NOMAD DAQ is presented in
Figure 2.14.

The data acquisition software is based around a CERN designed package
called CASCADE. Each FIC is assigned a process referred to as a stage. The
associated software handles scheduling and provides event access tools for

each FIC.

Monitoring programs for each of the nine subdetectors, as well as for
the event builder and scalers, generate summary histograms over the length
of a run. These are used to check data integrity and quality. An online

reconstruction program processes the muons received during the SPS muon
flat-top for calibration and monitoring purposes.

The performance of the various detectors is monitored by the slow control
system. This is a set of Apple Macintosh computers running the graphical
language LabVIEW [22]. These computers monitor all high and low voltages,
gas systems and temperatures in the experiment and pass the information

to a SUN workstation which generates alarms when required. Alarms are
recorded on disk for later offline use.
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2.7.2 Triggering

The NOMAD event selection system must be able to take a range of trigegers
formed from different parts of the detector and from both the neutrine and
muon gates, In order to adequately control this the trigger has been imple-
mented in a VML based module called MOTRINO (MOdular TRIgger [or
NOmad). This module is capable ol the [ollowing tasks :

e Generation of the time signals to synchronise data taking with the SPS
machine cyele,

e Handling the generation of trigger signals from up to eight input sig-
nals. There is one module devoted to producing different triggers in
the neutrino spills and one which generates trigger signals in the muon
gate for calibration purposes.

e Distribution ol the trigger signals to the dillerent ICs.

e Storage ol the trigger time information relative to the start time ol the
SPS cyele.

e Determination of the live time of cach of the triggers.

e Application of artificial dead-times to high rate triggers (such as the
Hat top muon events).

Trigger Signal Components ‘

T, First trigger plane signal
T, Sccond ftrigger planc signal
Vg | Signal from a subset of the veto planes attached to the FCAL
FCAL FCAL signal
FCAL' Signal [rom FCAL atl a lower discriminator threshold
ECAL Electromagnetic calorimeter
Vv Veto signal

Table 2.3: Individual signals which are used to generate NOMAD triggers.

The following triggers are implemented in NOMAD during the neutrino
gates. The trigger signal components are described in Table 2.3, :



2.7 Dala recording and handling 39

o V x Ty xT;: Thisis the primary neutrino interaction trigeer. In order
to [ullill the trigeer conditions one charged particle must cross both the
trigeer planes and there must be no signal [rom the veto planes. The
rate of this trigger is approximately 5.0/10% p.od.. OF these only
about 0.5 triggers are actual neutrino interactions. The rest are cosmic
ray interactions (~ 1}, non-vetoed muons (~ 1.5} and interactions in
the magnet coil and flux returns (~ 2.0).

o Vg xFCAL : This trigger is designed 1o study deep inelastic neatrino
interactions i the FCAL, Through-going muons are suppressed by the
signal Vi. T'he rate of this trigger is ~ 6.5/10% p.o.t. with very little
noise. The fraction of the data-taking cycle during which data may be
taken with this trigger (the “livetime™) is (90 + 3)%.

o Vg X FCAL' X T; X Ts : Quasiclastic neutrino scattering ovents
provide a relative flux measurement of the neutrino beam as a function
of neutrino energy. T'he muon from these interactions in required via
the trigger subset of 71 1y, I'he rate of this trigger is ~ 1.0/10" p.o.t.
and the livetime is (90 + 3)%.

o T, X T: X ECAL, Vg x ECAL : T'he KCAL is also used as a target.
Physics topics such as v, — v, oscillations may be addressed using this
trigger. Beam muons are vetoed by 11 < 15 or by Vg in anticoincidence
with the ECAL signal’.

e RANDOM : A random trigger had been set up to study detector

occupancy and to estimate the probability of event overlaps. This
trigger records detector activity 22 ps after a given SPS cycele.

Various trigeers are also set up in the muou spill. These are :

o V X Ty X Tz : This trigger tags flat-top muons. It is the basic trig-
ger used for drift chamber alignment and subdetector calibration with
minimum ionizing particles.

o Vs x T5 : With this trigger the efficiency of 77 may be measured.

¢ V3 % Ty : This trigger aids in the measurement of the efficiency of 75,

4AL the beginning of the 1995 dalalaking period and during 1996 the T1 % Ty sigual

was uscd. For the largest part of the 1995 dataking period, however, the V7 osignal was
nsed.
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e Vi X T; X Ty x FCAL’ : The muons in the muon spill enter the
detector al an angle ol several degrees Lo the normal ol the upstream
[ace of NOMAD. Some parts of NOMAD are not mapped by this beamn.
This trigger was imnplemented to enhance the sample of muons crossing
these regions and to provide muons [or the calibration ol the I'CAL.

e VXT; xTyxECAL: This trigger combination is used to study elec-
trons in NOMAD. Flectrons [rom delta rays are used Lo calibrate the
TRD and to provide a clean sample [or the study ol electron behaviour

in NOMAD.

[n total 60 muon triggers are taken in every muon spill. Of these, 20 are
written to tape.

2.8 The NOMAD Software Environment

The analysis ol data [rom high energy physics experiments relies heavily on
the simulation of physics processes using Monte Carlo methods. Such simula-
tions are olten the only method of estimating the elliciencies ol event selection
algorithms and the ctfect on cvent distributions of detector acceptances. In
the NOMAD software the simulation of neutrino interactions proceeds along
the following lines :

1. the simulation ol the neulrino beam.
2. the generation of neutrino interactions.

3. the simulation of the detector response to these interactions.

2.8.1 Beam Simulation

The geometry of the WANI neutrino bearn line has been described in Sec-
tion 2.4. A [ull Monte Carlo simulation of this beam line and the processes
leading to the generalion ol neutrinos has been implemented in NUBISAM,
the NOMAD neutrino beam simulation. Within NUBEAM the proton-
heryllium collisions and subsequent hadronic interactions are simulated using
the FLUKA package[10] and the subsequent transport of the sccondary par-
ticle down the beamline is carried out using the GEANT[12] package.
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2.8.2 Neutrino Event Generation

The generation of neutrino interactions in NOMAD is handled by the NO-
MAD Event Generator LIBrary (NEGLIB)[43]. This is a set of packages
which handle the various stages of event generation, from the hard scatter-
ing at the quark level to the fragmentation of the partons in the hadronic
shower. The kinemnatics ol deep inelastic neutrino-nucleon scallering is sim-
ulated by the LEPTO 6.1[44] package. This code is based on leading order
elecliroweak cross seclions wilth oplions [or higher order processes such as
boson-gluon [usion. The [ragmentation of produced parfons inlo hadrons
is performed by the JETSET[45] package. NOMAD uses only the leading
order options with the default parton distribution set of GRV-HO[55] in the
PDFLIB package[16].
[n the case of 9 interactions, 7 decays are simulated using the KORALZ[A7]

package containing the tau decay code TAUOLA[A8).

2.8.3 Detector Simulation

The final stage in the generation of Monte Carlo neutrine interactions is
the simulation of the detector response to the particles in the event. The
NOMALD detector simulation is based on GEANT[12]. GENOM[19] (GEant
NOMad library) contains a detailed description of NOMAD geometry and
is used to track particles through the detector and to record the response of
each subdetector to these particles. Events that have heen passed though
(GENOM are then reconstructed in the same way as the data.

2.8.4 Event Reconstruction

The reconstruction of Monte Carlo and data events proceeds in two stages.
The first stage, ’hase 1, performs the reconstruction of raw data from each
subdetector using the general reconstruction program RECON[30]. The sec-
ond step, Phase 2, combines the information from the various detectors in
order lo identily the particles involved in the interaction. The outlput [rom
Phase 2 is stored in a compressed DST[51] (Date Summary Tape) lormat lor
use in later analyses. A list of the versions [or each subdetector reconstruc-
tion code used in this analysis can be [ound in Appendix A.
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The Front Calorimeter

3.1 Introduction

In Chapter 2 the Iront Calorimeter [28] of the NOMAD experiment was
imtroduced. This chapier expands on thal introduction. The motivation [or
the construction of the I'ront Calorimeter ('CAL) is outlined [ollowed by
a description of the physical components of the FCAL. Mcthods for energy
and vertex reconstruction arc then discussed, with particular emphasis on
the energy calibration.

3.2 Motivation for the construction of the FCAL

NOMALD was designed to scarch for evidence of neutrino favour oscillations.
The detector may, however, also be used to investigate other topics of interest
in neutrino physics. As mentioned in Chapter 2 the upstream part of the
NOMAD support structure has been instrumented to form an iron-scintillator
sampling calorimeter. The heavy target and high neutrino lux available from
the WANF permits several physics processes to be studied :

e Opposite-Sign Dimuons The cleanest signal of charm production
is the emission of {wo oppositely charged muons in neutrino charged-
current interactions. This process has been already discussed in Chap-
ter 1 and will be considered Marther in Chapter 5.

e Like-sign Dimuons

Events with two muouns of the samne electric charge are expected Lo arise
from 77 /K " deeay or from processes involving ¢ quark production. [t
ig conccivable that such cvents may also indicate an intrinsic charm
component in the nucleon wave function.

42
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The CCFR collaboration has studied these events, finding a small ex-
cess of events [26]. The expected number of these events in FCAL is
approximately 2000, an order of magnitude larger than has been ob-
tained to date.

Trident production

The trident production process is shown in Figure 3.1. A neutrino
elastically scatters off the electric field of a nucleus. The resulting W
or ZY decays to the muonic channel and the decay products are brought
onto the mass-shell by the exchange of a virtual photon with the nucleon
field. The interference between the two processes leads to a reduction
of the overall cross section by approximately 40%. Observation of this
process is a direct test of the validity of the Standard Model.

Vi

;' \ 3

w \O/

Vv,

u

Figure 3.1: Neutrino trident production processes.

Trident events were first observed by the Charm II collaboration[27],
and then by the CCFR collaboration[25] who reported the observation
of destructive interference between the charged current and neutral
current processes. NOMAD has the capacity to increase the available
event sample size by an order of magnitude.

Neutral Heavy Lepton Search

The existence of neutral heavy leptons coupling with standard model
neutrinos are predicted in many extensions of the Standard Model. The
production rate of such particles is determined by their mass, Mys, and
the strength of their coupling to the light neutrinos, |U[*. A search for
decays of neutral particles in the NOMAD detector which are corre-
lated with neutrino interactions in the FCAL would yield a sensitivity
in the parameter space (My,|U]?) which has not been experimentally
investigated, as shown in Figure 3.2[28]
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Figure 3.2: Neutral heavy lepton sensitivity region in the two dimensional
phase space (My,|U]?). The projected limits using the FCAL is shown[28].
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3.3 Description of the FCAL

3.3.1 The Front I

The FCAL oaccupies the central region of the front part of the NOMALD
magnet support pillar (the “front 17). The [ consists of 23 iron plates, cach
having a thickness of 1.9 em. Each plate is separated from its neighbour by
a 1.8 cm wide air gap.

The first 20 gaps {as measured from the most upstream plate) are in-
strumented with slabs of plastic scintillator. The last three gaps and a 1.4
cm wide strip at the centre of the FCAL are not instrumented as they are
occupied by structural elements of the . The mass of the total instrumented
region of the FCAL iz 17.7 t.

The FCAL is divided into four “stacks” aligned along the beam direc-
tion. Each stack is composed of ten horizontal modules placed on top of one
another as shown in Figure 3.3. To ensure optunal light collection efficiency
each module is formed from five adjacent scintillators which are grouped to-
gether onto a single photomultiplier by means of antlered light guides. Top
and front views of the FCAL geometry are shown in Figure 3.4.

The stacks are numbered from 1 to 4 starting at the most upstream stack.
The modules within each stack are numbered from 0 to 9 beginning at the
bottom module. Each photomultiplier is labelled, within the module, by 1
(Lell) and 2 (Right) il looking [rom the direction of the beam. Any module
has a unique label based on the lormula:

Module = 100 x Stack + 10 x {(Module number within the stack)
(3.1)

3.3.2 FCAL Scintillators

The 'CAL uses plastic scintillators ol tyvpe NE102A. The scintillator speci-
fications arc presented in Table 3.1.

The altenuation length ol each scintillator was measured using an ultra-
violel light source and three pin diode detectors. Details ol this procedure
can be lound in [29]. [igure 3.5 shows the respouse ol one scintillator at
different positions along the slab [28]. Superimposed on this plot is a fit of
the data to an exponential curve. I'he good fit justifics the assumption of
exponcntial light attenuation.
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Figure 3.3: View of the FCAL from the side. The neutrino beam comes in
from the left of the diagram.
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Figure 3.4: View of the FCAL (top) looking along the direction of the neu-
trino beam and (bottom) from the top. The direction of the neutrino beam
is into the page in the top figure and down the page in the bottom figure.
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Type of scintillator NEL02A
Length of scintillator L7 i
Width of scintillator 18.5 ¢m

Thickness of scintillator 0.6 ¢cm
Wavelength ol maximum emission 423 nmn
Densily 1.032 gem™
Refractive Index 1.580
Attenuation Length ~ 130 em

Table 3.1: Specifications of the FCAL scintillators.

Type of Photomultiplier SRC GT75R01
[Yiameter of Phototube 7.6 cm (3 inches)
Diameter of Photocathode 6.6 cm (2.6 inches)
Cathode material sermi-tranparent Cs-K-Sh
Wavelength of max. responsc (100 £ 50) nm
Quantum Efficiency 22064
Number of Dynode stages 10
Maximum Supply Voltage 2.25 kV
Current Amplification at 1.5 kKV DC 4.5 x 10°

Table 3.2: Specilications of I'CAL photomultipliers.

3.3.3 FCAL Photomultipliers

Fach module is read out on both sides by 3 inch SRC (GT73B01 photomul-
tipliers. Table 3.2 shows the specilications of the photomultiplier tubes. In
order lo lessen the ellect of atlenuation i the scintillators a vellow Kodak-
Wralten 2L gelatine [ilter was glued 1o each photomultiplier. The [unction of
the [ilter was to shill the wavelength ol maximumn response closer 1o thal of
the photodiodes used to measure the attenuation lengths of the scintillators.
The absolute gain of cach photomultiplicr was determined by studying the
pulse height spectra for different input supply voltages.

3.3.4 Readout Electronics

The schematics of the readoul electronics are shown in IMigure 3.6, Sie-
nals from the photomultiplicrs are amplified and divided into three ditferent
channels by custom-designed active pulse splitters. The pulse splitters arce
deseribed in detail in [29].
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Figure 3.5: Attenuation behaviour for a typical FCAL scintillator. The scin-
tillator response is shown on a log scale.

¢ Energy measurement

The first channel is used for energy measurement. The signals from
this channel, labelled “Delay out” in Figure 3.6, are delayed by passive
analog delay lines of type SECRE DPI S14 in order to be in time with
the main NOMAD trigger, which arrives 400 ns after the interaction
has occurred. The delay lines conserve the total charge of the pulse but
distort the pulse shape. This is not a problem as only the integrated
charge is required for energy measurements. The signals are recorded
by charge-integrating ADCs with 100 ns gate width and 12 bit dynamic
range.

e Time measurement

The second channel, labelled “Out” is used for time measurements.
This channel is discriminated by standard LeCroy CAMAC Type 4413
discriminators with a low threshold of 15 mV. The discriminated signal

is sent to TDC modules (LeCroy type 1876 Model 100).
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Figure 3.6: Schematic of the FCAL readout system.
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¢ Trigger Formation

The final channel, “¥ Out”, is used to form the FCAL trigger. The
signals from the photomultipliers in each stack and on each side are
summed to form two signals per stack; one from the left hand photo-
multipliers, ¥, and one from the right hand photomultipliers, Fi¥, for
stack 2. A linear fan-in sums these signals to form one analog output F£;
[or each stack. The F; are then discriminated al two dillerent thresh-
olds, corresponding to the two triggers 'CAL and FCAL'. The I'CAL
parl of the trigeer signals {hemselves are [ormed [rom a logical OR of
the [our signals :

FUAL:=(F1V FyV Fy v Fy) (3.2)

In order to resolve highly energetic hadronic showers as well as minimum
ionising particles (herealler relerred to as “mips™) a compromise in the gain of
the ADCs was reached. Monte Carlo simulations ol neutrino interactions in
the 'CAL showed that less than 1'% of the modules see a deposited energy of
greater than 70 mips. Assuming a hadronic energy equivalent of 0.5 GeV /mip

the corresponding mip equivalent was chosed to be = 50 ADC counts.

3.4 Calibration Procedure

The F'CAL is an intrinsic parl of the structural elements of the NOMAD
detector. Since there was no possibility of establishing a direct calibration
using a test beam of known energy, a more complicated procedure had 1o be
applied.

When charged particles pass through the FCAL they inleract with molecules
in the plastic scintillators, depositing a minimum ionizing energy which, to
first order, does not depend on particle type or energy. T'wo quantitics arce
needed, then, to measure the energy of a hadronic shower. The first is the
amount of energy deposited by mips in cach module in AIC counts. This
measures the response of each module to the deposition of the same amount
of energy. The secand is the factor which converts energy measured in units
of mips to units of GeV.

The results from Reference [29] have been used extensively in this section.

3.4.1 Relative Calibration

The first step in the calibration of the FCAL is to mcasure the relative re-
sponse of cach module to a constant energy deposition. An FOATL module
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Figure 3.7: Parameters used in the relative calibration of the FCALL.

may be described by the attenuation length A and the gains of the photo-
multipliers at each end of the module, oy, and ap.

Suppose a particle deposits an energy £ (GeV) in a module at a dis-
tance @ (em) from the center of a counter of length L (e¢m) (see Figure 3.7).
Assuming an exponential light absorption in the scintillator, the number of
ADC counts measured at each end of the module may be written as :

L2 —«x

ADCL@ft = OLeft" E - exrp (—/f) (33)
L/24+=x

ADCRight = aRight . E T Eexrp (—/f) (34)

Defining the constants (for each pair of photomultipliers in a module'):

L
o = \/QLcft - QRight * €TP (—5) (3.5)
g o= L (3.6)

QRight

it is useful to calculate the quantities

M = \/ADCLeft . ADCRight = ol (37)
ADCLeft (21‘)

R — = — 3.8
ADCrn — PEPAS (3:8)

!The scintillators in each module were chosen so that their attenuation lengths were
similar. They are not identical, so that the left and right response factors, az.s and
QRight, can in principle be different for each scintillator. The measured response factor is
an average over the individual scintillator response.

\J
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The quantity M is independent of the position at which the particle hit the
module and 18 the geometric mean of the pulse heights [rom the lelt and
righl photomultiplier al the end ol each module. 7 is independent ol the
energy deposited in the module (although saturation of the ADCs will allect
this gquantity. This is discussed [urther in Section 3.4.4). Inverting these
relations yields :

M

= (3.9)
o

B = %c.}‘p (g) (3.10)

Henee, if the energy deposited by the particles is constant {e.g. a mip
cquivalent) then it is possible to measure o (the gain) and. knowing the
attenuation length, 3 (the asymmetry) of cach module.

Measurement of the module gain

Highly energetic muons are a reasonable approximation to minlmum ionising
particles. Since the amount of energy deposited in the FCAL by these muons
is relatively independent of the muon momentum, the study of these particles
provides a direct measurement ol the gain, e, lor each module.

As described in Seetion 2.7.1 NOMAL collects events in the muon gate
at the rate of = 20 muons per SPS cycle. Those muons satistying the trigger
requirements of V' x T7 x T, or Vi x T x Ty are used to calibrate the modules.
Muon tracks are reconstructed in the dritt chambers and the muon chambers
using the NOMAD reconstruction program RECON [33]. The drift chamber
tracks are extrapolated forward into the muon chambers. Only tracks which
geometrically match muon chamber tracks, in both position and angle, are
used [or the calibration. These muons are then exirapolated back to the
mid-stack position ol the modules under investigation.

A typical distribution of the encrgy deposition is shown in Figure 3.8. The
energy deposition profile is composed mainly of a Landau distribution with
additional contributions from noise, muon bremsstrahlung and photoelectron
smearing. One mip was defined to be the mode of the distribution of energy
deposited in a module. In arder to measure this parameter, the experimental
distribution was fitted with a function, £, which was a combination of :

1. a Landau function 2:(X") which deseribes the encrgy deposition in a

noisc free environment.
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Figure 3.8: Typical energy deposition distribution for muons passing through
a single FCAL module. The distribution has been fitted with the £ function
(described in the text).
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2. a Qaussian distribution ®(X) with width o, which describes the siear-
ing due to noise processes such as [luctuations in the number of photo-
electrons reaching the anode ol the photomultiplier and

3. a background distribution B(X)

L 15 delined by :

Lly) = ()+h/ Bz ( J”I_p) d (3.11)

where the paramelers are delined below.
The smearing [unclion ®{y) is delined by

! —y -
O(y) = cep |, [(F:12)
' oA 20 '
and the Landau distribution by[30]
ey} = —/ cap (—uln(u) — yu) sin(mu)du (3.13)
7 Jo '

In these equations the variable i represents the energy deposited in units of
ADC counts.

The background distribution B(y) is an empirically determined funetion
which deseribes the low energy part of the distribution. The Landan distri-
bution has cssentially no low encrgy tail so any events which deposit a vory
low energy would distort the fit. The inclusion of the background function
improves the stability of the fit in this low energy region. The function is

defined by

% . C;rp(—%;l%f’)g) y < 0.25
v\ ] 0:25-< y « 0.75 S
b (z_?) B [ R (R (€740 i) R QP B 1 (3-14)
p 2.(0.16)2 ) 0.T5 <y < L3
() otherwise

The function £ contains five free parameters. These are

o p : The position (in ADC counts) ol the most probable energy depo-
sibion.

e h : Normalisation factor of the distribution.

o ; : T'he width of the Landau distribution in ADC counts.
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o 7, : The standard deviation of the Gaussian ®(y) in units of ADC
counts.

¢ b : T'he background parameter describing the normalisation of the
hackground distribution.

I[ the parameter p is measured in units of ADC counts then the gain, «,
15 equivalent 1o p.

Measurement of the counter asymmetry and attenuation length

In order to obtain the asymmetry, 3. of a module the impact point of the
muon must he known. This may be ascertained using backward extrapolation
of the muon track in the dritt chambers to the module under study. Taking
the average of many muons at the same position & allows the measurement
of both & and A through the relation

< In(R) >=<In(d) > +2- 3 (3.15)
where I§ is delined by Eqguation 3.8. A straight line it to a plot of < In(f?) >
as a [unclion ol x yields both an estimate ol 3 and A (see IMigure 3.9).

A list of all the relevant parameters derived from the 1995 data may he
found in Reference [53].

3.4.2 Absolute Calibration

[Taving oblained {he relalive calibration, all the modules measure energy in
units of the mip. The second step in calibrating the FCAL is to measure
the GeV oequivalent of a mip. Having obtained this calibration constant, the
hadronic encrgy deposited in the FCAL is caleulated using

4 9 Ny
hrfm.d = K Z Z Al’lffi/(}if.’f - Z ’L('?Of (31 6)
i=1 ;=0 i=1

The [irst term is a double sum which runs over all modules in each stack. M,;
are the recorded energies in ADC counts deposited in module j of stack ¢,
a;; arve Lhe module gains delined in the previous section and x 1s the absolute
calibration constant. I'he sccond term runs over the number of muons in the
cvent. In this sum H? is the mean amount of cnergy deposited in the FCAL
by a muan. A muen will, on average, deposit one mip of energy per stack. If
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Figure 3.9: The dependence of < In(R) > on the muon impact point x. The
gradient of the fit provides a measurement of the attenuation length and the
intercept on the < In(R) > axis is an estimate of the asymmetry according
to Equation 3.15. The outermost bins have been excluded from the fit as
they are at the very edge of the FCAL volume.
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the event is assumed to occur at the mid plane of the first stack hit, f, then
the mean amount of energy deposition may be expressed as

LY =(4—[+0.5) [mip] (3.17)

There are a number of ways o oblain the absolute energy scale. Ilere
three are considered @ a test beam calibration, a calibration ulilising the
kincmatic propertics of deep inclastic neutrino-nucleon scattering and a cal-
ibration using the GEANT hased Monte Carlo, GENOM.

Method 1 : Test Beam Calibration

The usual method of calibrating a hadronic calorimeter is by studving its
response to a test heam of monoencrgetic hadrons.  However, since the |
containing the FCAL is an integral part of the detector support structure
and the FCAL was instrumented ¢n situy this option was not available.

Method 2 : Kinematic Calibration

For an inclusive deep inelastic neutrino nucleon scattering reaction v, N —
g X with any hadronic final state X', the Bjorken y variable, yg;, 1s defined
by (see Equation 1.6)

ym; = o1 (3.18)

where p* is the four-momentum of the nucleon. &% is the four-momentum of
the incoming neutrino and ¢ is the four-momentum of the exchanged hoson.
In the laboratory frame. this variable may be written as

L

— 3.19°
L (3.19)

yB; =
where v is the energy transferred to the hadronic system and #) is the energy
of the incoming neutrino. In this frame Bjorken v measures the fraction of
neutrino energy transterred to the hadronic syvstem.

Neglecting the mass of the target nucleon. yg; may be expressed as

Ehrm’
Yy, = ——— 3.20
Y8 E;’md + E,Lu ( )

The muon momentum can be measured with high precision in the NOMAD
drift chambers and hadronic encrgics are measured in the FCAL.
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If there is a mismeasurement of the hadronic energy by a constant factor,
so that :

H.’;l = (I 7k () : Hhtzci (321 )

then the resulting measured distribution of yg; will be distorted by a calcu-
lable atnount. In lact

i 1+¢ 1 +¢ _ )
PO L. i S L i 1 3.22)
YBj L& ﬁf”i YBi + eyn; ( ’
The cross section dependence on y is
do _dady _do (1+cy)* (3.23)

dy' dydy Ay 1+e

Henee, by comparing the shape of the yg; distribution to cither a per-
feetly calibrated Monte Carlo yg; distribution or to a previously measured
cxperimental distribution of yg; which has been corrected for aceeptance and
smearing effects , the constant € may be measured. The calibration procedure
would follow the prescription :

L. Starting with the Monte Carlo derive a constant relating deposited
energy in mips to the energy transler ».

2. Assuumne this constant is correct for data.

! . . . . - - ]
3. Praduce the gy, distribution using events which have heen identified
as charged current interactions { c.g. by the presence of a muon track
pointing back to the module in which the interaction occurred).

1. Taking into account the detector acceptance and the effects of event
sclection algorithms, compare this experimental distribution with the
reference v-distribution.

5. Calculate the miscalibration lactor, ¢, using Fguation 3.23.
6. Iterate until the miscalibration factor is stable.

The resull ol this procedure 1s a constant that relates the deposited en-
ergy in units ol mips to the energy transler, v in GeV. An intrinsic part
ol this procedure 1s that energy “leakage” (where energy has escaped [rom
the 'C'AL, either in a [ormn invisible to the calorimeter (neutrinos, [or examn-
ple). or as tracks appearing the drift chambers) is not taken into account.
By weighting the yg; distribution one can coffectively take the leakage into
account in the calibration constant.
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Method 3 : Calibration by Monte Carlo

The other method which may be used to calibrate the FCAL is, perhaps,
somewhat more conventional and relies heavily on the correctness of the
detector sitnulation. The procedure essentially imitates the measurements of
a lest beam, although the real beam is substituted by the detector Monte
(farlo simulalion.

The calibration proceeds as [ollows :

1. Charged current neutrino events in which the hadronic showers are
contained completely within the FCAL are selected.

2. The distributions of energy deposition (in units of mips) in the data
and Monte Clarlo [or these events are compared.

3. The relative energy scale between the data and the Monte Carlo is es-
tablished by changing this scale in dala until the shape ol the deposited
mip distributions match.

1. The absolute energy scale is established in the Monte Carlo. The ab-
solute energy scale in the data may be obtained by multiplyving this by
the relative scale found in the previous step.

5. As a check, this calibration constant is applied to other event config-
urations. If the constant that is obtained is the true energy scale and
il the Monte Carlo describes the [ormation ol the hadronic jet and the
detector response correctly then deposited energy distribulions [or any
evenl conliguraltion should look the same in data and Montle Carlo.

Discussion of the optimal calibration procedure

The motivation for Method 2 was that it would not only provide a mip
to GeV calibration constant but also take energy leakage into account. In
principle, by reweighting the yg; distribution one can include energy losses,
which distort the distribution. into the calibration constant. A consequence
ol this 1s that the constant becomes a [unction of the vertex position. In
praclice Method 2, i used in this manner, contains a number of problems.
First and loremost, the calibration procedure must be carried oul n many
small subvolumes ol the main FCAL volume. This requires a prohibitively
large number of events since each subvolume must have enough events to
form its own yg; distribution with small statistical crrors.

Sccondly, the procedure calculates a calibration constant which is an aver-
age over an ensemble of events. In any given yg; bin one can have a collection
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of different event conficurations ranging from events in which the energy is
completely contained lo evenis which leak much of their energy or in which
the energy appears in a [orm invisible Lo the calorimeter, such as neutrinos or
neutrons. lence by reweightling the yg, distribution one is averaging over the
entire ensemble i1 each bin. This lactor, although valid at the distribution
level, tends lo be incorrect on an eveni-byv-evenut basis and is, [urthermore,
very sensitive to the specific region of phase space used in the calibration pro-
cedure. Fiducial euts, which sample a specific region of the beam, and event
recognition algorithms, which sample specific kinematic regions, would have
to be the same in all analvses using the calibration constant derived using
Mcthod 2. Morecover, this constant would not be applicable in any study of
exclusive hadronic channels in which the leakage characteristics could poten-
tially be very ditferent from the inclusive sample with which the calibration
was performed (e.g. an analysis of dimuons where a second muon in the jet
is required). An exclusive process emphasises a particular region of phase
space and would have a different average calibration constant.

It is clear that Method 2 cannot be used to correct for leakage as well
as for different analyses. However, if the procedure is applied to totally
contained events it may be used to measure the absolute hadronic energy
scale of the FCAL. However, at this point, Methods 2 and 3 are equivalent,
FFach relies on the correct sitnulation of VEC interactions; Method 2 lor the
acceplance [unclion that must be applied Lo the observed yg, distribution and
Method 3 [or the spectrumn of energy deposition, and the outcome ol both
methods is a single calibration constant thal converts deposited energy in
mips Lo deposited energy in GeV. The dimuon analysis performed in Chapter
5 includes events in which encrgy has leaked out of the FCAL. Since the
outcome of Mcthod 2 is highly dependent on both the leakage propertics of
the events and the event cuts used in the calibration , the mip to GeV energy
calibration was carried out using Mcthod 3. The shape of the observed yg;
distribution is used in Chapter 41 as a check on the results of the calibration
procedure.

3.4.3 Absolute calibration of the FCAL using the Monte
Carlo

The first step in the absolute calibration using Method 3 1s to deline the
culs which will be used to select events in one local region ol phase space.
The event selection eriteria require knowledge of the vertex position. "This
is cstimated by extrapolating the muon gencrated at the leptonic vertex in

1/;‘(’ cvents back to mid-planc of the first stack in which the deposited energy
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iz above a threshold of 0.5 mip. This procedure will be discussed more
completely in Section 3.4.4. For now it is assumed that the vertex position
15 known with reasonable accuracy.

The cuts used in the analysis were:

¢ Charged Current Interaction: There must have been one and only
one negatively charged track in the drilt chambers which geometrically
malched, both in position and angle, with a track in the muon cham-
bers.

e ADC saturation: The response of the FCAL to hadronic showers
has been modelled in the GENOM detector simulation introduced in
Chapter 2. The ADCs have an infinite dynamic range in the Monte
Carlo but can salurate in the data. Since this saturation is highly
dependent on the relative calibration discussed above { the scintillavor
response may change over time butl the ADC lengtih remains constant )
the saluration is performed al the level of the analysis. (iven the
energy deposition and the approximate longitudinal position ol a hit in
a module one can, using Kquation 3.10, calculate the ADC values for
that module. Then, using the relative energy scale between data and
Monte Carlo and assuming a saturation level in the data, cach of the
maodules in a Monte Carlo event can be saturated. In this study the
saturation level in the data is measured to be approximately 70 mip.

e Trigger threshold: The FCAL will not register the presence ol an
event helow an energy threshold defined by a discriminator level in the
data acquisition system. As alrcady mentioned in Scction 3.3.4 signals
in the FCAL are discriminated at two different levels, corresponding
to two separate trigger components, FCAL and FCAL'. Any covent
which satisifies the criteria for an FCAL trigger (defined by the larger
discrimination threshold) automatically satisfies the conditions for the
FCAL trigger { but not vice versa ). The trigger efliciency for FCAL
can be measured by comparing events which pass the the conditions for
both triggers with those which only satisfy the FCAL trigger criteria.
Figure 3.10 shows the turn on curve for the FCAL trigger as a function
of deposited energy in units of mips. The threshold corresponds to a
deposited energy ol 4.0 mips and the elliciency is essentially 1.0 above
an energy deposition of 5.0 mips.

In order that the calibration not be sensitive to the exact shape of
the trigeger threshold only cvents above threshold were considered. In
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Figure 3.10: The efficiency of the FCAL trigger as a function of the deposited
energy.

practice this imposed the condition :

Total deposited energy > 5 mip (3.24)

e Transverse Leakage: The transverse dimensions of a hadronic shower
are relatively independent of the shower energy [34] and scale roughly
with the nuclear interaction length, A\;. On average 95% of the hadronic
energy is laterally contained within a radius of 1 A;. To minimise lateral
leakage the vertex was required to be at least one A; away from the
boundaries of the FCAL. Energy is also unaccounted for if it is absorbed
in the uninstrumented region at the center of each stack. To correct for
this the interaction was required to have occurred at least one module
width away from this area. One nuclear interaction length in iron is
16.8 ¢cm so the fiducial cuts were :

| Xperter| < 70.0 cm,  20.0 cm < |Y,epter| < 70.0 em
(3.25)
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e Longitudinal Leakage: Longitudinal energy leakage is a major con-
cern in a calorimeter as short as the I'CAL. To deal with this the [ourth
stack was used as a velo. The [raction of energy deposited in stack 4
was required o be less than 10% ol the totlal deposited energy. In or-
der to take account ol the muon in the charged current interaction one
mip was sublracled [rom the total sum of deposited mips [or each [ull
stack crossed and 0.5 mips for the first stack hit. Defining M, to be the
number of mips deposited in stack i and F to be the first stack hit, the
appropriate cuf is

M, — 1.0
(i w(M; —1.0)) + 0.5

< (0.1 (3.26)

These cuts, although rather strict, limit the events to be used in the calibra-
tion to a small region of phase space. Figure 3.11 shows the distribution of
deposited energy in units of mips for Monte Carlo and data assuming a rela-
tive energy scale of 1.0. The distributions have been normalised to the same
area and obviously have different shapes. The Monte Carlo overestimates
the number of events with low energy deposition indicating that the absolute
energy scale in the data is less than that in the Monte Carlo. Changing the
relative energy scale allows the y* of the comparison of the energy deposition
in the simulation and dala to be mapped.

Figure 3.12 shows the y* curve with 19 degrees ol [reedom as a [unction
of the relative encrgy scale. Using this curve the optimal relative energy scale
was measured to be :

Rare

= (0.800 = 0.005) (3.27)
K Data

where the uncertainty was determined from the relative scales at which the
v? was one unit above the minimum. This error is only approximate as it is
expected that systematic errors will contribute a larger uncertainty.

This scale, in and of 1isell, 1s not very uselul. It merely rellects the difler-
ence between the data and the Monte Clarlo Jor one particular set ol liducial
culs. In order thal it may be used as part ol the calibration procedure, the
scale must be the same [or a number ol dillerent cuts and hadronic shower
development proliles.

A set of standard cuts have been defined. These cuts sample events with
different shower developments and which sample different arcas of the beam.

The cuts for cach event sample are :
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e Sample A : This category containg only fully contained events.

|‘Yl-‘r€'?‘fr’,.i?| < 70 cin
20 cr << |}"'ir.‘F,'f'?EE':‘Y| < 70 CITl
One track in the drili chamber.

Myi—1.0 0.1
(3 (Mi—10Y)+05 =

e Sample B : This allows evenls in the ceutral, uninstrumented region
and restricts showers from Stack 1 and Stack 2 events to he less than
two stacks long.

|'X’£38T‘l't.l.'| < TO cm

)‘/b‘BT‘l'ti.'| < Tﬂ cm

Omne track in the drift chamber.

Mz—1.0 :
(>, (A1) 0.5 =
e h < 0.1

(3 (Mi—t0y)+05

e Sample C : The events in this sample arve restricted [rom leaking
cnergy from the face of the FOAL closest to the main NOMAD detector,
but are permitted to lose energy from the sides of the FCALL

Onc track in the drift chamber.

My—-1.0 A
(>, (A—10))+05 < 0.1

e Sample D : All events are allowed, except those on the very edge of
the calorimeter.
| Xeertee| < 70 em

|Yierter| < 70 em
e Sample E : Only events in the core of the neutrine beam are accepted.

|A?z;crtc:c| < 40 cm
|l;l-‘r€'?‘fﬁ.i?| < 40 ¢

[igures 3.13,3.14.3.15 and 3.16 display a comparison of the distribution
of encrgy deposition for the different samples outlined above for .r/f,j ¢
tions occurring in cach stack. I'he mecans and RMS deviations for data and

Monte Clarlo are summarised in Table 3.3. Some of the cuts above cannot be

interac-
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applied to all stacks. For instance, events in Samples A and C and originat-
ing in Stack 4 would have very low energy showers. Such events would not
sabisly the conditions of the 'CAL trigger. In these cases the requirement
that the energy deposition in Stack 4 be less than 10% ol the total hadronic
energy was omitled. Sample B requires events with shorl hadronic showers.
It 1s impossible [or events originating in Stacks 3 and 4 to salisly the condi-
tions for this category, and this sample has been omitted for Stack 2 events
due to poor statistics.

The most obvious [ealure of these distribulions 1s that the comparisons
worsen as one moves [urther towards the most downstrean lace of the "CAL.
This 1s an indication thal, as the mmteractions occur closer Lo the back [ace of
the I'CAL, the energy leakage becomes more pronounced. Both the means
and RMS deviations are syslemaltically higher in the Monle Clarlo implying
that the saturation of the ADCs in the Monte Carlo 1s different in the data.
This may be a consequence of using a single saturation level of 70 mip rather
than a level which is module specific. However, only the very high energy
part of the tails of the distributions are affected. In general, the distributions
for the different event configurations agree well, imparting confidence that
the relative energy scale used is the true scale that relates the actual energy
deposition in the data to that in the Monte Carlo.

The final step in the calibration of the FOAL is to calculate the absolute
cnergy scale in the Monte Carlo. Figure 3.17 shows the distribution of the
energy transfer, v{Gel'), as a function of the sum of deposited encrgy in
mips, for Monte Carlo ncutral current events. Sinee there is no muon from
the leptonic vertex in neutral current events, tight energy containment cuts
may he applied. The selected events must have been fully contained within
the FCAL. In practice this means that there should have been no charged
tracks in the drift chamber and no energy deposited in the fourth stack.

The encrgy conversion factor for the Monte Carlo is

1[GeV] = (2.366 £+ 0.001)[mip) (3.28)

and using the relative scale between data and Monte Carlo (see Section 3.4.2),
the absclute calibration for events in the data is

1[GeV] = (2.95 + 0.02)[mip] (3.29)

3.4.4 Sources of uncertainty

Three possible sources of uncertainty can be identified in this procedure.
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Figure 3.13: Comparison of energy deposition distributions for Stack 1. The
category of events in each plot is displayed in the upper right corner of that
plot and is described in the text.
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Figure 3.14: Comparison of energy deposition distributions for Stack 2. The
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Figure 3.16: Comparison of energy deposition distributions for Stack 4. The
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Stack 1
56 Dala I/’LCL"C MonleCarlo
Sample | Mcan (mip) | RMS (mip) | Mean (mip) | RMS (mip)
A i) 22.4 38.1 23.0
B ¥y 22.3 37.9 22.9
C 37.4 223 37.5 22.2
D 38.9 23.0 40.0 23.7
E 387 22.6 10.2 23.5
Stack 2
1/55(7‘ Data 1/}(;'(7 MonteCarlo
Sample | Mean (mip) | RMS {mip) | Mean (mip) | RMS (mip)
A 35.0 21.0 31.3 21.0
; 34.7 20.7 34.2 20.9
D 38.2 22.7 38.41 23.0
E 37.6 22.2 38.3 22.6
Stack 3
56 Dala I/’LCL"C MonleCarlo
Sample | Mcan (mip) | RMS (mip) | Mean (mip) | RMS (mip)
A 30.2 17.9 30.1 18.6
C 30.0 17.5 29.6 18.2
D 34.9 20.4 35.2 21.2
E 34.2 19.7 34.7 20.8
Stack 4
J.fg(’“ Data f.fﬁfu(’“ MonteCarlo
Sample | Mean (mip) | RMS (mip) | Mean (mip) | RMS (mip)
A 21.4 10.6 21.8 12.2
C 21.2 10.5 21.7 12.0
D 23.9 12.3 25.2 14.4
E 23.4 11.8 25.0 11.3

Table 3.3: Average values and RMS of the deposited energy distributions for

Data and Monte Carlo samples under different cuts.
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Figure 3.17: The top plot shows a scatter plot of the deposited energy in mips
as a function of the energy transferred to the hadronic system for Monte Carlo
events in sample A, which has been modified for neutral current events. The
bottom plot is a profile histogram with a linear fit superimposed. The fit
parameters are shown in the top right corner of this plot.

Beam profile

The calibration procedure described above relies heavily on the ability to
sample the same regions of phase space in both the data and the Monte
Carlo. If the neutrino beam profile in the Monte Carlo differs markedly from
that in the data, this will not be true. In this case event samples resulting
from different fiducial cuts, for example, will have different average neutrino
energies. Interactions within these regions will therefore occur with different
cross sections and will result in different kinematics.

Figure 3.18 compares the visible energy distributions and the distribution
of the radial position of vertices as measured in data with that predicted by
the NUBEAM package in the drift chamber target region [14]. The qual-
itative agreement is rather good in all bins, although there appears to be
an excess of events in the data for the energy region 35 GeV < E, < 55

20 100
v (GeV)
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Figure 3.18: Comparison of the 1995 data with Monte Carlo predictions for
uﬁf interactions in the drift chamber target. Shown are (left) the visible en-
ergy distributions in different radial bins and {right) the radial distributions

in the three energy bins.
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GeV at radil of less than 50 cm. It is known [35] that the distribution of
transverse mometnta ol particles produced in the p - Be interactions is incor-
rectly simulated in FLUKA (cl. Section 2.8). This 1s thought to cause the
observed excess ol evenls and has been conlirmed by the [irst resulls ol the
SPY collaboration [36].

The beam prolile appears 1o be reasonably well described by NUBISAM.
It ig known, however, that the shape of the v, flux is hettor estimated when
using the 1995 version of FLUKA, than when using FILUKA92, the version
which is, by default, interfaced to GEANT, to model the p-Be interaction.
In order that these different effects can be studied, weighting tables to and
from the different heam prescriptions have heen produced [39]. An estimate
of the uncertainty due to a non-optimal beam profile an the calibration may
be made by weighting the Monte Carlo neutrino events generated with a
given energy F, at a given position in the FCAL by the relative difference
in the lux predictions. That is, each event is assigned a weight defined by :

(])F'T.-{,TF\’A‘FJS(EV: h))

weight( F,, R) = STEVKA(E, R) (3.30)

where R is the radial distance of the interaction point from the center of the
heam in the NOMAD frame of reference.

The calibration is relatively insensitive to fine differences in the beam
profile. The calibration scale that resulted from using the weighted Monte
Carlo cvents was

MO

= (0.78 £ 0.02) (3.31)
Kilata

which differs from the result derived above by approximately 3%. To be

conservative lhe uncerlainty in the calibration due to an incorrecit beamn

description was Laken 1o be 5%.

Determination of the Event Vertex in the FCAL

Linked with the question ol the beam prolile 1s the issue of determination
ol the event vertex. Again, il the determinations in the Monte Carlo and
the dala are Inconsistent then the same [iducial cuts will sample different
sections ol the total cross-section.

The longitudinal (Z) position ol the vertex cannmol be precisely deter-
mined, as the longitudinal inflormation available [rom the I'CAL 1s very
coarsc. T'he procedure taken here is that the 7 position of the vertex is
taken as the center plane of the first stack with energy above 0.5 mips. Neu-
trinog interact uniformly in 7. The variance of a uniform distribution on an
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interval of width W is

, W

=15 (3.32)

5o Lhe error in the determination of longitudinal position of the vertex in a
stack 1s Just 1/4/12 times the width of the stack, or

7, = 9.7 cm (3.33)
The transverse position of the vertex may be ascertained in two wavs :

¢ Muon extrapolation

Applicable only to processes in which a muon is generated at the
event vertex (such as .'./E"C deep inelastic or quasielastic processes), this
method involves the extrapolation of the muon track coordinates in the
drift chamber back to the Z position of the vertex.

e Estimation using the Centre of Gravity

The position ol the vertex may also be estimaled using the hadronic
shower. Seclion 3.4.1 has shown thatl il is possible {o estimate the
mean position ol the energy deposition in a single module using only
the energy information in that module. The event vertex in the XY-
plane can be estimated by combining the position estimates in the [irst
stack hit. The center of gravity co-ordinates are caleulated using

e Z?:o E; - 2 AT = ?:0 Ei -y (3 ;;4-)
SAL Z?:D Ei s : h H Z?:D ED

where I7; is the energy of the hit and @(y, ) is the X(Y) position of the
hit in the i-th module,

The difference between the estunated vertex positions and the interaction
points for a sample of Monte Carlo .'/f{’ ©

general, the difference is larger for the centre of gravity vertexing method.

events are shown in Figure 3.19. In

In particular the distribution in Y for this method is very broad. The reason
for this 1s that there Is no information about where, on the Y axis. a hit
occurred 1 a module. The Y position of the hit is arbitrarily chosen Lo be
at the centre of the module.

The method of muon extrapolation appears to estimate the vertex with
hetter precision than the centre of gravity method. 1t also has the added
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advantage that it is independent of experimental effects that bias the en-
ergy measurernent, such as ADC saluration or non-linearities in the response
across Lhe sentillator,

The distribution ol vertex positions in the Monte Clarlo and the data
using the muon extrapolation method are compared in igure 3.20. The
agreement is good in both X and Y positions. The loss ol events al Y &~ 0 ¢
is a consequence of the uninstrumented region at the contre of cach stack.
Fvents which deposit little hadronic cnergy in these regions have a smaller
probability of satisfying the FC AL trigger conditions.

Since the data and Monte Carlo vertex distributions agree well, the reso-
lution calculated from the Monte Carlo may be assumed to be approximately
correct. The vertex criteria in the calibration procedure were varied around
their nominal position by & em and the calibration procedure was reapplied.
No difference in the final calibration constant was found. The error due to
the vertexing procedure is considered to be negligible when compared to the
other sources of uncertainty.

Simulation of Hadronic Processes

The final contribution to the error in the calibration constant arises from
inaccuracies in the simulation of the hadronic processes in the Monte Carlo.
GENOM uses the FLUKA92 package. A comparison of different hadronic
packages has been made in relation to the ATLAS experiment [38]. They
conclude that in the few GeV range (hadronic encrgics of loss than 5 GeV)
the description exhibits a number of problems. In the high energy range
FLUKAY2 agrees with data to an accuracy of approximately 8%. The error
due to calibrating the FCAL using the Monte Carlo is therefore taken to be

8%.

3.4.5 Results of the Calibration

Taking into account the systemalic ellects discussed above, the energy cali-
bration constants [or neutrino interactions occuring in the FCAL were [ound
1o be :

1[GeV] = (2.366 £ 0.001(stat))[mip] (3.33)
for the Monte Carlo events and
L[GeV] = (2,95 + 0.02(stal) + 0.27(sys)) [mip (3.36)

for data.



Chapter 4

Neutrino Interactions in the

FCAL

4.1 Introduction

An analysis of any process using the FCAL requires an understanding of the

resolution effects of the detector. Such an understanding may be achieved

e
'LL .

are well known. This chapter bheging with a discussion of muon identifica-

tion which is followed by a discussion of the techniques for identifving tffb' L

through the study of inclusive 17~ interactions in which the input variables

interactions. Finally a comparison of simulated and experimental data 1s
perlormed.

Belore contlinuing il is necessary Lo deline the gualily distribution of a
variable,

Definition

The quality of reconstruction of any variable, X', may he defined as

'Y Mante Carle Simuleted X Monte Carls Reconstructed

Q(A) = ‘_Xﬂffrmfﬁ Carls Simuloted (41)

Xfﬁiontc Clarlo Stvmulatfed

where represents the value ol the variable X belore

detector smearing and reconstruction has been applied to the event and
X Monte Carlo Licconstructed o (he value of X aller the event has been passed
through the detector simulation and reconstruction algorithmns. In this chap-
ter, unless otherwise staled, the term “quality™ is synonvinous with “quality
of recconstruction” and refers to the definition 4.1, The “resolution” and
“hias” of a variable are defined to be the width and mean of the quality

distribution respectively.

()
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Figure 4.1: (a) Muon momentum quality; (b) Bias as a function of the sim-
ulated muon momentum.

4.2 Muon Identification

The primary means of muon identification is the penetrating power of a can-
didate particle. A candidate muon must pass through at least 8 interaction
lengths (see Section 2.6.10) to reach the first muon station and at least 13
interaction lengths to reach the second!. The criteria for a track in the drift
chambers, but which originated in the FCAL, to be considered to have been
caused by a muon are

e the track can be extrapolated to the muon chambers. Particles which
are outside the geometric acceptance of the muon chambers, or which
rangeout in the detector material can fail this criterion.

e the estimated position of the track, when extrapolated to the muon
chambers, matches the location of a track in the muon chambers to
within 40 - 50 cm.

o the track points back to the FCAL volume and has its first hit at 7
less than 50 cm. This is to ensure that the particle is correlated with

the event which fired the FCAL trigger.

Figure 4.1(a) shows the quality of the muon momentum measurement.
There is a systematic underestimation of the muon momentum which arises
from muon energy loss in the iron and the coil. Figure 4.1(b) shows the muon

!This is for events occurring in Stack 4. Muons from interactions in Stack 1 must
traverse approximately 13 interaction lengths to reach station 1 and 18 to reach station 2.
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momentum bias as a function of the Monte Carlo momentum of the muon.
Above a momentum of 40 GeV /c the bias is constant at approximately 2.0%.
The effect of energy loss becomes more significant below 40 GeV /ec.

Of greater interest is the muon energy, which enters into the calculation
of most of the kinematic variables. This is defined by

EM = \/pi + mi + Eloss (42)

where m,, is the mass of the muon. The muon momentum, p,, is measured in
the drift chambers, taking energy loss in the main detector into account and
Ess accounts for energy loss in the FCAL itself before the muon enters the
drift chamber volume. FEj; is a constant energy offset which is a function of
the stack in which the interaction occurred. The mean muon energy loss in
passing through each stack is 0.35 GeV [52] and there is a mean energy loss
of 0.25 GeV in the coil. Figure 4.2(a) shows the muon energy quality after
correction for energy loss in the FCAL and coil and Figure 4.2(b) shows the
bias as a function of the muon energy.
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] L X 0.08 — .
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Figure 4.2: (a) Muon energy quality including energy loss in the FCAL and
coil averaged over all stacks; (b) Bias as a function of the simulated muon
energy.

A tail at large positive energy qualities can still be seen, indicating the
presence of events which undergo catastrophic energy loss. A constant energy
correction does not account for the energy loss of these types of events well.
However the muon energy can generally be measured with a precision of
better than 4% over two orders of magnitude.

The energy thresholds to reach the muon chambers with 50% probability
are shown in Table 4.1. Detection of a muon implies an energy cut of at least

2.5 GeV.
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Figure 4.3: The difference between the simulated angle of the muon with

respect to the neutrino direction and the reconstructed angle for events oc-
curring in each stack. Shown are the distributions for Stack 1 (top left),
Stack 2 (top right), Stack 3 (bottom left) and Stack 4 (bottom right).
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Stack | Station 1 (GeV) | Station 2 ((eV)
1 3.80 £ 0.03 511 £ 0.05
2 3.50 + 0.04 4.69 £ 0.05
3 3.24 £0.03 4.42 £ 0.05
1 2.61 L 0.03 417 £ 0.05
Table 1.1: Enecrgy thresholds for muons to rcach cach station of the muon

chambers with 509% probability as a function of the stack in which the inter-
action occurred.

The precision with which the angle of the muon at the event vertex can
be measured is limited by multiple scattering in the iron and the coil. Figure
4.3 shows the difference between the simulated angle between the muon and
the neutrino direction and the reconstructed angle for events occurring in
each stack. As expected the closer to the drift chambers the event occurs,
the better is the reconstruction of the angle. The bias and spread [or events
occurring in each stack are summarised in Table 4.2.

Stack | Bias (mrad) | Width (mrad)
I 0.59 10.5
2 (.44 9.6
3 0.33 8.4
1 0.16 6.9

Table 1.2: Muon angular differences for events occurring in cach stack. The
bias decreases the closer to the back face of the FCAL the event occurs. The
average spread over all stacks is approximately 9 mrad.

In addition to the muon identification criteria described above, several
muon qualily culs are used n this analysis. These were

1. Matching distance: The transverse (X-Y planc) distance between
the extrapolated drift chamber track and the muon chamber track was
less than 40 cm in station 1 and less than 50 cm in station 2.

R

FCATL association: 'T'hc matched drift chamber track must have
pointed back to the FCAL sensitive volume and started less than 30
cm into the drift chamber valume.

3. Muon energcy: A minimum muon cnerey cut of 3.0 GeV was applicd
o o
to reduce the background from 77/ K~ decays and hadron “punchthrough”
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from particles created either in the FCAL or in coil interactions.

4.3 v, Charged Current Event Selection

4.3.1 Fiducial Volume

The choice of the appropriate fiducial arca for FCAL analyses is driven almost
entirely by energy resolution considerations. This will be discussed in Section
4.5.1. Unless otherwise specified, the fiducial volume used in this analysis is
bounded by

|IX| <T0cm ; |V

<70 cm ; =200 cm << Z < =90 cmn (4.3)

The vertex co-ordinates are calculated using the centre of gravity method
(explained in Section 3.4.4) which, although not ideal, does not presuppose
the existence of a muon in any particular interaction.

Figure 4.4 shows the vertex distributions for L/ﬁ‘r‘“ interactions using this
centre ol gravity method. The qualitative agreement in the X position ol
the vertex 1s good, although the Moute Carlo appears to underestimate the
number ol events at the edges ol the 'CAL. The most probable reason lor
this 1s that there arve interactions in the lightguides and support structure
ol the I'CAL which are not included in the simulation. This would enhance
the number of events with vertices at the edge of the FOATLL The vertex
distribution in Y also shows rcasonable agreement. The spikes at the contre
of the modules indicate events which only fire one module in the first stack
hit. In this case the vertex is assumed to have occurred at the center of
the relevant module. The Monte Carlo appears to overestimate the number
of these events. In the case of events with an identified muon, the vertex
is estimated from the extrapolated position of the muon at the first stack
hit. The results of this algorithm has been shown to agree well with data
in Section 3.4.4 and hence the small discrepancies observed in the vertex
distributions using the centre of gravity method are not that important.

The distribution ol the first stack hil contains two interesting [eatures.
The trigger threshold, described in Section 3.4.2, has been applied to the
Monte Carlo. The good agreement in the number ol events occurring in
Stack 4 gives conlidence that this threshold is being applied at the correct
level. The overestimate ol the number of events in Stack 1 by the Monte
(farlo can be explained by the phenomenon ol sell-vetoing in which events
occurring close to the front of the FUAL backsplash into the veto planc
covering the face of the FCALL The trigger conditions for FCAL interactions
specify that there be no signal in this veto planc, so this type of event would
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Figure 4.4: FCAL vertex distributions for 1/50 events. The vertices have been
calculated using the center of gravity method. The data points are shown
overlaid on the Monte Carlo histogram and the distributions are normalised
to the same number of events.
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Figure 4.5: Distribution of the stack in which the 1/50 interaction occurred.
A cut requesting less than 10% of the event energy in stack 1 has been
applied. The data points are overlaid on the Monte Carlo histogram and the
distributions have been normalised to the same number of events.
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not satisfy the trigeer conditions. The degree of belief in this hypothesis
increases when the distribution of Stack 1 eventls in which less than 10% of
the total hadronic shower energy is deposited in Stack 1 is plotted. Such
evenls most likely occur close to the end ol the [irst stack and the level of
backsplash 1s expecled to be small. This distribution is shown in IMigure 4.5
and the agreement between Monte Carlo and dala is reasonable.

4.3.2 Selection Criteria

An event was assumed to be a 1, charged current event if it satisfied the
following criteria :

o Trigger Condition : T'he FCAL trigger must have fired. The trigger
cfficiency has been discussed in Section 3.1.2. The trigger threshold
occurs at approximately 4.0 mips in the data. Using the Monte Carlo-
data relative energy scale obtained in Chapter 3 this corresponds to a
threshold in the Monte Carlo of 3.2 mip.

¢ Presence of a muon : A frack passing the muon identification cuts
described above must exist.

¢ Association with an FCAL event : The backward extrapolation of
the muon track must lie within 30 ¢ of the event vertex determined
using the centre of gravity vertexing algoritn.

The event was considered to be induced by a v, if the charge of the muon
candidate in the event was negative, otherwise it was considered to be a v
interaction.

Selection Efficiency

The efficiency of these cuts has been calculated using a sample of yff"c Monte
Carlo events. Table 1.3 presents the number of events which pass cach cut,
the relative efficiency of each cut and the total efficiency breakdown. Note
that the fiducial area cuts have been applied at the beginning of the analysis.
The etliciencies quoted refer to events within the fiducial area.

The average selection elliciency [or v, charged current events, in the lidu-
cial area described above, is (66.5 + 0.4)% where the uncertainly is only
stalistical. The calculation of this elliciency included Stack 4 events, which,
as lTable 1.3 shows, ditfer markedly from cvents occurring in Stacks 1 to 3.
If Stack 1 events are neglected, the average efficiency rises to (70.0 £ 2.0)%.
The reason for the difference is that many cvents in Stack 1 do not deposit
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Stack 1
Cut Number of events | Efficiency | Relative Efficiency
Fiducial Yolume 16215 100.0% 100%
Trigger threshold 43508 94.0 % 94.0 %
N,>0 33186 24 % 7.0 %
Vertex association 32711 0.7 A 9.7 %
E, >3 32711 70.7 % 100 %
stack 2
Cut Number of events | Elliciency | Relative Elliciency
Fiducial Volume 45767 100.0 % 100%
Trigger threshold 42565 93.0% 93.0%
N, >0 33023 72.2% 77.6%
Vertex association 32317 70.6% 97.9%
B, =3 ST 70.6% 100%
stack 3
Cut Number of events | Elliciency | Relative Elliciency
Fiducial Volume 44762 100% 100%
Trigger threshold 11239 92.1% 92.1%
N, >0 31692 70.8% T6.8%
Vertex association 31168 69.6% 98.3%
K. >3 31159 (9.6% 99.9%
stack 4
Cut Number of events | Efficiency | Relative Efficiency
[iducial Volume 42617 100% LOOT
Trigger threshold 32464 76.1% 76.1%
N, >0 233741 51.8% 72.0%
Vertex assoclalion 23238 54.5% 99.4%
Ky 22 3 23137 514.2% 99.6%
Global elliciencies (averaged over all stacks)
Cut Number of events | Efficiency | Relative Efficiency
Fiducial Volume 179391 100% 100%
Trigeger threshold 159776 89.0% 89.0%
N,>0 121575 67.7% 76.0%
Vertex associalion 119434 66.6% 98.2%%
E,>3 119324 66.5% 99.9%

in each stack.

Table 4.3: 1, charged current event selection elliciency lor eventls beginning
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enough energy to satisfy the FCAL trigger conditions. In the other stacks
the major contribution to the loss of elliciency is the acceplance ol the muon
chambers [or the primary muon.

Background Estimate

The background for v, charged current cvents consists of :

ﬂ’ ¢ interaclions.

e Decay in [light of 7= or £~ in v

N

eV ents

¢ Hadron punchthrough in ¢

o Decay i flight of #7 or A~ in 4% and 7% interactions where the

1
primary muon is lost.

o —CC

e I[Tadron punchihrough in ;% or 7% events in which the primary muon

1s lost.

Other sources, such as cosmic ray muons which fake a priunmary muon track
in time with an FCAL interaction and which are not vetoed by the veto
planes and beam muons leaking through the veto planes, contribute a neglible
amount to the background in the _r/ff =

In general, muons [rom meson decay are indistinguishable [rom the pri-
mary muotn in charged current interactions. The only means of discriminating
hetween the decay background and the signal is by measuring the angle the
decay muon makes with the parent meson. This is impossible for decays
within the FCAL volume and, as the kink angle is gencrally small, meson
decays in the drift chamber volume are usually not resolvable. The contami-
“Cavent sample

sarnple.

nation is, however, small. The relative contribution to the v
from 7~ /K~ decay and hadron punchthrough in Lffc
was estimated from simulation to be less than 0.05% of the total v

The contribution from hadron punchthrough in "”ff‘ ¢

stacks, 1s (0.11 + 0.05)%.

and .'7;’ “ interactions
ao . )
. sample.

, averaged over all

4.4 The NOMAD Data and Event Statistics

The NOMAD experiment was originally scheduled to start taking data in
1994, The I'CAL, however, was only 1ustrumented in mid 1995 i which
there were several distinet data taking periods. These were

¢ 4 module data : Between May 18th and June 24th 1993 only four drift
chamber modules were installed in the target region of the detector.
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Data Statistics

Sample solrce Initial Statistics After fid. cuts
(liltered for al least one muon)
ata | 11-module 1995 718,038 189,318
1996 4,902,776 3,076,792

Table 1.1: Statistics of data sample uscd in this analysis

Monte Carlo Statistics

‘ Sample ‘ source ‘ [nitial Statistics ‘ After fid. cuts ‘ [dentified muon ‘
v 288,012 179,391 138,532
Monte Carlo J.f;}' & 57,945 35,428 74
v,, induced charm 85,296 51,803 13,789
7, 72,144 37,141 33,231

Table 4.5: Statistics of the Monte Carlo simulation samples used in this
analvsis

During this period 2.8 x 10'% p.o.t. were delivered to the neutrino
target.

e 8 module data : In the period July 5th to August 15th 1995 a total
of 8 drift chamber modules were present in the target region of the
detector. T'he integrated intensity delivered by the SPS in this period
was 3.3 x 10'® pLo.t.

¢ 11 module data : After August 22nd 1995 the drift chamber target
consisted of the full 11 modules. At the end of the run on October
11th, a total intensity of 3.0 x 10'® p.o.t. was delivered to the neutrino
target in this period.

During 1996 all drilt chambers were [ully [unctional. At the end of the
1996 run the SPS had delivered an integrated intensily lor the year ol 1.5 x
10 pLo.t.

Table 4.4 summarizes the available statistics in the data sample used in
this analysis and Table 4.5 does the same [or the Monte Carlo samples. Only
1T madule data. is used from the 1993 data sct. The reconstruction of the 8
module data was not considered to be reliable. The entire 1996 data set was
inclhiuded.
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Note that for reasons of storage space the data used here has been filtered
[or events containing at least one muon. The relerence fiducial volume is

| X

<T0em ¢ Y[ 70em @ =200 em < 7 < =90 cm (1.1)

4.5 Reconstruction of z/ﬁ'rc Interaction Kine-
matics

Most analyses in high energy physics are carried out In lerms of variables
which uniquely deline an interaction. These variables have already been de-
scribed in Chapter 1 and so only a briel sumiary will be included here.
Relerring 1o Figure 1.1 each of {the parlicles in the inleraction has an associ-
ated 4-momentum. The 4-momenta of the incoming neutrino and outgoing
lepton are denoted &* and [# respectively, ¢* is the four-momentum trans-
ferred to the hadronic system and P* is the A-momentum of the nucleon.

The kinematic variables which may be determined by a measurement of
these 4-vectors are :

¢ the square of the centre of mass energy, s.
¢ the energy transfer to the hadronic system, v.
o (he square ol the 4-momentum transfer Lo the hadronic system, Q2.

o Lhe square ol the invariant mass of the hadronic systemn, W2,

the Bjorken scaling variable, xg;.

e the fraction of energy lost by the neutrino (Bjorken y) yg;.

The kinematically allowed regions of phase space correspond to Q2 > 0
and W > My. However structure functions are, in general, only defined
above a certain threshold. In the case of the GRV-HO[55] structure functions
used to generate the Monte Carlo sample used in this analysis there 1s an
implicit cut of @? > 0.3 (_GeV/C:)z. In Section 3.4.4 it was pointed out
that the sunulation of hadronic showers below 5 (GeV has been seen to be
unreliable, In this analysis only events with visible hadronic energy sreater
than this value are considered. Therefore the two explicit cuts which have
been applied are

Q? > 0.3 (GeV/e) | K > 5 GeV (1.3)
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4.5.1 Hadronic and Neutrino Energy Reconstruction

The visible hadronic energy, I/, . 18 a reasonable estimator of the energy
transler v, The algorithm used Lo construct this estimator is reasonably
simple.

1. Take the visible energy deposited in the FCAL using the algorithm
developed in Chapter 3.

o

Add in the energy of the tracks leaking from the coil, assigning the
mass of a pion to those which have not been identified as a muon.
Tracks arising from secondary interactions in the drift chamber region
are neglected.

The energy ol the leakage tracks is a secoud order conlribution to the tolal
energy and as such no altempt is made 1o add in the contribution [rom neutral
hadrons measured in the IICAL or [rom unassociated clusters in the ZCAL.
It is assumed that most of the event energy is absorbed in the FCAL volume.
This is a safe assumption in the casc of stacks 1.2 and, to a somewhat lesser
extent, 3. However, much of the energy will have leaked in events occurring
in Stack 1. 1t is not expected that Stack 1 events will provide reliable energy
measurements.

Hadronic Energy Resolution

Figures 4.6 and 4.7 show the comparison ol Monte Carlo input and recon-
structed hadronic energy. The average amount of energy loss and the reso-
lution of Fy.q is summarised in Table 1.6. As expected, the energy measure-
ment for events occurring in Stacks 1 and 2 are reasonably accurate. Only a
small amount of the energy is lost, usually in the form of neutral particles.
11% of the energy is lost in events originating in Stack 3, a consequence of the
event occurring closer to the back face of the FCAL. In Stack 4 a substantial
amount of the energy 1s lost. The resolutions measured here are comparable
to those measured in neutrino events in the drift chamber target[14].

The hadronic energy bias as a [unction ol the X and Y positious of the
vertex 1s shown in I'igure 4.8. The plots contain events [rom all stacks. The
vertical lines mark the hounds ol the [iducial area. The uninstrumented gap
al the center ol the F'CAL imposes a dramatic degradation on the hadronic
energy resolution. Omilting this region [rom the liducial volume has the
unfortunate consequence of omitting cvents from the core of the neutrino
hecam and hence a large fraction ( approximately 30% ) of the available
statistics. [t was decided that this region would be included in the fiducial
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‘ Stack | Average amount of energy loss (%) ‘ Epuq resolution (%) H
1 147 30.0
2 2.8 30.0
3 11.1 31.6
1 31.8 31.1

Table 4.6: Average percentage of energy loss and £,y resolution for events
occurring in each stack.

volume hut the different energy resolution in this region must be considered
in later analyses.

Intrinsic Energy Resolution of the FCAL

The intrinsic energy resolution ol a calorimetler is usually presented in the
[orm
al H R .
L) (4.6)
L E(GeV)

where R is detector dependent and detines the precision to which a given en-
crgy can be measured in the presence of shower Huctuations. T'his number is
often used as a figure of merit to judge the capabilitics of different calorime-
ters. T'he energy resolution for the FCAL cannot be measured without a test
heam, just as a standard calibration procedure could not be applied, but an
idea of the intrinsic resolution may he obtained by studyving Monte Carlo
interactions. The purpose of this section is to provide some feeling for, but
not a precise measurement of, the capabilities of the detector.

The intrinsic resolution will depend upon the stack in which the event
occurred. As usual, it is expected that the resolution derived from cvents
originating in Stacks 1 to 3 will be credible. The resolution will be determined
from events occurring within the first three stacks and in the standard fiducial
area.

Samples of pions at different encrgics were generated using the test heam
facility of GENOM and the response of the FOAL at cach cnergy was ob-
scrved.  The mean and standard deviation of a gaussian fit to the FCAL
response 1s displayed in Table 4.7. The RMS deviation from the mean is also
shown to indicate the deviation of the response from gaussian behaviour.

A plot of the standard deviation, a, of these distributions as a function
of v/ F is presented in Figure 1.9, According to the straight line fit in Figure
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Figure 4.6: Comparison of the reconstructed and simulated values for the
hadronic energy of events in Stack 1 (left) and Stack 2 (right). The top plot
is a simple comparison. The middle plot shows the quality and the bottom
plot shows the bias as a function of the simulated value.
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the vertex. The dip in the bias at central values of Y results from energy
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Hadronic Energy (GeV) | Mean (GeV) Standard RMS (GeV)
Deviation (GeV)
1.0 1.41 £0.01 1.02 £0.03 1.56
4.0 4.03 £0.01 1.59 £ 0.03 2.04
10.0 9.85 £ 0.03 2.67+£0.05 2.87
15.0 14.7 £ 0.05 3.47 £ 0.05 3.91
20.0 18.98 + 0.07 4.14 £+ 0.07 4.49
25.0 23.8+0.1 4.6 +0.1 4.87
30.0 284 +£0.1 5.4+ 0.1 5.6
40.0 37.6 £0.1 5.9+0.1 6.4
50.0 473+ 0.3 6.9+ 0.2 8.0
60.0 56.3 £ 0.4 7.6 £0.3 8.6

Table 4.7: The mean and width of the energy reponse distributions of the
FCAL at different simulated hadronic energies.

0(GeV)

(—0.3 £ 0.7) + (1.0 &+ 0.2) vVEnergy
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Square root of energy (GeV %5 )

Figure 4.9: The simulated width of the FCAL energy response distributions
as a function of the square root of the simulated energy of test beam pions,
overlaid with a fit to a straight line.
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4.9 the intrinsic energy resolution of the FCAL is

T E 100.0%
rr(H ) _ 00.0% (4.7)

This value should be regarded as {a) an approximation to the true intrinsic
energy resolution and (b) a lower limit. The reason for this is that Equation
4.6 is correct only for compensating calorimeters. That is, calorimeters which
display the same respounse to the purely hadronic parl of an hadronic shower
as lo the purely electromagnetic part (induced mainly by 7% particles in the
shower). Siuce the energy dissipalion processes are dillerent lor these Lwo
componenis ol the shower il 1s nol surprising that the calorimeter response
is dependent upon the particular component. The compensation property is
described in terms of the ratio

[

¢ mip s
T = 0 ! = 3 (4.8 )
T < fﬁ%m > + < jr‘a >

AP mip

where ﬁp is the visible part of the electron energy with respect to a mip,

< femwm > 18 the average electromagnetic part ol the pion energy, g 18 the

visible part of the 77 energy component with respeet to a mip, < fi, > is the
average hadronic part of the pion energy and is the visible part of the

iy
hadronic energy component with respect to a mip. In terms of this ratio the
intrinsic energy resolution is defined as

o) R ¢ _
— = — + B(—-1 4,
L v~ (—-1) (4.9)

where B is a detector dependent parameter that usually must he ascertained
from the experiment. Non-compensating calorimeters in general have £ > 1.
Since the FCAL s non-compensating the resolution presented above is the

theoretical best that can be expected. None of the studies in this thesis
explicitly use the energy resolution in this form.

The RMS values in Table 4.7 are consistently higher than standard devi-
ation indicating a wider response at all energies. A more realistic cstimate of
the intrinsic resolution can he made by substituting the RMS values for the
standard deviations. Repeating the fit yields an intrinsic energy resolution
of

a( k) 101.0%

= (1.10)
2 E(GeV) |
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Stack | Average amount of energy loss (%) | E, resolution (%)
1 1.5 13.41
2 3 11.0
3 6.6 14.8
4 14.9 17.5

Table 4.5: Average percentage of energyv loss and E, resolution for events
occurring in each stack.

which is prohably more realistic. T'he resolution is somewhat better than that
measured in the HCAL (which has a resolution of approximately 120%// E{CeV)).
This is to be expected as the instrumented region of the HCAL is only half
as deep as that in the FCAL and so the shower Huctuations are much larger.

Neutrino Energy Resolution

The visible neulrino energy, LY. is simply the sum of the hadronic energy
and the energy ol the primnary muon and is a good approximation to the
actual neutrino energy. The quality of the reconstruction of the neutrino
energy 1s shown in Iligures 4.10 and [igures 4.11. The average amount ol
cnergy loss and the resolution in K, is shown in Table 1.8

The distributions for £, show the same qualitative features as those for
L., The energy resolution is approximately 14.0% in all stacks excepl
Stack 4. This is twice as good as the resolutions [or 2}, due to the (usually)
well-reconstrucled muou.

Comparison of Data and Monte Carlo

Figures 4.12 and 4.13 show the distributions for the reconstructed visible
hadronic and neutrino energies in the 1995 11 module data and the simula-
tion. T'he digtributions agree well. T'he discrepancy between data and Monte
Carlo in the neutrino encrgy spectrum measured in the drift chamber region
(sce Section 3.4.1) is not apparent in these distributions. This is most proba-
bly due to the relatively poor energy resolution of the FCALL The measurad
FCAL response to a 40 GeV shower, for example, is expected to fluctuate
between 34 GeV and 46 CeV in 68% of the events. This behaviour smears
out fine details.

The muon energy speetrum is shown on a lincar scale (top) and loga-
rithmic scale (hottom) in Figure 4.11. The distribution has a longer tail in
the data than in the Monte Carlo. In part, this is duc to a problem with
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Figure 4.10: Comparison of the Monte Carlo input and Monte Carlo recon-
structed distributions for the neutrino energy of events in Stack 1 (left) and
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value.
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each stack. The data and Monte Carlo distributions have been normalised
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the alignment of the drift chambers in part of the 1995 run. The effect is
most clearly observed in the distribution of [lj in Figure 4.15 (top plot). A
conslanl ollsel in the inverse momentumn is symptomatic ol an alignment

problem. In order to take care ol this, a constant was added to the

inverse momenium in the data, resulting in the distribution in IFigure 4.15
(bottom plot). Even with this correction, however, there is a dillerence in
the shape of the tail of the distributions. There are two possible reasons for
this: the first is that the structure functions used in the calculation of the
cross section do not exactly deseribe the NOMAD data and the second s
that the Monte Carlo heam profile does not model the real heam.

The neutrino beam cousists predominantly of 1, which arise [rom the
decay of 77 and A mesons in the beam. Neutrinos with energies less than 60
(GGeV come mainly [rom 7+ decay, whereas those possessing an energy above
60 GeV originate [rom K decays. The shape ol the v, energy spectrum,
and hence the shape of the primary muon energy spectrum, is therefore
dependent upon the ratio of pions to kaons produced in the debris of the
proton-heryllinm interaction. The SPY collaboration has measured this ratio
over a sccondary meson momentum range from 7 GeV/e to 135 GeV /e [37].
Lging their results, weighting tables wore constructed in the same format as
those introduced in Section 3.4.4 and applied to the simulated events. Figure
4.16 shows the primary muon energy spectra, in both linear and logarithmic
scale, after the weighting process was applied. There has been a small,
but significant, change in the shape of the tail and the chi-square of the
comparison between the simulation and the data has unproved from 274.2
[or 49 degrees ol [reedom to 153.8 [or 49 degrees of [reedom. As the chi-
square measures show, however, the simulation still does not describe the
data exactly, The use ol structure [unctions which do not describe the data
exacltly 1s the most probable cause of this residual discrepancy. This will be
touched upon in Chapter 5 but [or now il should be noted that the remaining
dillerence is small and has little ellecl on the kinematic distributlions 1o be
studied in the next section.

4.5.2 Reconstruction of the Kinematic Variables

Section 4.5 has shown that all the kinemalic variables of inlerest can be
[ormed [rom the neutrino energy and the outgoing muon momentum and di-
rceetion. In this scetion the simulated kinematic variables, the reconstructed
simulated kinematic variables, and experimental kinematic variables are com-
pared.
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Resolution of the Kinematic Variables

Figures 4.17, 4.18 and Figures 4.19, 4.20 show the distributions of the mo-
mentum transfer ¢? and the Bjorken variable wg; respectively. The Q7 re-
construction agrees well with the simulated distribution. The agreement in
the xp; distribution is much worse. This is largely due to the wp; dependence
on [l) (Iigquation 1.5). Since v lends Lo be overestimaled the average value of
reconstructed wg; is too small. The bias in the % quality becomes larger
with increasing momentum transfer, mostly due o the saturation eflect in
the measurement of Ep,q. As a result of the ralio, ()?/r, the xg, quality
shows litlle dependence on wp;.

The distributions for Bjorken y and the invariant mass of the hadronic
systern W2 are shown in Figures 1.23, 1.2 and Figures 1.21, 1.22. The
agreement between simulated and reconstructed variables displays a familiar
pattern : Stack 1 and 2 distributions agree reasonably well, Stack 3 dis-
tributions show some obvious discrepancies which can be ascribed to energy
leakage and saturation and Stack 1 distributions do not agree well at all. The
magnitude of the bias in W? increases linearly as a function of the simulated
value. Since W2 s calculated from ¢)* (Equation 1.7) the same behaviour
in the quality should be expected. The means and RMS deviations from
the mean of the Monte Carlo input and Monte Carlo reconstructed distri-
butions are summarised in Table 4.9 for each kinematic variable, as are the
corresponding resolution and bias.

Comparison of Data and Monte Carlo

The reconsiructed Monte Clarlo distributions are compared Lo the corre-
spouding experimental distributions in Figures 4.25,4.26, 4.27 aud 4.28. The
means and RMS deviations [rom {he mean [or the experimental and Monte
(arlo reconstructed distribulions are presenled in Table 4.10. In general the
distributions show good agreement. There is a slight systematic overestimate
in the yg; distribution at high values of yg;. This is most probably due to
a slightly different level of saturation in the data than in the Monte Carlo.
The agreement in %, W2 and zg; is good.
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Stack 1

vﬁ’(” Monte Carlo | 49 MC Reconstructed

quantity Mean ‘ RMS Dv‘;lean ‘ RMS Bias | Resolution
(*(GeV/e)? 05 9.7 9.4 9.5 -3.5% 24.9%
W2 GeV/ier)? | 32.9 22.5 30.1 22.2 -15.1% 38.9%
g 0.22 0.15 0.25 0.19 18.1% 50.6%
(15T 0.48 (.22 0.47 0.21 1.4% 17.7%

Stack 2

Vf[b Monte Carlo Vf!.“(“ MC Reconstructed

quantity Mean ‘ RMS Mean ‘ RMS Bias | Resolulion
QR CeVie) 9.1 9.4 8.9 9.1 -5.3% 23.5%
W=(GeV/ie? ) | 318 22.1 28.2 22.1 -19.0% 37.3%
TR; 0.22 0.1 0.25 0.19 21.0% 49.5%
Y 0.18 (.22 0.16 0.21 0.9% 18.2%

Stack 3

vﬁ’(” Monte Carlo | 49 MC Reconstructed

quantity Mean ‘ RMS5S Dv‘;lean ‘ RMS Bias | Resolution
(*(GeV/e)? 8.9 9.2 8.5 8.5 -9.2% 21.8%
W=(GeV/ie?)? | 31.2 21.4 24.4 18.2 -29.1% 35.6%
Fy 0.22 0.15 0.28 0.20 28.0% 51.7%
YR 0.48 0.22 0.45 0.21 -0.6% 18.2%

Stack 4

f/ﬁ’(’ Monte Carlo .f/f!.“("‘ MC Reconstructed

quantity Mean ‘ RMS Mean ‘ RMS Bias | Resolution
P (GeV/e)? 3.1 8.2 7.6 T -18.7% 21.0%
W=(GeV/ie? ) | 287 19.8 17.5 13.4 -48.0% 34.2%
Emy 0.22 .15 0.31 0.22 46.7% 64.0%
Y 0.47 .21 0.10 0.21 -18.9% 21.0%

Table 4.9: Average values of Monte Carlo simulated and reconstructed kine-
matic variables in deep inclastic 1/:(“'” interactions originating in cach Stack.
Also shown is the corresponding bias and reselution.
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Figure 4.18: Comparison of reconstructed (points) and simulated (histogram)
values of )? for events occurring in Stack 3 (left) and Stack 4 (right). The
middle plots show the quality and the bottom plots show the bias as a func-
tion of the simulated value.



4.5 Reconstruction of 1/50 Interaction Kinematics 111
.§ ot .§ | 1 H
o j = aF.
z 1500 : £ 1500
= ., =
1000 1000
500 |- 500 |-
0 : L1 ‘ L1 ‘ L1 0 : L1 ‘ L1 ‘ L1 P-ﬂﬂ‘r—-
0 02 04 006 08 1 0 02 04 06 038 1
Bjorken XBjorken
Mean 0.1360 B Mean 0.1519
B 0.4849 | = 0.4615 |
4000 [~ 4000
2000 2000 [~
oL . . ol |
) -2
Quality Quality
)] F 1] F
S 04 3 B
A i | - i } l
o L 02 |- . |
0-2 : ;+++++++++H+++H+++++++++++++++++l |
0 p‘++HH+H++HH++H+”++++++++++I|'Ir]l]ll | +H +H I |H
L I} 0 + +HH
- B +
021 I
:\\\‘\\\‘\\\‘\\\‘\\h 7\\\‘\\\‘\\\‘\\\‘\""\
0 02 04 06 08 1 0 02 04 06 08 1
Simulated XBjorke][l Simulated XBJ.mrken
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Figure 4.22: Comparison of reconstructed (points) and simulated (histogram)
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middle plots show the quality and the bottom plots show the bias as a func-
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Figure 4.23: Comparison of reconstructed (points) and simulated (histogram)
values of yp; for events occurring in Stack 1 (left) and Stack 2 (right). The
middle plots show the quality and the bottom plots show the bias as a func-
tion of the simulated value.
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Figure 4.24: Comparison of reconstructed (points) and simulated (histogram)
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for the reconstruction of the kinematic variable yp; for events occurring in
each stack. The data and Monte Carlo distributions have been normalised

to equal areas
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Figure 4.27: Comparison between data (points) and Monte Carlo (histogram)
for the reconstruction of the kinematic variable Q? for events occurring in
each stack. The data and Monte Carlo distributions have been normalised

to equal areas.
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Figure 4.28: Comparison between data (points) and Monte Carlo (histogram)
for the reconstruction of the kinematic variable W? for events occurring in
each stack. The data and Monte Carlo distributions have been normalised
to equal areas.
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Stack 1

quantity

J/f; “ Data

v Mante Carlo

Mean ‘ RMS

Mean‘ RMS ‘

(Q*{GeV/c)?

0.5 | 12,1

11.2 1.1

W2 (GeV/ )

30.3 | 22.0

30.3 222

i 0.25 | 0.19 | 0.26 0.19
YR 0.47 | 0.21 | 0.48 0.21
Stack 2
Lfi"'("' Data, I/EC Monte Carlo
quantily Mean ‘ RMS | Mean ‘ RMS ‘

(*(GeV/c)?

9.7 10.9

10.2 119

W2 (GeV /)

28.1 | 20,6

28.2 20.9

TR 0.26 | 0.19 | 0.26 0.19
YH; .16 .21 0.7 0.21
Stack 3
v, Data | v0" Monte Carlo
quantity Mean ‘ RMS | Mean ‘ RM5 ‘
Q*{GeV/c)? 8.9 9.6 9.4 10
W2(GeV/ic*)y? | 244 | 17.6 | 245 5.2

TR 0.28 | .20 | 0.28 0.20
YB; .44 0.20 0.45 0.20
Stack 4
Lfi"'("' Data. I/EC Monte Carlo
quantily Mean ‘ RMS | Mean ‘ RMS ‘

(*(GeV/c)?

7.6 7.8

3.1 8.9

16.9 | 12,5

17.6 13.4

WGV )

TH

0.31 | 0.23

0.32 0.22

Yu;

0.39 | 0.19

0.10 0.20

Table 1.10: Average and RMS values of reconstructed kinematic variable
distributions in data and Monte Carlo.
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A cross check of the calibration carried out in Chapter 3 may be made
by using a variant on the concept thal a miscalibration in the measurement

ol the hadronic energy distorts the y-distribution. Il the ratio of the mean
DATA
>

Mo

visible neutrino energy in the data, < I%,; , and the mean visible
neutrino energy in the Monte Carlo, < I, >

ol visible Bjorken y, the appearance ol a non-zero slope in the plot is an

. 18 plotted as a Munction

indication of a ditference in the relative calibration of K,y and K, To be

morc specific, a miscalibration means that the measured hadron and muon
[ AT A DATA _ gy
‘e — M had-

energies differ from the frue values = ak, and K,

Since the Monte Carlo is perfectly calibrated

AT A cDATA DATA
! F + KL

_ “had
BT = LY+ By
— g h",u 4 ,’3 ‘.Ljh ad (1 11 )
E,'.' =+ Eh:;ﬂ.d .
o(By+ Erg) + (8 — o) Epaa
E}L + Eh:;ﬂ.ri
Fxpressed in terms of the visible Bjorken vy, Equation 4,11 beecomes
EDATA .

Henee any small miscalibration of the muon energy will appear ag a global
offsct in the plot. A non-zero slope does not, in itsclf, indicate the presence
of a miscalibration in the hadronic encrgy, since the slope is affected by both
the hadronic and muonic energy scales. Knowledge of the offset, however,
allows a measurement of J from the slope to be carried out.

Figure 4.29 shows b;\# ag a function of y,;,. The fit shows that the
miscalibration of the muon energy is present at the level ol about 2%, which
is consistenl with the resolution in the muon energy discussed in Seclion 4.2,
The line has zero slope which indicates that the hadronic energy scales in
data and the simulation differ by only 2%. Ilowever the error on the slope
[rom the straight line [it is also 2% so it is conceivable that both energy
scales arc calibrated correctly. It is reasonable to conclude that the hadronic
cnergy scale in the data is correct, or at the very least any differences arce
rendered unobservable by the poor energy resolution of the FOATL
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Figure 4.29: Hadron-muon relative energy calibration.



Chapter 5

Dimuon Events

5.1 Introduction

The I'CAL was designed {o study, amongst other processes, the production
of charm quarks in deep nelastic neutrino scatlering events. The cleanest
signature ol such production is the lormation of opposite sign dimuon events.
The theorelical background describing these events has been discussed in
Chapter 1.

The first part of this chapter deseribes the selection eriteria used in the
dimuon search, followed by a discussion of the background arising from the
decay of pions and kaons in the hadronic system. The question of whether
the standard NOMAD Monte Carlo adequately describes charm production
is then investigated and an alternative Monte Carlo proposed.

5.2 Dimuon Event Identification

The dimuon event selection algorithm is an extension of that introduced for
the recognition of 17 cvents in Chapter 1. Listing these for the sake of
convenience

e Trigger Condition : The FCAL trigger must have fired.

¢ Presence of a muon : A track passing the muon identification cuts
deseribed in Chapter 1 must oxist.

e Association with an FCAL event : The backward extrapolation of
the muon track must be within the FCAL fiducial arca and liec within
20 em of the FCAL vertex estimated using the centre of gravity method
{sce Scetion 3.4.4).

124
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Events with two muons associated to the primary vertex are dimuon events,
The charges ol the muons may be either dillerent, in which case the event
is referred to as an Opposite Sign Dimuon event (OSDM), or the same and
the event is a Like Sign Dimuon event (LSDM). In addition to the charged
current event seleclion criteria listed above, an event is considered o be a
ditnuon, either OSDM or LSDM, il the [ollowing criteria hold :

¢ Presence of a second muon : A sccond track passing the muon
identification cuts cxists.

e Spatial correlation : The distance between the positions of the
muons (extrapolated to the midplane of the first stack hit) is less than
20 em.

e Temporal Correlation : The dillerence between the {imes of the [irst
hit of Lthe muon tracks must be less than 5 us.

¢ Muon energy : Both muons must have an cnergy greater than 1.5
GeV. T'he motivation for this valuc will be discussed in Scetion 5.3.2.

The correlation and energy cuts are imposed primarily to reduce background
and will be discussed to a greater extent below.

5.2.1 Categorisation of opposite sigh dimuon events

Charm quarks arc produced in neutrino interactions and anticharm quarks
in antincutrino interactions. The neutrino and antincutrino production pro-
cesses are somewhat different since charm from antincutrinos is produced
completely from interactions with sca quarks wherecas charm from neutrinos
can be produced from valence d quarks as well. It is, therefore, important
to determine whether a particular dimuon was v, or v, induced. This is ac-
complished by measuring the charge of the muon from the leptonic vertex :
events in which the primary' muon is a ¢~ are v, induced whereas those with
a primary u are produced by an incident antineutrino. It is worth noting
that since the antineutrino flux in the CERN wide band beam is at the level
ol 7% ol the neutrino lux (see Section 2.4) and the integrated cross section
[or antineutrino induced opposite sign dimuon production is about 60 % ol
the neutrino integrated cross section, the expected number of 7, induced
ditnuon events is only of the order of 4% ol those induced by neutrinos.
The algorithm used to determine into which catcgory a dimuon event
falls is straightforward. The primary muon is taken to be the one with the

UIn this context the term “primary” refers to the muen praduced at the leptenic vertex.
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highest transverse momentum with respect to the beam direction. Monte
(‘arlo studies show that the elliciency ol this procedure in choosing the correct,
primary muon is (95 + 1) %, where the error is statistical. Combined with
the expected ratio of anlineutrinoe to neutrino induced dimuon events, this
elliciency 1nplies an extremely pure [inal neutrino induced dimuon sample,

5.2.2 Diumuon Selection Efficiency

The sclection efficiency for opposite sign dimuon events may bhe estimatod
from a Monte Carlo simulation. A sample of opposite sign dimuon cvents
was generated using the NOMAD Monte Carlo and passed through the de-
tector simulation and reconstruction chain. The number of events remaining
after cach cut is presented in Tables 5.1 and 5.2 helow, along with the total
selection efficiency and the relative efficiency for each cut. All efficiencies are
calculated with respect to the standard fiducial area

"
| /\ verleur

< 70 em, |Yiertew| < 70 em (1)

As with the f/fa sample the factor that leads to the greatest loss of
efficiency is the geometric acceptance of the muon chambers for muons. The
loss ol elliciency is much greater [or the secondary muon due to its low
momenturn and consequently smaller radius of curvature in the NOMAD drift
chamber volume. The characteristics of Stack 4, as expected, show significant.
devialion [rom the other stacks and this re-emphasises the requirement to
remove Slack 4 events [rom the data sample used in the inal analysis.

5.3 Dimuon Background
The background to the opposite sign dimuon process consists of

1. Muonic decay in flight of pions and kaons in the hadronic jot of 5%
cvents.

2. Hadrons which punch through to the muon chambers, thereby mimick-
lole

. events.

ing muons, in v/

Beyond a certain point the dimuon background is essentially irreducible
[rom the point of view ol kinemalic cuts. Muonic decays within the I'"CAL
arc undetectible due to the lack of any high precision tracking within the
calorimeter and, as mentioned in Section 1.3.2, the kink angle of the 7/ K
decay is, in gencral, too small to be accurately determined with the drift
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Stack 1

Chul Number of events | Ifliciency | Relative Elliciency
20142
Fiducial Area 13809 100 % 100 %
Trigger 'hreshold il 12564 98.8 % 93.8 %
Xy >0 11054 80.0 % 81.0 %
Vertex Association 10356 75.0 % 93.7T %
LY > 4.5 GeV 10018 25 % 96.7 %
N, =i 2452 17.7 % 24.4 %
Ky > 1.5 GeV 2038 11.7 % 83.1 %
Spatial Clorrelation 1946 14.0 % 95.5 %
Temporal Correlation 1898 13.7 % 97.5 %
ldentification Algorithm 1360 13.4 % 98.0 %
Stack 2
Chut Number of events | Efficiency | Relative Efficiency
20660
[iducial Area 13719 100 % Lon %
Trigeer Threshold 13526 98.8 % 98.8 %
Xy 20 11136 81.1 % 82.3 %
Vertex Associalion 10441 76.1 % 93.8 A
Ef > 4.5 GeV 9970 2.7 % 95.4 %
X, = 2566 18.7 % 25.7 %
ES = 4.5 GeV 1970 14.4 % 76.8 %
Spatial Correlation 18941 13.8 % 96.1 %
Temporal Correlalion 1856 13.5 % 9%.1 %
Identification Algorithm 1818 13.3 % 98.0 %

Table 5.1: 1, opposile sien dimuon event selection elliciency [or simulaled
f fume B
evenls beginning in stacks | and 2.
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Stack 3

Chul Number of events | Illiciency | Relative Lfliciency
20611
Fiducial Area 13606 100 % 100 %
Trigger 'hreshold 13270 97.5 % 97.59 %
X =1 10828 0.5 % 81.6 %
Vertex Association 10125 714 % 93.5 %
LY > 4.5 GeV 9490 69.7 % 93.7 %
N 2 2 2693 19.8 % 28.3 %
Fiy > 1.5 GeV 1901 11.0 % 0.7 %
Spatial Clorrelation 1854 13.6 % 97.3 %
Temporal Correlation 1796 13.2 % 96.9 %
ldentification Algorithm 1756 12.9 % 97.8 %
Stack 4
Chut Number of events | Kfficiency | Relative Ffficiency
19971
Fiducial Area 12949 100 % Lo %
Trigeer Threshold 10252 79.1 % 79.1 %
K 50 8006 61.8 % 8.1 %
Vertex Associalion THd2 8.2 % 94,2 %
Ef > 4.5 GeV 6936 53.6 % 91.2 %
Xy =2 2076 16.0 % 29.9 %
ES > 4.5 GeV 1303 10.0 % 62.7 %
Spatial Correlation 1271 9.8 % 97.59 %
Temporal Correlation 1241 9.6 % 97.7 %
Identification Algorithm 1218 9.4 % 98.2 %

Table 5.2: v, opposite sign dimuon event selection elliciency [or simulated
evenls beginning in stacks 3 and 4.
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chambers, Backeground can be rejected via a cut on the energy of the sec-
ondary muon candidate, since the momentum spectrumn ol the mesons in
the jet or [rom interactions in the magnet coil is solter than that of sec-
ondary muons in OSDM production. Bevond this the background must be
subtracted statistically.

The amount ol background can be estimated by studying dimuon events
in which both of the muons have identical clectric charge. The dominant
source of these events is the decay and punchthrough of pions and kaons in
the hadron shower, assuming that no non-standard physics process exists that
can produce a prompt like sign signal. Scarches for like sign cvents arising
from processes other than meson decay have not vet presented evidence for
their existence[57. 58, 59]. These searches have allowed a limit to be placed

on size of the production cross section with respect to the single muon f.fﬁfu(’“
cross section[85] of
o, + N — = + p~ +anything)  _ s 5 ,
- > — < 2.4 % 107" at 95 % confidence
olv, + N — u= + anylhing) (5.2]

at the average ncutrino encrgy of 2141 GeV of the SPS beam. Given this
rclative cross section it is expected that there are less than 18 cvents in the
entire data set after cuts. A source of prompt like sign events will not he
considered further and it will be assumed that all like sign events arise from
secondary meson decays and hadron punchthrough.

The same physics processes give rise to both the like sign and opposite
sign backeround events and so a reasonable estimate of this background may
be made by predicting the properties ol the opposite sign dimmuon background
based on those of the like sign event sample.

5.3.1 The Like Sign Dimuon Events

Fvents with two muons with the same charge arise from four main sources ¢
L]

¢ the muonic decay of primary mesons produced at the event vertex in

the I'C'AL,

¢ the muonic decay of secondary mesons produced within the hadronic
shower,

e hadrons which reach the muon chambers and simulate the propertics
of a muon and

(7

e cvents in which there is an overlap of a ©[% inferaction in the FCAL

with a muon in the beam.
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Other sources of backeround are

e Overlap of two neutrino events : These accidental coincidences

are expecled to be eliminated by the space and lime correlation culs.
The ellect of these cuts are described below in the context ol beam
muon overlap cvents. I'he same arguments and conclusions apply to
the overlap of neutrino cvents.

Two muon event in neutral current interactions: ‘I'he probability
of ohserving a like sign event in which both muons are produced from
7/ K decay or hadron punchthrough in neutral current events may he
estimated using a neutral current Monte Carlo sample. Zero cvents
remained in a sample of 57.945 neutral current events after the dimuon
selection algorithm was applied. 1t the number of events that pass
the cuts is treated as following a Poisson distribution then, given an
observed number of zero events, the probablility of the true mean of
the Poisson distribution being less than 3 events is 95 %. A 95 % C.L.
upper bound on the probability ol observing a like sign event [rom
a neutral current interaction is 0.00005 (i.e. 3/57,945). Using the
observed number of 25 events and the cross seclion ratio2]

o(v,+ N = v, +anylhing)
alv,+ N = p= + anything)

= 0.25 (5.3)

less than 40 cvents are expected in the like sign sample. This is less
than 2% of the like sign sample.

The FCAL wag instrumented and calibrated without the use of a pion

test beam and so there was no possibility of measuring the muon production
rates by hadrons. Given this, it was deemed necessary to combine the first

three background contributions into one component, the 7/ K background,
and estimate the overall background rate using Monte Carlo methods.
The background subtraction algorithm, for any distribution A under

study, proceeds ag follows :

L.

Estimate the size ol the beamn overlap background i the like sign sarm-
ple.

Sublracting this overlap background, estimate the nummber of 7/ K like
sign evenls.

Using the Moute Carlo, calculate the ratio, R, of the number of ob-
served opposite sign background events to the number of observed like
sign events. This scale need not be the same for neutrine and antineu-
trino induced cvents.
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4. Form the same distribution for the like sign events in the data, AE>HY .

5. Scale ALEM in each bin by R.
6. Subtract the reweighted distribution A}7Y from A.

T'his preseription implicitly assumes that the simulation deseribes the like
sign cvents and opposite sign background cvents adequately. [t will be shown
helow that this is the casc.

The following discussion is concerned, unless otherwise specified, with
the background estimate for the neutrino induced dimuon sample. The same
arguinents apply [or the antineutrino induced sample except thal the signs
ol the muons are reversed. Tor example, the like sign sample in neuatrino
iteractions is composed of two muons with negative electiric charge, whereas
the two muons have positive charge in antineutrino interactions,

Beam Background

A potentially dangerous contaminant of the like sign sample are overlap
muons. Despite the extensive shielding in the beam line, some muons from
interactions close to NOMAD arrive with the beam. The veto subdetector
is not 100 % ellicient, allowing 2 - 3 % ol these bearn muouns into the FCAL.
I[ there 15 a coincidental overlap in time and space ol a beam muon with
a charged current neutrino interaction then the evenl will be accepted as a
valid like sign dimmuon. The danger ol these events is that their inclusion n
the like sign sample overestimates the number ol p~ g~ events leading, as
discussed above, to an overestimate of the opposite sign background.

Figure 5.1 comparcs the distribution of the distance hetween the extrap-
olated positions of the two muons at the vertex plane in like sign events.
The top plot is the distribution from data whereas the bottom plot is from
the simulation. Whilst the simulated distribution is a steep function, falling
essentially to zero at a radius of ~ 20 cm, the data distribution exhibits
an additional flat background caused by the overlapping muons. Since these
muons are uncorrelated with the neutrino interaction, both in time and space,
il 1s expected thal most will be remnoved by the correlation cuts. The over-
lap rejection elliciency cannot be estimated using Monte Carlo methods as
these muons are a combination ol muons associated with the neulrino beam
and those produced in neuirine interactions in all the material upstream of
NOMAD, consisting ol the CITORUS detector and other structures housing
smaller neutrino experiments along the beam line. Interactions in this ma-
terial are almost impossible to adequately simulate. However, an estimate
may be obtained from the study of events which are obvious overlaps. Like



132 Chapter 5. Dimuon LEvents

Cut Number of events | Rejection Efficiency
3965 0.0 %

gl A 3965 0.0 %

Ef > 4.5 3806 4.0 %

Spatial Correlation 116 96.9 %

Temporal Correlation 13 99.7 %

Table 5.3: Rejection cfficiency for beam muon overlap events.

sign evenls 1 which the two muous have a radial separation of more than

A0 ¢ result [rom the overlap ol beam muon with a single muon I/EC

These events were scanned and {he parameters, spatial position, time and

evelll,

mmomenta, of the beam muon o the event were recorded. The beam mumons
were then merged with an independent sample of single muon events taken
from the data to form a simulation of the overlap background. Using this
procedure, a sample of 3965 beam muons was gathered and merged with
V(¢
dimuon sclection algorithm was applied.

interactions. lTable 5.3 shows the number of events remaining after the

Treating the number ol events which pass the culs as being Poisson dis-
tributed, a 95 % upper bound for the observed number of 13 events is 20
cvents[31]. That is, if the number of cvents that pass the cuts follows a Pois-
son distribution with a mean of 13 then the probability of observing less than
20 cvents actually passing the cuts is 95 %. T'his implics that there is 95%
probability of the rejection cfficiency being greater than 99.5% (1 — 22

2963
The beam background is essentially eliminated from the like sign sample by

the carrelation criteria.

7/ Background

The opposite sign background is not fully described by the like sign sam-
ple. In a region in which only valence quarks interact (xp; > 0.2), a ufb"c"
interaction is a scatler of the neutrino oll a d-quark. Assuming no charm
production, the u-quark which is produced may combine either with a d-
quark, producing a 77, or a T-quark producing a neutral meson such as 7"
or p¥ and an associated 7%, The remainder ol the jel must be either neutral,
il the neutrino interacts with a neutron, or possess a single positive charge
when the scatier is [rom a proton. Ilence, in I/EC
tively charged particles must be produced than negatively charged particles.

Table 5.4 shows the fraction of positive and negatively charged pions and

mberaciions more posi-

kaons with respect to the total number of pions and kaons produced in simu-
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Figure 5.1: (top) Distance between the extrapolated positions of the two
muons at the vertex plane for like sign events in the data. (bottom) Distance
between the extrapolated positions of the two muons at the vertex plane
for like sign events in the simulation. The data exhibits a flat background
component due to the overlap beam muons.
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Particle | Positive Charge | Negative Charge
T 259302 187054
K 38791 25534
total 298093 202588

Table 5.4: Numbers ol positively and negatively charged particles in simu-
lated I/E’Cf evenls. The [raction ol posilive Lo negalive mesons is 1.4714+0.005.

lated zfjf(:" interactions. The table shows that the number of positive mesons
produced is greater than the number of negative mesons by a factor of 1.17.

The scaling [actor required is not the ratio ol posilive Lo negalive gener-
aled mesons in neulrino interactions, however, bul rather the ratio of ebserved
opposilte sign background o like sign events. That is, the ratio of generated
evenls [olded in with the acceptance [or the two charge components. The
ratio is shown in ‘lable 5.5, for both the neutrine and antincutrino charged
current simulations, and both are consistent with the number predicted from
the leading charge arguments above. It should be noted that the background
itsclf is a rare process. Starting from the total sample of 288,000 z/f(le cvents,
only 61 background cvents survive the cuts. Making the background scale
cstimate more precise is, therefore, difficult as the only means available is to
generate at least a factor of four more uﬁj‘c" simulation than is currently avail-
able. The generation of an event sample of the required magnitude would call
for at least four months processing at a dedicated computing centre. Such
an effort could not be realised.

A complication arises when the origin of the positive and negative mesons
is considered. Sinee the positive meson 1s more likely to be produced as the
j(j'('
nent is expected to be harder than that of the negative meson component.

lcading meson in % interactions, the momentum spectrum for this compo-
Hence, to be strictly accurate the scaling ratio, R, should be a function of
the secondary particle momentum {whether that particle be a true muon
or a punchthrough hadron). However, with the amount of uﬁj‘c" simulation
available, splitting the Monte Carlo background into momentum bins would
have introduced a larger than acceptable statistical error on the ratio in each
bin. The backeground estimate was made using the total ratio.

Comparison of Like Sign Data and Simulation

In order for the background subtraction prescription outlined above to be
valid it is important for the simulation to deseribe the like sign data satis-
factorily. Figure 5.2 and Figure 5.3 show a comparison of the distributions
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; /E.‘c.‘ 70
Initial number of events 288.000 72,144

Number of opposite
sign background events (61 +£8) | (10x£3)
Number of like sign events | (10 4+ 6) (et 2)
ratio (1.5 £ 0.3) | {241)

Table 5.5: Ratio of the number of opposite sign background events and like

sign cvents observed in simulated z/f(j'(" and 7,% samples.

Dala

Simnulation

CC Like Sign

CC

Like Sign

3,062,717

8341

118,153

ratio (2.74+0.1) x 104 (2.7 £0.4) x 104

Table 5.6: Number of like sign dimuon events normalised to the number of
obscrved yff “ events for data and simulation. I'he errors arc only statistical.

ol like sign events in dala and simulation. Although the statistics in both
the datla and the Monte Carlo sample are low the simulation reproduces the
shape ol each of the kinemaltic distributions reasonably well.

The final item to consider is the number of like sign dimuon cvents ob-
B
arc shown in lable 5.6 for events in the data and the simulation which pass

scrved normalised to the number of single muon ¢% cvents. I'hese numbers
all the cuts described above. The number of .'/E"C events shown for the simu-
lation are the number that survive the charged current event selection cuts.
The total sample contained 288,000 events. The relative rates agree well.

Since both the shapes of the kinematic distributions and the relative rates
ol the like sign events in the dala are adequately described by the simula-
tion, there is justilication [or assuming that the opposite sign background
componeni is also well described by the Monte Clarlo.

5.3.2 Background Reduction

As pointed out previously, the energy distribution ol the secondary muon
in charm production is harder than the energy distribution of muons from
meson decay. This provides a useful means with which to cut some of the
dimuon background. The optimal cut on the sccondary muon momentum
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Figure 5.2: Comparison of the shapes of the kinematic distributions of like
sign dimuon simulation (points) and data (histogram). Shown are (top left)
the energy of the primary muon, (top right) the energy of the secondary muon
candidate, (bottom left) the visible hadronic energy and (bottom right) the
visible neutrino energy. The data and Monte Carlo have been normalised to
equal area.
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Figure 5.3: Comparison of the shapes of the kinematic distributions of like
sign dimuon simulation (points) and data (histogram). Shown are (top left)
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left) the Bjorken y distribution. The data and Monte Carlo have normalised
to equal area.
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CC OSDM O5SDM Background
93215 209 117
ralio (2.24 4+ 0.15) x 107 | (L.26 £0.11) = 107

Table 5.7: Number of opposite sign dimuon events and opposite sign back-
ground cvents normalised to the number of yflff’ events in the simulation
within the fiducial volume. The crrors are statistical.

may be found by maximising the function

easnir (Lot ) Rospar + (1 — egacn(Lws) ) BB ack

Rospa + Rpack (5.1)

S ( h:c"tz.ﬂ ) =

where epgpar( Lo ) 15 the selection elliciency of dimuous and is a [uuction of
the value of the cut on the energy of the secondary muon, (1 — egacr (L))
is the elliciency [or rejecting background events [rom a VEC Moute Carlo
sample, and ffgspar and Rpacr are the production rates of opposite sign
ditnuon and opposite sign dimuon background events with respect o the
number of single muon VEC interactions produced. The rates ol dimuon
and dimuon background production arc shown in Table 5.7 (i.c. Rospa =

(2.25 £ 0.15) x 1077 and Rgaokx = (1.26 £ 0.11) % 1077} and the cvolution
of & with successive cnergy cuts is presented in Table 5.8, In this table
the dimuon recognition algorithm has been applied to all samples, with the
exception of the sccondary muon cnergy cut, which is being varied. The
results suggest that the optimal procedure would be to exclude events which
have a secondary muon energy less than 4.5 GeV. The table suggests that
the optimal energy cut is at 4.5 GeV.

A similar method based on minimization of the precision of the signal
was also investigated. The optimal cut was found to be at the same value as
above.

5.4 Dimuon Data Sample

The number of dimuon event candidates, both like sign and opposite sign,
which passced the dimuon sclection criteria are outlined in the Table 5.9 along
with an estimate of the background.

The number of events after correction for the (0.95 4+ 0.01) identifica-
tion probability (cf Seetion 5.2.1) are (3116 4+ 231) for the neutrine induced
dimuons and {1124£36) for the antincutrino induced dimuons. Approximately
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Charm MC Background MC S
E.px (GeV) | Numnber | Efficiency | Number | Rejection Efficiency

1.0 8090 100 % 96 0.0 % 61.0
2.0 g090) 0 % 06 0% 4.0
3.0 8086 99.9 % 94 2.0 % 64.8
3.5 7927 97.9 % 88 8.3 % 635.1
4.0 7506 927 % [k 18.8 % 665, 1
1.5 6399 85.3 % 63 3.4 % 67.0
0.0 6266 T % o3 44,8 % 6.8
5.5 H628 69.6 % 44 54.1 % 62.9
6.0 5070 62.7 % 33 65.6 7 39.6
7.0 4198 51.9 % 20 69.8 % 068

Table 5.8; The background reduction [unclion & as a [unction ol the value

ol the cul on the energy ol the secondary muon. This table suggests thal the
optimal energy cut is al 4.5 GeV.

OSDM Like Sign | Background Corrected OSDM
Stack v, i v || v v, v, v,
1 1040 | 72 [ 194 | 4 [ 291 | 8 | 749=87 | 6410
2 1281 [ 86 | 269 | 9 | 101 | 18 | 880 L£113 | 68 £ 11
3 1306 [ 100 | 324 [10 | 486 | 20 [ 820 =132 | 80+ 16
Stacks 1-3 [ 3630 | 258 | 787 |23 [ 1181 | 46 [ 2119+ 191 | 212422 |
H 4 \1006|.9\3zb\4\ 9 | 8 | BI7L£135 | 51410 |
| Total | 4636 | 317 | 1113 | 27 | 1670 | 54 | 2966 £ 236 | 263 £ 24 |

Table 5.9: Number of v and P-induced cvents identificd using the dimuon
sclection algorithm as a function of the stack in which the interaction oc-
curred. Shown are the fotal number of opposite sign events observed, the
total number of like sign cvents, a background estimate and the number of
opposite sign cvents from charm production corrected for background. The
background is estimated by scaling the number of like sign events by 1.5£0.3
(see Section 5.3.1) for the neutrino induced dimuons and by 2.0 £ 1.0 for the
antineutrino sample. The uncertainty on the number of corrected events
contains the statistical error on the raw OSDM and LSDM event numbers

combined in quadrature with the error on the background scaling factor.
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half of the antineutrino sample arises from contamination by misidentifica-
tion in the neulrino sample. As discussed above, the ratio ol the num-
ber of dimuons produced [rom antineutrinos to those produced by neutri-
nos is 4%, implying that there should be on the order of 124 opposite sign
dimuons produced [rom antineutrino interactions. This number is consistent
with the number of misidentilication corrected antineutrino induced events
of (112 £36). A display of a dimuon cvent in NOMAD is shown in Figure
5.4.

The kinematic distributions of dimuons in the data and simulation are
compared in Figures 5.5 - 5.6. 'The means and RMS deviations from the mean
for the experimental and reconstructed Monte Carlo samples are summarised
in Table 5.10. The variables shown are

o £ The energy of the primary muon.
e /25 : T'he energy of the secondary muon.

o KM The visible hadronic cnergy including the cnergy of the scc-

‘uis

onl ATy 1Tuon.

o [V : The visible neutrino energy. This is the sumn of L and EE24,
e (2. : The squared magnitude of the momentumn transferred to the

hadronic systemn. This was defined in Equation 1.3,

® 2y, Bjorken x (sce Fquation 1.3).

o yn;: Bjorken y (see Lguation 1.6).

® .. The fraction of the hadronic energy carried by the secondary
muon. This 1s delined to be

“
£y
vhad TH
Rty b

Lrg

T
Pl |
s |

f—

s —

The distributions [rom the Monte Carlo do not agree well with those
[rom data. The energy of the secondary muon is signilicantly solter in the
simulation than in the data. The average (@ and the average wg, are much
smaller in the data as are the RMS deviations [rom their respective means.
The comparison suggests that charm simulation used in the standard Monte
(Yarlo 18 not producing the kinematics appropriate to ditnuon production [rom
charm. Figure 5.7 compares the distributions of the neutrino cnergy, £,
rp;, and the energy transferred to the hadronic system, v, in the NEGLIB
simulation and according to the eross section in Equation 1.38. In hoth
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Figure 5.4: Example of an opposite sign dimuon event occurring at the end

of Stack 2 in the FCAL. The two tracks are the oppositely charged muons in
the event.
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Figure 5.5: Comparison of kinematic distributions from opposite sign dimuon
simulation (histogram) and data (points) . The data has been corrected for
background. Shown are (top left) the energy of the primary muon, (top right)
the energy of the secondary muon, (bottom left) the visible hadronic energy
distribution and (bottom right) the visible neutrino energy distribution. The
data and Monte Carlo have been normalised to the same area.
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Figure 5.6: Comparison of kinematic distributions from opposite sign dimuon
simulation (histogram) and data (points). The data has been corrected for
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Figure 5.7: Comparison of the kinematics distributions of dimuon events
from the NOMAD Monte Carlo, NEGLIB, and according to the appropriate
dimuon production cross section. Shown are the energy of the incoming neu-
trino (top), Bjorken x (middle) and Bjorken y (bottom). Both calculations
used a charm mass of 1.3 GeV/c? and identical structure functions.
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OSDM Data | OSDM Monte Carlo
quantity Mean ‘ RMS | Mean ‘ RMS v*/dol of it
F (GeV) 387 | 31.2 | 33.9 30.9 33/21
LY (GeV) 13.3 8.6 10.5 7.1 127/19
R (el 36.1 | 189 | 339 19.8 153414
E. (Gev) | 760 | 419 | 71.3 L6 95,/24
T (GeVieZ | 112 | 96 | 156 115 16/14
T 0.19 | 0.14 | 0.28 0.19 231/9
_— 0.54 | 0.21 | 0.56 0.20 11/9
T 0.36 | 0.15 | 0.32 0.15 39/9

Table 5.10: Mean and RMS values ol the reconsirucled kinematic variable
distributions [or opposite sign dimuons in data and Monle Carlo, together
wilh the v* of the comparison of the shapes ol the distributlions.

calculations the value of the charm mass was 1.3 GeV/c¢? and the structure
[unctions used were GRV-I1O[55].

As Figure 5.7 shows, the standard NOMAIL Monte Carlo does not de-
scribe the dimuon production process. The Bjorken v distribution is far less
skewed to high values, indicating that the charm mass threshold is not being
taken into account properly. The difference in the Bjorken x distributions
show that slow rescaling (in which the structure functions are dependent on
the slow rescaling variable £ rather than Bjorken x (see Section 1.5.1)) is not
being applied. Inspection ol the event generator shows thal this is indeed the
case : slow rescaling is nol inplemented and charm mass threshold ellects
are lntroduced via a somewhal ad hoc “last rescaling” procedure in which
the invariant mass ol the hadronic system is required o be large enough o
accomnodate a heavy gquark, Although this introduces an approximation fo
the charm mass threshold, in the light of the discussion in Chapter 1, it is
clearly an inadequate description.

55 FADE - An Alternative Charm Monte
Carlo

The problems attendant to the standard NOMAD Monte Clarlo description of
charm production were resolved using an alternative Monte Carlo which was
specifically constructed to simulate opposite sign dimuon cvents in the FCAL.
FADFE (Feal Analysis of Dimuon KEvents) simulates the kinematics of both
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single muon charged current events and opposite sign dimuon events. It then
smears Lhe observable variables using siearing and acceptance tables derived
[rom the standard NOMAD Monte Carlo. This allows a large event sample
Lo be generaled in a much shorter time than would be the case il each event
was passed through the GENOM/RIECON chain. The standard NOMAD
Monte Carlo chain is used for the estimate of the /K background as this
requires extensive simulation of the hadronic system and its interaction with
the detector elements.

5.5.1 Detector Acceptance and Smearing

A deleclor 1s nol a perfect nstrument. Misaligninents, errors in the energy
measuremnent, due both to shower [luctuatious and error in the energy cali-
bration, tracking crrors at high momentum, geometric acceptances; all these
(and more) serve to distort, the input event variable distributions. It is the
function of a detector simulation to model such effects so that corrections
may be determined. The simulation used in FADE is straight-forward and
rclies on the main NOMATD Monte Carlo.

Muon Acceptance and Smearing

GENOM was used in test heam mode to determine the muon geometric
acceptance. A sample of 100,000 muons was generated in the centre of cach
stack of the FCAL with energies between 0 and 300 GeV and with an angular
range sufficient to cover the solid angle subtended by the muon chambers at
the FCAL. Since the particles follow a curved trajectory in the magnetic
field, the acceptance is a function of both angle and momentum.

The direetion and energy of the muons were smeared using the results
of the muon identification study in Section 1.2, The “measured™ energy of
the muon was then obtained by smearing the simulated energy by a gavssian
with a 1% offsct in the resolution and a 3% standard deviation {sce Figure
4.2,

The muon direction was smeared by giving the muon a small angular
ollsel. with respect to its initial direction of motion. The size ol the ollsel
was calculated by comparing the direction of the generated and measured
muon momentum vectors in the muon Monte Carlo sample for cach stack
and fitting a function to the angular deviation distribution. T'he fit function
was

f(8) = Ay fecap(As 6 + Az 87) (5.6)



5.5 FADEL - An Allernalive Charm Monte Carlo 147

|| Stack‘ Ay ‘ A,y ‘ Ay H
' 9.56 |-18.22 | 9.76
10.27 | -18.71 | 9.44
1247 | -20.68 | 11.13
15.90 | -23.33 | 13.82

W | QAT | D

Table 5.11: I'it. parameters used in the parametrisation of the muon direction
smearing.

where 0 15 the angle {hrough which the muon {rack had devialed [rom the
initial direction in radians. The [it parameters [or each stack are shown in
Table 5.11.

[n practice, the muon acceptance is relatively insensitive to the multiple
scattering offects within the FCALL At an energy of 5.0 GeV, which 1s just
above the muon energy threshold, a muon traversing the entire length of
FCAL would scatter through a mean angle of approximately 25 mrad. This
would result in a shift of the impact position of the muon in the muon
chambers by only 15 cm.

Hadronic Energy Smearing

The hadronic energy is smeared in a similar way. Tables were produced
rclating measured to input hadronic energy for interactions in difforent parts
and different stacks of the FCAL. The central region, near and across the
mid-stack gap, is handled by a separate table to take the large difference
in cnergy resolution in this arca into account. The tables allow one not
only to take the mean measured energy into account, but also the shower
fluctuations.

5.5.2 The FADE Single Muon Event Generator

M
;

The single muon 9 events provide an excellent means 1o test the acceplance

and smearing desciiption in the Monte Clarlo. A sample of 100,000 VEC evenls
were generaled in FADI and the acceplance and smearing algorithms were
applied. The events were generaled using the cross section i Iguation 1.23.
The FCAL targel is not isoscalar, containing a 5.67% excess ol neutrons, and
so the 1soscalar corrected cross secltion was used. The parton densities were
those measured by the CCFR experiment [73]. These were found to fit the
shape of the data distributions somewhat better than the GRV-HO parton

densitics. T'he visible €% of the selocted cvent sample was required to he
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greater than 1.0 (GeV/c)? as the parton densities are not defined below this
region. The I/SC selection algorithm used in Section 4.3 was used along with
the requirement thal the measured hadronic energy be above 5 GeV and the
measured muon energy be above 4 GeV. IMgure 5.8 shows distributions ol
various kinemaltic variables, comparing the I/EC IFADI simulation with the
single muon data.

The distributions are in relatively good agreement, implying that the
acceptance and smearing algorithm used describes the data well. There is
a small underestiiate of the number ol eveuts in the Monte Carlo at low
hadronic energy indicating that the siearing al these energies may not be
optimal. In general, however, due to the charm mass threshold, dimuon
evenls will occur with large hadronic energies so this problen is expected to
be minimised.

5.6 The FADE Dimuon Event Generator

The first step in the generation of opposite sign dimuon cvents is to choose
an cvent topology based on the cross scction in Equation 1.38. Once a valid
event is generated, the charm quark is fragmented into a charmed hadron ac-
cording to a fragmentation function measured using charmed hadron produc-
tion data in eTe” collider experiments[68]. The resulting meson is assigned a
component of momentum transverse to the original direction of the charmed
quark using empirical data gathered at E531 at Fermilab [66] and is then
required to decay semileptonically as described below. As in the single muon
case, acceplance [unctions are applied to the secondary muon, and the visi-
ble hadronic energy is smeared. Kinemalic variables are then reconstructed
using the smeared energies and directions of the hadronic system and the
LIUOLLS,

5.6.1 Charm Fragmentation

Barce quarks are not observed in nature. Hence, there must be some mech-
anism whereby the quark produced at the hadronic vertex combines with
other quarks to form the jot of hadrons seen in the detector. I'his process of
“fragmentation” cannot be described in the scenario of perturbative QCD.
However there are a number of non-perturbative models available which de-
scribe the basic features.

All fragmentation models define a fragmentation parameter, z. The exact
definition tends to depend on the experiment; however, previous experiments
on the production of charm in neutrino interactions [62, 63] have defined =
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Figure 5.8: Comparison of kinematic distributions from the FADE single
muon /¢ simulation (histogram) and data (points). The data and the sim-
ulation have been normalised to equal areas. Shown are (top left) the energy
of the primary muon, (top right) the visible hadronic energy of the event,
(middle left) the neutrino energy, (middle right) the momentum transferred
to the hadronic system, (bottom left) the Bjorken y distribution and (bottom

right) the Bjorken x distribution.
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to be
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Fag

where pas 15 the momentumn of the hadron, M, and p57” is the maximum

momenturn which the kinematics will allow the hadron 1o carry. Tor purposes
ol comparison, this delinition will be used in this thesis as well.

In order to use the resulls ol the eTe™ collider experiments it is necessary
that the fragmentation be carried out in the W-boson-nucleon centre of mass
frame. In analogy with the CLEO cxperiment[68], the maximum possible
momentum is defined to he

AL Bl 2 (o]

Par — Ebcam — ()b)

where m is the mass of the hadron. In the bosonnucleon centre ol mass
frame

2 Bpyy = W (5.9)

with W being the invariant mass ol the hadronic system, and so

(11)—’ —m? (5.10)

F

man

Mo

The hadron is assigned a fraction = of this momentum.

As alluded to in Chapter 1 the =z distribution of the charmed hadron
is gencrally parametrised by a fragmentation function, 12(z). There are a
number of possible choices for the form of this function. but two specific
parametrisations are most often used.

e Peterson Function : T'he Petorson function is defined to be

e}

. N 1 , B .
O (e 511
e Collins-Spiller Function
. fl—z ec(2—2)\, . 1 g N
D) =N{—+—F ) U+’ [1- - -7
- o N e o1

where ¢p and ¢ are free parameters, and N is a normalisation factor that
ensures that the integral of 1(z) is unity.



5.6 The FADLE Dimuon Event Generator 151

€ parameter

Lxperiment | Pelerson | Collins-Spiller
CLEO [68] | 0.16 £ 0.01 0.6 4+ 0.1

ARGUS [69] | 0.19 4+ 0.03
CCFR [63] | 0.224+£0.05 0.8+£0.2

Table 5.12: Experimental determination ol the charm quark [ragmentation
parameter for the Peterson and Collins-Spiller [ragmentation [unctions.

The value of the fragmentation parameter, ¢, has been measured in both

ot

¢~ collider experiments and neutrino fixed target experiments. Table 5.12
presents a compilation of the values of the fragmentation parameter, for
both the Peterson and the Collins-Spiller functions, derived from various
experiments. The CLEO experiment found that the Peterson function did
not adequately describe their data, finding a fit y* of 40.0 for 10 degrees of
freedom. The Colling-5Spiller function, on the other hand, fits the data well
with a v? of 6.3 for 10 degrees of freedom. The CCFR determination of
the Collins-Spiller [ragmentation parameter is larger than that [rom CLIZO,
perhaps due lo nuclear and reinteraction ellects thal are not present in the
_I_

eTe™ experiments, bul is still consistent within the errors. This analysis uses

the Collins-Spiller [ragmentation [unction with the [ragmentation parameter

delined by a weighted average ol the CCI'R and CLIKO results 1 e = (0.64 +
0.09).

The species o charmed hadrons produced n neutrino mteractions was
measured by 531 [67]. Above a visible neulrino energy ol 30 GeV, the
production fractions were 60+6% 1°, 26+6% OF, 7T+5% DT and 7T+4% AT,
However, because the A, is produced at low energies, the secondary muon
from A, decays has a correspondingly lower energy than those from 13 meson
decays. The acceptance for these muons is small and most will cscape the
detector. This, together with the low semileptonic branching ration of the A,
4.5+ 1.7 %, means that the dimuon sample may be assuned to be composed
solely of [) mesons. Monte Carlo studies support this conclusion, showing
that the A, contributes to the final event sample at about the level of 5%.

5.6.2 Transverse Momentum of the D meson

During fragmentation, the meson acquires a momentum component frans-
verse to the original direction of the charm quark. The Monte Carlo chooses



152 Chapter 5. Dimuon LEvents

D= Branching Ratio
v (.03
vy K 0.67
v K 0.30
DY Branching Ratio

©opem 0.0%
vop i 0.67
vu K* 0.25
A, Branching Ratio
| Avp | LO0 |

Table 5.13: The branching ratio of 1) meson and A, baryon semileptonic
decays relative to the total semileptonic branching fraction.

a transverse momentum from a spectrum of the form

afj\f g
— = Noe™7 77 (5.13)
dpj. :

where Ny is a normalisation constant. The parameter 3 was measured to be

3 =11=%0.3 by the LEBC EHS collaboration [70].

5.6.3 Charmed hadron decay

Having generated the charmed meson, the final step is to perform the semilep-
tonic decay. The branching ratios of the different semileptonic decay modes
of the D) meson and the A, barvon are listed in Table 5.13[82].

The D meson is decaved nsing a spin-1 vector matrix element in the case
of the A* decay mode and a apin-0 pseudoscalar matrix element for the other
decays [72]. As in Jetset[43], the decay of the A, baryon is carried out using
a V-A matrix element to distribute the decay products. This takes the form

MI* = (papu) (pupa) (5.14)

where p;, 7 € {AL, g, 1. A}, are the four momenta of the particles in the decay.
The decay is carried out in the centre-of-mass frame of the meson, randomly
oricnted and then boosted into the laboratory frame.

A comparison of the dimuon distributions obtained from the data and
the FADE Monte Carlo are shown in Figures 5.9 and 5.10 and the standard
comparigsons of means and root mecan squarc deviations from the mean arce
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FADE Data | FADE Monte Carlo

quantily Mean ‘ RMS | Mean ‘ RMS v /dol of [it
K (Gel) 38.8 | 34.7 | 33.5 32.1 23/24
EF(Gev) | 101 | 50 | 9.5 a7 35/10
EPed (GeV) | 36.8 | 19.1 | 39.2 19.8 15/141
7 (GeV) | 774 | 42.9 | S0.8 46.0 55724
0% (GeV]el | 132 | 109 | 12.8 10.7 12/14
TR, 019 | 0.14 | 0.19 0.16 12/9
YR 0.01 (.21 0.53 0.21 10/9
B 0.36 | 0.14 | 0.32 0.16 15/9

Table 5.14: Mean and RMS values ol the reconsirucled kinematic variable
distributions [or opposite sign dimuons in data and Monle Carlo, together
wilh the v* of the comparison of the shapes ol the distributlions.

shown in Table 5.14. The Monte Carlo sample was generaled with a [rag-
mentation parameter of 0.64, a charm mass of 1.3 (GeV/¢*) and using the
CCHFR structure functions.

In all cases the comparison of the simulation and data distributions has
improved. In particular, a dramatic improvement has been made in the xp;
and Q% distributions, indicating that the correct dependence on the cross
section has been umplemented.

As a dilferent Monte Carlo program is being used to simulate the dimuon
data than was used to arrive al estimales ol the selection elliciencies in Sec-
tion 5.2.1 it makes sense to consider how the efficiency may have changed.
The same cuts as in the previous study were applied to the FADE dimuon
sample. Tahles 5.15 and 5.16 show the cumulative and relative efficiencies
as a function of the cuts. Since FADE doces not track particles through the
detector 1t was impossible to apply the timing cut. However, this cut affects
the dimuon selection efficiency at a level of less than a percent and has a
negligible effect on the event distributions of true dimuons.

The elliciencies caleulated [rom the NEGLIB and FADIS Monte Carlo
diller by about 2 %. The main contribution to the increase in the elliciency
is that more events pass the cut on the secondary muon energy in the FADIS
sample, indicating that the secondary muon has a slightly harder energy
distribution in FADI than i NEGLIB. This can be easily understood by
noting that the cnergy threshold induced by charm mass effects in FADE is
higher than in NEGLIB. The D meson tends to a higher mean encrgy which
will, in turn, translate into a higher mean encrgy for the decay muon.
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Figure 5.9: Comparison of kinematic distributions from the FADE opposite
sign dimuon simulation (histogram) and data (points). The data has been
corrected for background. Shown are (top left) the energy of the primary
muon, (top right) the energy of the secondary muon, (bottom left) the visible
hadronic energy distribution and (bottom right) the visible neutrino energy
distribution. Data and Monte Carlo have been normalised to equal areas.
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Figure 5.10: Comparison of kinematic distributions from the FADE opposite
sign dimuon simulation (histogram) and data (points). The data has been
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(bottom left) Bjorken y and (bottom right) z,,;. Data and Monte Carlo have
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Stack 1
Cut Number of events | Efficiency | Relative Efficiency
25167
Fiducial Area 17288 100 % 100 %
Trigeer Threshold 17263 99.8% 99.8%
B0 12916 75.8% 75.0%
Verlex Association 12370 71.0% 94,8%
EY > 4.5 GeV 11713 67.7% 95.4%
Ny =2 23141 16.3% 21.0%
ES > 4.5 GeV 2754 15.9% 97.8%
Spatial Correlation 2602 15.0% 94.5%
ldentification Algorithm 2391 13.8% 91.9%
Stack 2
Chut Number of events | Kfficiency | Relative Ffficiency
26560
Fiducial Area 18125 100 7 oo %
Trigeer Threshold 18070 99.7% 99.7%
K 50 13913 76.9% 77.1%
Verlex Association 13316 73.4% 95.5%
Ef > 4.5 GeV 12616 69.6% 94.7%
N, =2 3195 17.6% 25.3%
ES > 4.5 GeV 3066 16.9% 95.9%
Spatial Correlation 29141 16.0% 95.0%
Identilication Algorithin 2719 15.0% 93.3%

Table 5.15: v, opposite sign dimuon cvent sclection cofficioncy for ovents

generated by FADE beginning stacks 1 and 2.
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Stack 3
Cut Number of events | Efficiency | Relative Efficiency
26507
Fiducial Arca 18095 100% 100%
Trigger Threshold 7988 99.4% 99.4%
Ny 220 13998 77.3% 77.8%
Verlex Association 13496 74.5% 96.4%
Ef > 4.5 GeV 12669 70.0% 93.8%
Ny =2 3287 18.1% 25.9%
ES > 4.5 GeV 3072 16.9% 93.4%
Spatial Correlation 3009 16.6% 97.9%
ldentification Algorithm 2807 15.5% 93.2%
Stack 4
Chut Number of events | Efficiency | Relative Efficiency
21766
[Fiducial Area 14799 L1007 100%
Trigeer Threshold 11869 80.2% 80.2%
N 340 8621 h3.3% 72.6%
Verlex Association 8339 56.3% 96.7%
Ef > 4.5 GeV 8024 54.2% 96.2%
&, =2 2223 15.0% 27.7%
ES = 4.5 GeV 2011 13.5% 90.4%
Spatial Correlation 1971 13.3% 98.0%
Identilication Algorithin 1842 12.4% 93.4%

Table 5.16: v, opposite sign dimuon cvent sclection cfficiency for ovents
generated by FADE beginning stacks 1 and 2.
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5.7 Dimuon Rates and the Charm Threshold

Instead of the absolute dimuon eross-section, dimuon analyses tend to fo-
cus upon the ratio of the dimuon to single muon rates. The reason for this
is three-fold @ this quantity is more directly obtained, is insensitive to the
description of the beam profile, and the energy dependence of the rates pro-
vides information on the charm mass and other parameters (CIKM elements,
amount of strangeness in the nucleon). This section studies the relative rate
and presents comparisons with several other experiments. The comparison
will be made only on the neutrino sample, due to the low statistics of the
antineutrino events.

5.7.1 Extraction of the Relative Rates

The dimuon rate was calculated using the following praocedure:

1. Background subtracted dimuon and single muon data were binned in
five £, bins.

Ui

R

Both samples were corrected for acceptance and kinematic cuts. In the
dimuon case the correction also takes the v-T misidentification and the
missing energy due to the unobserved neutrino in the meson decay into
account.

3. The correeted dimuon data is divided by the corrected single muon

data for cach EZ

Vs

bin.

The correction factor used for the dimuon and single muon samples was:

N(E)ger "
A(BY,) =~ oo o
( w..s) .’JV(H'/ )(zbs () J)

‘uis

where N({EY),., represents the number of events generated in bins of incident

»

o Jobs tepresents the number of events observed in

neutrino energy and N(E
bins of visible neutrino energy. The dimuon to single muon cross section
ratios are displayed in Table 5.17 and shown in [Migure 5.11. Also shown in
Figure 5.11 are the acceplance corrected results [rom the CCT'R experiment
[62] and the CDIIS experinent [75]. The three experiments agree well in the
energy ranges to which they are sensitive. The NOMAD and CCI'R resulls
agree with the theoretical prediction based on the slow rescaling mechanisin
at zeroth order in a,. The CIYHS results are systomatically lower than hoth
the NOMAD and CCFR data and the theorctical prediction, indicating a

possible further threshold effect in the CDHS data at low energies. The
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Monte Carlo was generated with a charin mass of 1.3 (GeV/c*). Both the
single muon and dimuon Monte Clarlo samples used the CCIR structure
[unctions.

It should be noted that, although the relative rate is independent ol the
neutrino beamn prolile when it is studied as a [unction of the neulrino energy,
the total rate is not. The number ol neutrino charged current interactions
ohserved in a phase space clement (= + day + dy, K, + dE,) s

dSJ\/’( o d':% (,r(’ &

ki SIS} S L M R
dadydl?, | )d:vd‘ydEU

where N7 is the number of target nucleons in the experimental fiducial vol-
ume, N is the number of neutrinos passing through the fiducial volume over
the course of the experiment, ®”(£,) is the shape of the neutrino flux as a
function of the neutrino energy, normalised such that [®*(E,)dE, = 1m™*,
and o / drdydF, is the neutrino-nucleon interaction differential cross sec-
tion. Similarly, the number of neutrino induced dimuon events observed is

C[r:j..’\”-]jﬂ\,f R HI.SCI'DI‘M .

————— = N'"N"O" (K, ———— (5.17)

dfdydE, dédydE, '
The beam profile dependence cancels when the relative rate, R, as a [unction
ol energy is calculated

ANy [, ¥ (2a”! “""/dfdydhf,,_)o{{_—“dy
dNge [dE, N [ [(Pa®C [dudydls, )drdy

R(E) = (5.18)

However, when calculating the integrated relative rate, the beam profile must

still be taken into account

R N B fffd)“(h?,,)((!30Df“’"/fffeffycfﬁ;-‘,,)dfdydh«',,
 Nee [ [ E N Po Y [dedyd D, )d I, dedy

(5.19)

This beam dependence changes the rate from the value that is, naively, pre-
dicted by the ratio of the integrated dillerential cross sections. In the case
ol NOMAD, the ellect of the low energy beamn is to decrease the numnber of
observed dimuon events to vield a rate of (4.14 +0.05) x 107, The oppositle
ellect occurred in CCI'R which had a high energy beam ( an average neutrino
energy ol 140 GeV ) and measured a higher total rate of (7.1340.23) x 1072,

As a check the same exercise may be performed using the dimuon sample
generated by NEGLIB. Figure 5.12 compares the NOMAT data corrected
for acceptance and kinematic offects using the charm production model in
NEGLIB. The neutrino energy dependence of the dimuon selection efficiency
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Neutrine Opposite Sign 1Yimuon Rates (m,. = 1.3 (GeV/c?))

Energy Bin | ¢~ Data | " Data o TTas i iy~
(GeV) Accept. Corr. | Acceptl. Corr. % 1074
0-20 178,677 24+ 7 5.7+ 0.1 7l < 10 1.6+ 0.5
20 - 40 687,246 458 + 50 2.02 +0.03 13.8+0.4 4505
A0 - 70 167,932 722 £+ 96 1.42 £ 0.02 54+ 0.1 58+ 0.8

70 - 100 229,358 563 + 82 133+ 0.03 3.4+0.1 6.2+ 0.9

100 - 200 187,799 604 £ 91 1.86 £0.04 46=0.1 8+1

200 - 300 7,372 25 4+ 12 3.240.2 53+03 6+ 3
Total 1,751,012 | 2396 + 133 | 2.09 £ 0.03 6.30 £ 0.07 | 4.14 £ 0.05

Table 5.17: Neuirino induced opposite sign dimuon rates correcled [or ac-
ceplance and kinematic culs by a dimuon simulation with a charin mass of
1.3 {GeV /e*). Columms represent @ (1) energy bin, (2} raw single muon data
after all cuts, (3) background subtracted dimuon data after all cuts, (1) ac-
coptance correction to the single muon data (3) acceptance correction to the
dimuon data and (6) dimuon to single muon ratio.

in FADI dillers markedly [rom that in NEGLIB. This behaviour ol the rates
is a furthur indication that NEGLIB docs not deseribe charm quark produc-
tion kinematics appropriately.

The charm analysis presented in the following chapter uses FADE rather
than NEGLIB for several other reasons:

¢ Charm production and the subsequenl meson decay 1s correctly mod-
elled.

e The programn can generate large event samples much [aster than il the

NOMAD Monte Carlo chain were Lo be used.

o Il is slraightlorward Lo vary paramelers in both the cross section and
the description of the fragmentation and

e FAIE better deseribes the available FOAL dimuon data.

5.8 Previous Experiments

The phenomenon of charm production by neutrinos had heen investigated
by a number of experiments since 1974[77]. Dimuons have been studicd by
three types of detectors ¢
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Figure 5.11: Neutrino-induced opposite sign dimuon rates corrected for ac-
ceptance and kinematic effects using FADE and assuming a charm mass of
1.3 (GeV/c?). The NOMAD results are displayed as open circles. Also shown
are the CCFR results (closed circles) and CDHS results (crosses). The line is
the theoretical ratio of cross sections assuming the slow rescaling mechanism
in Leading Order QCD, a charm mass of 1.3 (GeV/c?), and the validity of
the CCFR structure functions.
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Figure 5.12: Neutrino-induced opposite sign dimuon rates corrected for ac-
ceptance and kinematic effects using the standard NOMAD Monte Carlo
program, NEGLIB. The program assumes a charm mass of 1.35 (GeV/c?)
and uses the GRV-HO structure functions. The
played as open circles. Also shown are the CCFR results (closed circles) and
CDHS results (crosses). The line is the theoretical ratio of cross sections

NOMAD results are dis-

assuming the slow rescaling mechanism in Leading Order QCD and a charm

mass of 1.35 (GeV/c?). The GRV-HO structure functions have also been

used.
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¢ Counter Experiments :

— FMMF Collaboration : T'his detector was a low density sand-
steel calorimeter which used flash chambers for particle tracking,
[t ran in the Quad-Triplet beam at the Fermilab Tevatron [78].
The dimuon sample consisted of events in which the momentum
of both muons was greater than 10 GeV/e.

— CDHS Collaboration : Running at the CERN SPS, the CERN-
Dortinund-ITeidelberg-Saclay detector accumulaled the largest sam-
ple of apposite sign dimuons to date [75]. The experiment was a
calorimeter using a magnetized steel target with drift chamber
tracking and required that both muon momenta he greater than

5 GeV/e.

— CCFR Collaboration : The C:CI'RR group also used a high den-
sily largel calorimeter, this one made ol ron plales inferleaved
with scintillator planes, and drilt chambers [or tracking. It ran
in the Quad-Triplel beam at the Fermilab Tevatron and has pre-
sented many results on opposite sign dimuons, including the first
analysis using Next-to-Leading order QCD[63, 61]. The analysis
imposed a cut of 9 GeV/e on the momentum of the primary muon
and 5 GeV/e on the secondary muon momentum.

— CHARM 11 Collaboration : The CITARM Il detector was a
massive, [ine-grained and low density detector designed [or the
study ol muon neutrino scatlering on electrons. It used glass as
the neutrino target and streamer tubes instrumented with cathode
strips as hoth the calorimeter and tracking detector. The dimuon
analysis imposed a cut on the momenta of both muons of greater

than 6 GeV/c.

¢ Bubble Chamber Experiments :

— Columbia-BNL-Rutgers: The highest stafistics dilepton (= ct)

sample from a bubble chamber experiment was gathered by the
Columbia-BN[L-Rutgers collaboration. 'T'he experiment used the
Fermilab 15-ft bubble chamber filled with a Ne-Hg mixture[80] and
accepted events in which the momentum of the sccondary positron
was above 300 MeV /e,

— E632 : This experiment also used the 15-[l bubble chamber at
Fermilab with a Ne-IIy mix [81]. Their dimuon sample required
both muons to have greater than 1 GeV/e of momentum.
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| Counter Experiments ‘

Experiment | £, (GeV) jo T ptp
FMMFE 30-600 393
(CDHS (-300 11011 3685
CCI'R 30-600 5030 1060
CHARM II | 30-300 3100 700
NOMAD (-300 3116 112
| Bubble Chamber Experiments
Experiment | I, (GeV) w it ptl
Col-BNL 0-200 461 (p—et)
K632 10-150 A0 (g~ ) 8{ptp™)
NOMAD 0-300 320 {(pnet)
| Emulsion Experiment ‘
Experiment | £, (GeV) | Charmed Hadron Events
[531 0-250 122

Table 5.18: Summary of data samples from previous neutrino charm produc-
tion experiments.

e Other Experiments :

— E531 :  Although only accumulating a small number ol events,
the Fermilab 531 experiment is unigue in being an emulsion ex-
periment [66., 67]. This detector measured charm particle produe-
tion directly by identifying and reconstructing the charm particle
decay in the emulsions. Much of the information used in opposite
sign dimuon Monte Carlo codes comes from this experiment.

A summary of the results obtained from these experiments is given in
Table 5.18. NOMAID appears in two places in the table in order to empha-
size the hybrid nature of the NOMAD detector. The detector is capable of
studving dimuon production in the FCAL and both dimuon and p=e™[71]

production in the main target.



Chapter 6

Charm Analysis

6.1 Introduction

Information about the parameters involved in the production ol charm gquarks
may be extracted through the study ol opposite sign dimuon events. The
shapes and sizes ol the distributions of the various kinematic variables may,
through comparison with Monte Clarlo simulations, be used to extract pa-
rameters such as the amount of the strange quark in the nucleon, the charm
quark mass and the CKM malrix element, V,.;. This chapler describes the
analysis of the dimuon data and presents the results of that analysis.

6.2 Philosophy of the Analysis

The production of an opposile sign dimuon event is governed by [our param-
elers :

o . : The mass of the charm quark which appears in the cross section
and helps determine, through the slow rescaling mechanism, the shapes
of the final kinematic distributions.

¢ #: Let p be the ratio of strange quarks and antiquarks to non-strange
quarks and antiquarks in the nucleon sea :
_ [as(a)de + [ as(x)de
 [ru(@)sedr + [ pu(a)de + [ wd(2)eode + [ zd(z)dx (6.1)

where the funetion xg(z){q € 5.1, d} represents the momentum distri-
hution of quark ¢ in the proton and the integrals are performed over

165
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Bjorken x. The size of the sea quark and sea antiquark components

/Lu( A —/\ eu(w)de

/ wlla e = / wd(x)d (6.2)

/ walr = / x5(x)dr

so Equation 6.1 becomes

must be identical

[ x5(x)de

I‘ J’E(;L‘)d;v -+ I ;11.5[(;11')([;15 (()3)

p=

which can be rearranged {o vield the proportion of strange anliquarks
in the total antiquark sea

P Tsta)da
p+1 fas(x)dr + [aT(x)dr + [ ed(z)da

(6.1)

The proportion of strange quarks and antiquarks in the nucleon sea
is expected to be L 5 if the sea were SU(3) flavour symmetric. Conven-
tionally, Equatlon 6.4 1s expressed in terms of a variable &, defined
by

K =2p (6.5)
With this substitution, Equation 6.4 becomes

I Jas(a)de
k42 f’rs( Yyl + [ xu(x)de + [ wd(x)de

(6.6)

A value of k=1 would imply that the nucleon sea is made up of % 5 and
— 2 . oy )
s quarks and £ w,u.d and d quarks.

o V. Asalready discussed in Chapter 1 the Cabibbo-Kobavashi-Maskawa
malrix element, V., controls the [raction of d-gquarks that will produce
charm. Once V4 is known, the unitarity of the CKM mixing matrix
may be used to constrain the value of V.

e 5. : The semileptonic branching ratio of charmed mesons into muons.

The information available for a fit to these parameters may be separated into
two categorics @ (a) the shape of the distributions and (b) the normalisation
i.c. the number of opposite sign dimuon cvents per charged current event.
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The shape of a distribution is at most a function of three parameters, m.,,

., which herealter will be collectively relerred Lo as “the shape pa-
rameters”, since the branching ratio merely allects the overall normalisation.
On the other hand the normalisation is a fanction of all lour parameterst,
Necessarily any (it involving the normalisalion must be a [our parameter [it
in order that the statistical errors on the results be correct.

A full four parameter fit not only would have been too computationally
intensive, but also less sengitive due to the correlation between the variables,
leading to larger systematic crrors. To avoid this the underlying principle of

the following analysis was fo fit m., 5 and V., using only the shape of the
available distributions. In this way the inevitable high degree of correlation
with B, was avoided. Once the shape parameters had been ascertained, the
normalisation could be used to determine the branching ratio.

6.3 Analysis Method

Any fit of a theoretical model to data involves varying the free parameters
in the theory until a good fit has been achicved. There are two methods for
doing this in the context of the charm analysis.

1. Grid Analysis :

The first approach to the charm analysis involves dividing the phase
space defined by the shape parameters into a fine grid and then gon-
erating a Monte Carlo sample at each set of parameters on the grid
points. The sample at each point is then compared to the data and an
estimate of the goodness of fit is calculated. The benefit of this method
is that the sample generated at any particular point ig statistically in-
dependent of the samples at the other grid points. The liabilities are
thal, as the samples are only delined al the grid point, some [orm of
interpolation algorithin is required in order Lo map the region belween
the grid points. The use ol mterpolation contains a number ol hidden
traps; in the context ol litting, the most dangerous is thatl one is usually
searching [or a maximumn or minimurm in the goodness of [it parameter.
It 1s possible for interpolation algorithmns, especially those which use
methods based on interpolating polynomials, to generate false minima
or maxima between the grid points resulting in a distorted fit. A way
around this danger is to make the grid points close cnough that only a
lincar interpolation is required to move from one grid point to another.

LThe set of all parameters: mr., &, Vg and B. will hercatter be referred to as the “charm
parameters”.
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However, this requires a formidable amount of computation. To obtain
some understanding ol the degree of computation mvolved, suppose
that there are & poiuts to test for each shape parameter, delining a
space containing N* erid points. In order to [it for three [ree parame-
lers one needs o study the distributions of al least three experimental
variables, each ol which may be split into M bins. The tolal number
of bins is, therefore, MPN?. Suppose M = N = 10; then the number
of bins is 1 % 105 If cach bin is required to contain at least 10 cvents
after cuts, so that the statistical error on the bin follows a (zaussian
distribution, and assuming a sclection efficiency of approximately 20%
{as it is in the case of opposite sign dimuons) then the required number
of generated events is on the order of 5 x 107 events. For this study
one would require somewhat finer hing, so that only a linear interpola-
tion methaod is required, increasing the required number of events even
further. This level of computation was not considered to be feasible.

Weighted Analysis:

Consider an event generated at a point in phase space defined by (25,
upi, £.) with charm parameters (%, V.0,B.). The contribution this
event makes to an event sample (or the “weight” for the event) is
‘-’D(:Tn'c: iy ‘id BL)
/\f(nlcz; K, 1’;-';:5151 B c:)

where D(m., x, Vg, £3.) 1s the value of the dillerential cross section at

(6.7)

the phase space point (zg;, yrj, £,.) weighted by the beam flux, ®{F£,)
and J\f‘('mg7 &, Vg, B.) 18 the integral of the flux weighted (,Incfm cntial
cross scetion for the set of charm parameters (me.x. V.. 5.). which is
cffectively the total number of generated ovents.

o

'D(m“ K, ‘f’i—;lg: HC) = d)( Hu)mﬁnm e \'i-u"a HG) (68)

y ﬂ B(E 5, Vaa, B) dédydE
\,(.7]3 “, V. e ][/ CZ'LCZQ’CZE(THL K. ‘Ld u_)tft e (() 9)

In these equations £ is the slow-rescaling parameter defined in Equation
1.26 of Chapter 1.

The contribution of an event generated at the same point 111 phaRP space
(zp;, vpjs E,) but with different charm parameters, (m? & VY BY)
in an event sample is

D(.'n“" Y, \l';,BN)

¢

'\(m KN Lcd BY)

(6.10)
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and so the result of moving to a new set of charm parameters has been
to reweighl the event by a lactor of
B, Vo, BY N md o™ Ve BY)

y Ced v e ! ciel
W= Dim,, s, Vg, BN (me, k, Vi, B

(6.11)

Now suppose that there exists a large set of cvents gencrated with a
single set of charm parameters. T'hen the distributions for another
set (m &N VY BY) may be calculated by reweighting each individual

;
/
e e 2

event in the sample by the factor defined in Equation 6.11.

The charm analysis proceeds as follows if the weighting method is used :

e (ienerate a large event sample wilh one specilic set of charm pa-
ramneters. This is the “seed sample”.

e For any other set of parameters, give each event a reweighting
[aclor delined by guation 6.11.

e Vary the charm parameters, and hence the individual event reweight-
ing factors, until the best fit of the sunulated distributions to the
measured data distributions in achieved.

The subtlety with this procedure is that the set of charm parameters
used to generate the sced sample must ensure that no region of phase
space is empty. Otherwise, the fit becomes biased. For instance, if the
sccd sample were to be generated with a high charm mass then the
neutrino energy distribution would be skewed to high values. There
would be an unpopulated region at low energy, purely becanse the
charm mass i3 too high for events to exist there. Since one cannot
weight events which do not exist, this region would be empty. even if a
weighted analvsis for low masses were to be attempted, and the mass
resulting [rom the [it would be biased to high values.

Due to both the computation time and uncertaintics in the interpolation

involved using the grid method the following analysis was performed using
the weighting approach.

6.4 Charm Quark Mass Analysis

This section presents a determination of the mass of the charm quark using
the opposite sign dimuon data. The mass appears implicitly in the cross
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section as part of the slow rescaling formalism, in which the scaling parameter
is changed [rom wg, to &£ = ag, +m?/2Muv in the presence ol a heavy quark.

In order to extract the charm mass parameter one must compare a mass
sensilive distribution in the data with the same distribution in the simulation
[or dilferent masses. The charm production cross section may be expressed
in terms ol yg;, the neutrino energy, f£,, and the slow rescaling variable,
£, which is itself a function of xg;. T'his suggests that kinematic quantitics
which arc most sensitive fo the value of the charm quark mass are:

e The visible yy; spectrum : T'he charm mass imposes a lower limit
on the value of the hadronic energy in a dimuon cvent. The visible yg;
may be written as

E,'.'g + Eh:;ﬂ.d 1

E, ~Fo+ Frag 14 T
1 o had | + Fir Enoa

(6.12)

Yuis —

The heavier the charm quark, the larger is the mean hadronic energy
and so the mean i, should inerease. The low ¥ region of the spectrum
1s most sensitive to differences in charm mass.

e The visible ry; spectrum : Since the correct scaling variable s £ and
not xg; the shape of the g, distribution is dependent on the charm
mass.

¢ The visible neutrino energy spectrum : As alrcady mentioned
the slow rescaling mechanism introduces a heavy quark threshold in
the hadronic energy spectrum and hence also in the neutrino energy
spectrum.

The opposite sign dimuon sample was extracted with a deposited hadronic
energy cut of 5 GeV, below which the calibration was not considered to be
reliable, and a cut on the secondary muon energy of 4.5 GeV. Combined,
these represent a cut on the total hadronic energy of the event of at least 9.5
GeV. Kinemalically this translates into a low v cul which severely reduces
the sensitivity of the y distribution to the charm guark mass.

As the charm mass increases, the mean ol the z.,., distribution also be-
comes larger. I[ the amount ol slrange sea, #, increases the mean ol the @,
distribution decreases. It is obvious, then, that the charm mass and & are
strongly anticorrelated through the .., distribution. Ilowever, the amnount
of the strange sca has only a small offeet on the visible neutrine energy spee-
trum. Figure 6.1 shows a comparison between the visible encrgy spectra of
two Monte Carlo dimuon samples generated with two extreme values for a.
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There is very little shape difference between the two distributions, justify-
ing the claim that an analysis of the shape of the visible energy distribution
15 1nsensilive Lo the value of x. The charm quark mass it will proceed by
studying the visible neutrino energy spectrum.

The fit was carricd out by comparing background subtracted data in F
hins with the prediction from FADE. The data and Monte Carlo was split into
§i% Foyis bins {(0- 20 - 30 - 50 - 80 - 100 - 300 GeV ). In the sced Monte Carlo
the fragmentation paramecter (cf Scction 3.6.1) was fixed at 0.64, the CCFR
structure functions were used and & was fixed at 0.373. which was determined
by a Leading Order analysis by CCFR [62]. T'he sample was generated with
a charm mass of 0.1 (: eV/ CQ) and contained 1 x 10% events. The sample
was generated with such a low mass in order that the low energy region
of the energy spectrum be populated and hence that the weighted analysis
gives a non-hiased result (see the discussion concerning the weighted analysis
method above).

A v? [unction was used as measure ol the goodness of [it of the Monte
Clarlo Lo the data. The [unctional form of the y? was

(Di = (5-B:+ F))*

x'=3 -

2 7
; (UDA’TAz— I “M(:;_)

(6.13)

where the index ¢ runs over the six energy bins. In Equation 6.13, D);, 5- B,
and F; represent the u pt data, backeround data and FADE Monte Carlo
event numbers respectively and the quantity S = 1.5 £0.3 is the background
scale used 1o convert the number of observed like sign dimuon events to the
nuinber of opposite sign dimuon background evenls (see Section 5.3). In the
denominator oi;. 1s the statistical variance on the simulation and o, 494
is the variance in the data. Since the background scale must be taken into
accounl, this has the [orm ;

2 o2 FRVE
obtained by combining the statistical errors in quadrature. The uncertainty

in the background scale appears below in the form ol a systematic error.
A fit to the shape of the visible neutrino energy spectrum viclds

m, = 1.3703 (GeV/c?) (6.13)

The x? of the fit was 6.1 with 3 degrees of freedom. The v as a function of
the charm mass is shown in Figure 6.2,
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Figure 6.1: Comparison between two visible neutrino energy spectra for dif-
ferent values of x and m.. The top plot was generated with m,. = 1.5
(GeV/c?) and two different values of k. The bottom plot was generated
with k = 0.37 and different values for m.. The shape of the energy spec-
trum changes substantially for different charm masses. No significant shape
difference is observed for different values of «.
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Figure 6.2: The x? of the charm mass fit as a function of the charm mass.
The central value is 1.3 (GeV/c?) at a x? of 6.1 with 5 degrees of freedom.
The statistical error is determined by the points on either side of the central
mass value at which the y? is one unit above the minimum. The curve is a fit
of a third order polynomial to the histogram and the 68% confidence limits
are shown on the charm mass axis.
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6.4.1 Systematic Uncertainties

Systemalic uncertainlies arise [rom uncertainiies in parameters within the
model and by [inile resolution on the experimental variables. Iistimales of
the uncertainties were obtained by varying each parameter and observing
the shift in the fitted charm mass. The sources of uncertainty are deseribed
helow and the contribution from cach is outlined in Table 6.1.

¢ Background Scale, S: The scale used to estimate the background
was (1.54£0.3) (cf Section 5.3). The uncertainty in the mass due to the
background scale was found by varving the scale between 1.2 and 1.8,

¢ Fragmentation : The uncertainty due to the fragmentation was esti-
mated by changing the fragmentation parameter from 0.55 to 0.75, a
variation of 15%.

e Structure Functions : Different structure functions lead to differ-
ent kinematics. Since NOMAD has not parametrised its own structure
functions the uncertainty involved in the choice of the underlying par-
ton distributions was estimated by regenerating the seed Monte Carlo
file with different structure functions and repeating the dunuon fit. It
should be noted thatl the resulis of this analysis are based on the CCI'R
structure [unctions[62]. Other structure lunctions used were the GRV-
11O [55] and the MRS-50 [56] [unctions. Any systemalic ellect resulling
[rom a change to dillerent structure functions is an indication of dilfer-
ence belween these and the [unctions parametrised by CCI'R.

e -7 Misidentification : The separation of the data into neutrino and
antineulrino induced dimuons involves the 1dentilication of Lthe primary
muon based on a transverse momentuin criterion. The transverse mo-
mentum of the sccondary muon is determined by that of the 13 meson,
which in turn is parametrised by

(Z_E\T T i o
3 [l = 2P (610)

dp ’

P
where the parameter 3 was measured to be 3 = 1.1 £ 0.3[70]. The
uncertainty from the identification procedure was estimated by per-
forming the fit using sced samples generated with 3 equal to 0.8 and

1.1.

¢ The size of the strange sea : I'hc size of the strange sca was varied
from 0.3 to 0.15.
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¢ The CKM matrix elements V.; and V., : The current best values
ol these two CKM malrix elements are | V.| = 0.221 +£0.003 and |V,,| =
0.974 + 0.001 [82]. Input values of the CIKM elementls were separately
varied by their uncertainties and the mass [it was repeated. As Table
6.1 shows, the systemaltic error altributed to uncertainty in the CIKM
matrix elements was negligible.

¢ Cut values: The value of a cut is known only up to the experimental
resolution. To estimate the uncertainty deriving from this finite resolu-
tion each cul on a specilic variable was varied around its central value
taking into account the experiinental resolution in that variable.

¢ Beam profile: An estimate of the uncertainty on the charm mass due
to a non-optimal beam profile on the calibration was made by weighting
the Monte Carlo neutrino events by the relative Hux predictions of two
different heam profiles in much the same way as in Section 3.4.4.

The charm quark mass (rom the [it is 13793703 (GeV/¢?) where the

systematic errors have been added 11 quadratlure. It should be noted that the
assumnplion ol independence of some of the error contributions in Table 6.1 is
not strictly justilied. For example, the background scale is a [unction of culs
in the secondary muon energy. This indicates that the errors quoted above
arc, most probably, overestimates and so the total error is a conservative
cstimate of the actual uncertainty.

T'he charm quark mass measured above is compared to the results of other
experiments in Table 6.2, The results are consistent within the uncertainties.

6.5 The Strange Quark Content of the Nu-
cleon

Charm production from neutrinos is an excellent probe of the strange compo-
nent of the nucleon sca. T'he differential cross sections for charm production
in neutrino and antincutrino interactions are given in Equations 1.33 and
1.34. Reproducing them here for convenience they are

o B (PmELE
dédy o

[((6, Q%) + d(£, Q%) Vil + 25(€, Q%) [Val]

(1 i zy) (6.17)
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Theorctical Uncertaintics

‘ Source of Uncertainty ‘ A Source ol Uncertainty ‘ A, ‘
Background Scale = 1.2 +0.16 Background Scale = 1.8 -0.17
['ragmentation; e = 0.55 +0.03 [ragmentation; e = 0.75 -0.04

GRV-HO Structure Functions | -0.06 | MR5-50 Structure Punction | -0.07
3 =038 -0.03 F=1A +0.02
k=103 +0.07 r=0.45 -0.03
Vee = 0.218 -0.01 Vg = 0.224 +0.01
V.. = 0.973 -0.01 Voo = U975 +0.01
Beam profile -0.20
Fxperimental Uncertaintics
‘ source of Uncertainty ‘ Am, ‘ source of Uncertainty ‘ Am, ‘
Fiducial; [ X, |Y] < 65 cm -0.03 | Fiducial; |[X],|¥| < 75 em | +0.15
AT < 4 ns -0.01 AT < 6 ns +0.01
Radial digtance << 8 em +0.11 Radial distance < 12 ¢m -0.09
Q% > 0.8 Gev/c -0.03 Q2. > 1.2 GeV/e +0.01
rp; < 0.5 +0.01 rp; < 1 -0.01
Frag > 1.0 GeV -0.07 Fiag > 6.0 GeV +0.09
Ly > 4.3 GeV -0.03 Lgo> 4.7 GeV +0.07
E: > 43 GeV -0.10 B> 4.7 GeV +0.20

Table 6.1: The variation of the f{itted value of the charm mass for different
sources of systematic uncertainty.

H Lxperiment ‘ me (GeV/c?) H

1.3+ 0.2 4 0.1 (LO Analysis)[76]
CCFR
1.70 £ 0.19 £ 0.02 (NLO Analysis)[64]

CHARM 11 1.7975:28 4+ 0.27 [79]

Table 6.2: Results on m, from previous experiments. Both the Leading Order
and Next-lo-Leading Order results are shown [or CCI'R.
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for neutrino interactions and

d2g™N B (PmEE K

(€, Q%) + A& Q%) Vil + 2506, Q%) Vi

’]

(1 g %) (6.18)

dédy T

[or anlineutrino evenls and where terms proportional to the nucleon mass
have been neglected for the sake of clarity. Due to the relative size of the
CRKM clements ( |Vi|* = 0.95 >» 0.05 = |V.|*) 8% of the antincutrino
dimuon sample comes from the strange quark component of the nucleon
scal61]. This implies that the number of observed cvents is a direct probe of
the size of strange part of the nucleon sea, & (Equation 6.6). Unfortunately, as
reported in Chapter 3, the antineutrino induced dimuon sample in NOMAD
is extremely small and hence is not useful for this sort of analysis. We must,
then, turn to the neutrino induced sample in order to estunate the size of
the strange sea.

The distribution which 1s most sensilive o & 1s the visible Bjorken x
distribution in which shape and magnitude are controlled by five variables :
m,., k. Ve, Vig. and B.. The high degree of correlation with 8. is avoided if
only the shape of the &, distribution is considered. In addition, the charm
mass has been constrained by the fit to the visible energy distribution and
so the anticorrelation with m, (sce the discussion in the previous section)
no longer has to be considered. It is expected that & and V.; are strongly
correlated and so the analysis may be carried out either by allowing hoth «
and V.; to be free parameters and fitting for both. or by fixing one parameter
to its current best value and varyving the other. Without the information from
the antineutrino sample it is not expected that the result for V; will be more
precise than the current value, and so the strange content of the nucleon will
be determined by [ixing ;.

Fixing the CKM clements to be |V = 0.220 £ 0.003 and |V.,| = 0.971 &
0.001[82], the background subtracted data and the Monte Carlo were split
into five x,;, bins (0.0 - 0.05 - 0.1 - 0.3. - 0.5 - 1.0). The goodness of fit
function was the same y? function as that used in the mass analysis. The
result of the fit is

i = (At (6.19)

—0.07

with a y* of 3.3 with 1 degrees of freedom. The x* as a function of & is shown
in Figure 6.3.
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0.3 0.35 0.4 0.45 0.5 0.55 0.6
Strange Content of the Nucleon Sea

Figure 6.3: The x? of the of the fit to the strange content of the nucleon sea
as a function of k. The central value is 0.45 with a x? of 3.3 with 4 degrees
of freedom. The statistical error is determined by the points on either side of
the central value at which the y? is one unit above the minimum. The curve
is a fit of a fourth order polynomial to the histogram and the 68% confidence
limits are shown on the k axis.
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Theorcetical Uncertaintics

‘ Source of Uncertainty ‘ Ar ‘ Source of Uncertainty ‘ Ak ‘
Background Seale = 1.2 -0.06 Background Scale = 1.8 | 40.10
Fragmentation: e = 0.35 | +0.005 | Fragmentation; e = 0.75 | -0.002

J=103 -0.007 W= 1 -+0.004

.= 0.9 (GeV/c?) -0.05 . = 1.8 (GeV/c?) +0.07
Vg = 02158 -0.02 Vg = 0.224 +0.06

V., = 0.973 -0.007 V., = 0.975 +0.01

Beain prolile +0.05
Fxperimental Uncertaintics
‘ Source of Uncertalnty ‘ Ag ‘ Source of Uncertainty ‘ Ar ‘

Fiducial; | X], [¥] < 65 em | -0.02 | Fiduecial; | X[ Y| < 75 ecm | +0.017
AT < 4 ns +0.003 AT < 6 ns -0.001

Radial distance < 8 em +0.04 Radial distance < 12 em -(.02
Q2. > 0.8 GeV/c’ +0.01 Q2 > 1.2 Gev/d’ -0.03
Erag > 4.0 GeV +0.001 Lrog = 6.0 GeV -0.005
Ea>43 GeV +0.006 Eoa>47 GeV -0.006
[ > 4.3 GeV -0.003 Lo > 4.7 GeV +0.004

Table 6.3: The variation of the fitted value of & for different sources of
systematic uncertainty.

6.5.1 Systematic Uncertainties

The [actors contributing to the systematic uncertalnty in the measurement
of k¥ are essentially identical to those in the charm quark mass analysis. The
only differences are that the systematic effect of variations in & is replaced
by the effect of varying the charm mass and the variation in & obtained
by changing the cut on 2, i omitted. The error attributed to different
structure functions has also been omitted, since the manner in which & is
included in packaged structure functions, such as those from PDFLIB, is
highly dependent on the particular function sets. The systematic errors are
tabulated in Table 6.3 and, when added in quadrature, vield a final result of

r = 0461517 "o (6.20)
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6.5.2 Results from previous experiments

Results on the strange content of the nucleon sea from previous experiments
are tabulated in Table 6.4. The value of &« shows that the nucleon sea is not
SU(3) symmetric. In [act, 1l can be seen thal the nucleon sea 1s composed of
20 % s and § quarks, 40% u and @ quarks and 40% d and d quarks, assuming
the up and down components of the nucleon have the same magnitude. This
assumnplion is not necessarily justified as data [rom NMC[83, 84] suggests
that the up and down guark content ol the nucleon sea is not identical.

As with the charm quark mass, the current measurement is consistent
with previous experiments, although the total systematic error is larger. As
Tables 6.1 and 6.3 show, the major contributions lo the systemalic error are
the uncertainly in the background scale and the beam prolile.

The only way to reduce the error attributed to the background would he
to generate at least four times the number of events as are contained in the
current J.fﬁ(’“ Monte Carlo sample. As already discussed in Chapter 3, the
simulation of an event sample of this size {approximately 1 x 10° events) is
a highly non-trivial exercise. The production rate of sunulated events is on
the order of 10,000 events per day and so sample of 1 x 10° evenls would
have required about 3 months of uninterrupted processing. The processing
[acility used [or the FCAL simmulation production is also utilised by other
experimental groups and so it is conceivable that the processing time could
have increased by a [actor of two or more.

In the case of the beam profile, the SPY results[36] indicate that the
current beam profile does not model the beam precisely. The use of a beam
profile in which the SPY results have been included has the potential to
signilicanily decrease the systemalic error atlributed to the beain.

6.6 The Average Semileptonic Branching Ra-
tio

The last parameter which can be extracted [rom the data is the semileptonic
branching ratio, .. Having constrained i, and %, the branching ratio may
be determined by studying the rate ol ditnuons observed with respect to the
numnber of 5 events. The observed rate was (0.0015 =+ 0.0001) dimuons per
I/EC event. The rate oblained [rom the Monte Clarlo, alter kinemalic culs
and acceptance [unctions were applied, was (0.01587 £+ 0.0001) dimuous per
1/;(:(7 cvents, assuming a branching ratio of 100%. Dividing the obscerved rate
by the predicted rate gives a branching ratio of (9.5 4+ 0.7)%. This is slightly

smaller than the value of (10.940.840.6)% obtained by CCFR[63]. However,
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H Experiment ‘ 5 H
0. AT EHDT (1O Analysis)[76]
CCFR
0.5367003 01 (NLO Analysis)[64]
FMMT 0.41 & 0.08%505 [78]
CITARM II 0.391 555 £ 0.07 [79]
CDHS 0.47 £ 0.08 £ 0.05 [75]

Table 6.4: Results on x [rom previous experiments. Both the Leading Order
and Nexi-to-Leading Order resulis are shown [or CCI'R.

studies ol charin production by neutrinos in emulsion show that the average
branching ratio is a weakly rising function of the neutrino energyv. The av-
crage neutrino cnergy of the CCFR experiment was 110 GeV, compared to
the NOMAD average encrgy of 214 GeV and so a lower branching ratio is
expected.

The paramcter being measured in this section is the semileptonic branch-
ing ratio averaged over the production rates of charmed mesons and baryons
produced in neutrino charm quark production. That is, if H is the set of
charmed hadrons that are produced in neutrino-nucleon interactions (i.e.

the set {H : H € D, DV, DY. D~ Df D7 A.}), then

B Yren 1. D),
i >onerr Bin

where 2, 1s Lhe rate of production of charmed hadrou A, with respect o the

(6.21)

total rate of charm production, and 3, 1s the semi-inclusive branching ratio
[or the process b — p + anylhing. Hence, il the production rates of any of
the diflferent charmed hadrons change with neutrino energy then the average
branching ratio becomes energy dependent.

Figure 6.1 compares the average semileptonic hranching ratio measured
in the NOMALI data with that calculated from production rates measured in
K531[66]. Also shown is the contribution to the branching ratio from different
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Experiment | Branching Fraction | Average Neutrino Energy ((GeV)
CCFR 0.109 = 0.008 £+ 0.006 110.0
531 0.099 + 0.012 140.0

CHARM II 0.091 £ 0.010 23d
(*DHS 0.078 + 0.013 120

Table 6.5: The average semileptonic branching ratio obtained from previous
experiments.

charmed hadron species : D% DT A, and other mesons (:D‘,ﬁU,DS:). As the
figure shows, helow a neutrino energy of 30 GeV, the production rates of the
A and rarer mesons increase with a corresponding decrease in the D meson
rate of production. Since the semi-inclusive process A, — pu + anything
has a siall brauching ralio more weight 1s given o the A, component in
Equalion 6.21 resulting in a decrease of the average semileptonic brauching
ratio as well.

The majority of the CCI'R dimuon data was above a neutlrino energy of
40 GeV, due to the high energy neutrino beam at Iermilab. Ilence, CCIR.
was unable to directly observe the decrease in the branching ratio. NOMAD,
however, operates in a lower energy range, and the energy dependence of the
branching ratio is obscrvable, as Figure 6.1 shows.

[f only data above a visible neutrine cnergy of 30 GeV is analysed, the
measured branching ratio becomes (10.5 £ 0.7)%, entirely consistent with
that measured by previous experiments (see Table 6.3). The value for B. de-
termined by CDHS is smaller than any of the other neutrine experiments and
also differs from that obtained by ete™ collider experiments. It is thought
that this may have been caused by difficulties in the correction for exper-
imental acceptance in that analysis[85] but, due to the low mean neutrino
energy. there may also have been a substantial contribution from A, decay.

Systematic uncerlainties were estimaled in the same manner as used in
the rest of the analysis. The results are compiled in Table 6.6 and the [inal
resull, with the systemalic errors added in quadrature, is

B, = 0.095 £ 0.00770015 (6.22)

at an average neutrino energy of 24.4 GeV.

6.7 Future Prospects

e Inclusion of 1997 and 1998 Data : The data comprising the work



6.7 Future Prospects 183
2 F 2 F
é 0.14 ; J é 0.14 :* ‘
£ oonfE |- 1 £ ool | - |
= * r 4‘ —0— - - _________| = * r ‘ O - o _______|
2 S 2 Sl
s 0.1 j¥ : s 0.1 j}» :
A n < N
0.08 5( 0.08 j‘~
0.06 [ 0.06
0.04 0.04
F 0 F +
0.02 = D 0.02 D
0 E | | | | ‘ | | | | ‘ | | | | 0 B | | | | ‘ | | | | ‘ | | | |
0 100 200 300 (1} 100 200 300
Neutrino Energy (GeV) Neutrino Energy (GeV)
2 E 2 F
= C =] r
é 0.14 ; J é 0.14 :* ‘
£ oonp |- | E oozl |- |
= * . ‘ —0— - - - - ______| = * = ‘ O o _______
£ cor | 2 o [
g 0.1 j& : ‘ & 0.1 j}» )
=] Cre =] Cre
0.08 ;( 0.08 ;‘;
0.06 [ 0.06
0.04 |- 0.04 [
C . - =o
0.02 L A. 0.02 TL_' (DS,D ,D )
Ok\ o Ty ok\\\\\\\\\\\\\
0 100 200 300 (1} 100 200 300
Neutrino Energy (GeV) Neutrino Energy (GeV)

Figure 6.4: The average semileptonic branching ratio as a function of the
neutrino energy. The dotted line in each plot is the average semileptonic

branching ratio calculated from production rates measured at E531[66]. The
points represent the average semileptonic branching ratio measured in NO-
MAD in energy bins. The errors are statistical only. The solid line in each
plot displays the contribution of a particular charmed hadron to the total
average semileptonic branching ratio. Shown are (top left) the contribution
from D° mesons, (top right) the contribution from D* mesons, (bottom left)
the contribution from A. baryons and (bottom right) the contribution from

—0

other mesons (D~,D", D).
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Theoretical Uncertaintics

Source ol Uncertainty AL, ‘ Source of Uncertainty AD, ‘
Background Scale = 1.2 | 4+0.0070 | Background Scale = 1.8 -0.0080
[ragmentation; e = .55 -0.0023 [ragmentation; e = 0.75 | +0.0011

=038 +0.0013 =14 -0.0005
m. = 0.9 (GeV/c?) +0.0002 m. = 1.8 (GeV/c?) -0.0003
k= 0.35 +0.012 = 0.5) -0.0095
GRV-HO bStructure MRS-50 Structure
Function +0.004 Function -0.0030
Vg =0.218 +0.0001 Ve = 0.221 -0.0001
Vi =0.973 +0.0001 Vo, = 0875 -0.0001
Beam Profile +0.00001
Lxperimental Uncertainties

Source of Uncertainty AB, ‘ Source of Uncertainty ‘ NE, ‘

Fiducial; | X, Y| < 65 cm | -0.0002 | Fiducial; | X, Y] < 75 ¢m | 40.0002
AT < 4 ns -0.0001 Al < 6 ns -+0.00001

Radial distance < 8 cm -0.0033 Radial distance < 12 ¢an | +0.0017
Q2. > 0.8 GeV/d +0.0003 Q. > 1.2 GeV/d 0.0008
Forag > 1.0 GeV +0.0003 Fonga = 6.0 GeV -0.0002
L= 43 GeV -0.0001 L= 4.7 GeV -+0.0002

Ep. >43 GeV +0.0008 Ep» >4.7 GeV -0.0009

Table 6.6: The variation of the fitted value of the average semileptonic

branching ratio [or dillerent sources of systematic uncertainty.
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in this thesis represents approximately 30 % of the total amount of
data taken with the I'CAL since 1995, Neither the 1997 nor the 1998
['CAL dala sets have undergone reconstruction. The inclusion ol this
data would represent a signilicant increase in the size ol the opposite
sign dimuon sample. Extrapolation [rom the available data sel ndi-
cales an expected number of observed dimuons of the order of 10,000,
competitive with CIYHS which has recorded the largest data sct to date.

e Monte Carlo Generation : I'he precision of the results presented
above is imited by the systematic uncertainties. In cach case the largest
source of systematic uncertainty is the error on the background scale.
The generation and reconstruction of at least four times the amount of
Mante Carlo events is required to ensure that the statistical uncertainty
in the background scale is at least halved.

¢ Inclusion of the Antineutrino Sample : The lack of an appreciable
antineutrino sample imposes a constraint on the analyses that can be
perforimed using the opposite sign dimuon data. Il a reasonable value
were assumed for the average semileplonic brauching ratio. a sample of
opposile sign dimuon events produced in an antineutrino beam would
provide a direcl measurement of x whilst the neutrino sample would be
used Lo determine V,,;. Due to the high degree ol correlation between
the two variables this analysis method is impossible with only the neu-
trino induced sample. NOMAD ran with an antincutrino beam for two
short periods in 1998, Although not yet reconstructed, the number of
opposite sign dimuon events expected to be ohserved is approximately
250. Even with this small sample it would be possible to deercase the
error on & by a factor of 1.5 and provide an independent measurement
of V,;. With the number of events in the current neutrino induced
sample, an accuracy of 5% in the measurement of V.; would bhe possi-
ble. making the & and V_; measurements comparable with those from

CCIR.

e NLO Analysis : The only experiment to analyse charm production by
neutrinos at Next-to-Leading Order was CCI'R[64]. There are, how-
ever, some reservations aboul this analysis in the literalure. CCIR
reported that the amount of the strange sea in the nucleon extracted
using a NLO [ormalism was almost twice that extracted using a LO
formalism. Howcever, Reference [88] suggests that this result was at-
tained through the inconsistent application of an acceptance correction
and that, if a consistent analysis were to be performed, the resulting
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size of the strange sea would be closer to that attained at Leading Or-
der. Turthermnore, relerence [89] states that the theory used by CCI'R
was only an approximation Lo the true NLO theory. DBrielly, CCI'R
used a dilferential cross section in which the [ragmentalion process was
[actorized [rom the hard scattering process :

o uSU} o uSU}
NI o NI gy 0 (6.23)
dedydz daxdy ' '

In Reference [R9], Kretzer points out that opposite sign dimuon pro-
duction is really a semi-inclusive process in which the fragmentation
function cannot be factorized from the rest of the cross section. An
independent analysis of the neutrino production of charm at Next-to-
Leading Order would aid in either verifying the results of CCFR or
provide alternatives based on a consistent theoretical model.



Conclusion

The NOMAD experiment at the CERN 5’5 was constructed in 1994, In mid-
1995 the [ront iron supporl was strumented with scintillators Lo lorm an
iron-scintillalor sampling calorimeter. The proposed method ol calibralion
ol this calorimeter, the 'CAL, was based on distortions in the Bjorken v
distribution. ITowever, this method was seen L0 possess shortcomings and
so a stralght-lorward comparison with Monte Carlo was used. The absolute
cnergy scale was determined to be

1[GeV] = (2.95 £ 0.02(stat) = 0.27(sy=)) [mip]

About 300,000 cvents from the 1995 run and 3,000,000 cvents from the
1996 run were found to be uscful for analysis. The reconstruction of the
vigible neutrino encrgy in charged current neutrino interactions shows good
agreement with the Monte Carlo prediction, as does the reconstruction of
the various kinematic variables. The energy resolution of the FOAL was
estimated to be approximately 104% /+/E.

From the sample of charged current neutrino interactions, an opposite
sign dimuon sample of 4,953 events was reconstructed. After accidental
overlaps of beam muons with charged current events were eliminated, 35
% of these were found to be background events from muonic hadron decays
and hadron punchthrongh. There were (2966 £ 236) neutrino induced and
(263 £ 24) antineutrino induced dimuons after background subtraction. The
description ol these eventis by the NOMAD Monte Carlo was [ound Lo be
inadequate, prompting the construction of FADI, a dedicated dimuon gen-
eralor for FCAL interactions which adequately described the dimuon data.
Using FADIZ, the rate of opposite sign dimuon production with respect to the
production of charged current evenis was measured to be (4.14+0.05) x 107
after correction for experimental acceptance.

Analysis of the opposite sign dimuon data was performed using a method
based on event weighting. The results obtained for the charm mass, the
strange sca content of the nucleon and the average semileptonic branching
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ratic were :

o — | Q0.2 403
g = b 5n T o
- () ARTD09+015
r=0.46T50T0 00

B, = 0.095 £ 0.007100!15

where the first error is statistical and the second combines all systematic
errors in quadrature. Improvements on and extensions to these results could
be achieved by

¢ Generaling more charged current Monte Clarlo 1o decrease the statisti-
cal error on the background.

e Reconstructing and analysing the 1997 and 1998 data sets.

e Reconstructing the antineutrino data so that an independent measure-
ment of & and V.; may be made.

e Derforming the analysis at Next-to-Leading Order in QCD in order to
verify, or disprove, the results of CCFR.
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Appendix A

Code Versions

The data sets used i this thesis were reconstructed with the [ollowing code
VETSIONS :

1995 Data | 1996 Data and Monte Clarlo

Code Version
Recon Recontd virh
Veto virl virs
Drift Chamber vt vird
Extrapolalor v2r() vird
DcTrd vz vird
Trd trd G4 vird

Prs prs62

Cal cal6l vird
Muo muontd vird
Sci v vir2
Heal heal6h virl
Ical vl vird
Phase? virl virda
Tl vl vird
Sprec v1r3 virl
Magticld vl vird
Engine v3r() virs

Table A.l: Versions of NOMAD Soltware used in the 1995 and 1996 data
production. Note that the PRS code was merged with the CAL code [or the
1996 data production.
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