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Abstract 

The N 0 !VI/\]) experinwnt is a neutri110 osci I lat ion experiment at the C ~~]{_\ 

SPS. The experiment is described >vith partirnlar emphasis given to the con­
struction and calibrntion of the Front Calorimeter of _\()VI;\ I)_ The absoh1tc 
energy scale is determined to be 

I [Ge VJ = (2.9:5 ± 0.02(.stat) ± 0.27(.sy.s))[rnip] 

from comp<-trison of the MonLe Carlo simuhttion wiLh Lhe data. AbouL :L500,000 
charged current events a.re found Lo be useful for analysis. The reconsLrucLion 
of the various kinematic qlrnntiLes is shown Lo be in good a.greemenL with the 
~fonte Carlo prediction. The energy resolution of Lhe FCAL is esLima.Led to 
be 

CT 

E 
104Yc 

(0.1) J /';/J Ge\/ 

The production of charm qua.rks via the formation of opposite sign dimuon 
events in neutrino interactions is investigated. Analysis of the opposite sign 
dimuon data yields determinations of the charm quark mass, the strange sea 
content of the nucleon and the a.verage semileptonic branching ratio. An 
opposite sign dimuon sample of 4,95:3 events is reconstructed from the sam­

ple of charged current neutrino inLeracLions. After accidental overlaps of 
be<-tm muons wiLh charged currenL events have been elimi1rnted, :~5 (l<J of the 
sample, a.Her cuts, a.re found Lo be background evenLs from muonic hadron 
dec<-tys and lrndron punchLhrough. The numbers of neutrino <-tml antineuLrino 
induced opposiLe sign dimuon evenLs, after lxtckground subLracLion, a.re es­
tirnated to be (2966 ± 2:36) and (263 ± 211) respectively. F;\l)E, a dedicated 
dinmon sinm lator of dinmon interactions in the FC;\ L is constrncted. This 
is shmvn to describe the dinmon data well. \; sing F;\l)E, the rate of opposite 
sign dimuon production with respect to the production of charged rnrrent 
events is measured to be (-'J. J .·1±0. 05) x lo-;) after correction for experi rn ental 
acceptance. 

The charm quark mass, the strange sea content of the irncleon and the av­
erage semileptonic branching ratio are estimated to be 1.3!g:~ !gt 0.46!g:g~!g:i~ 
and 0.095 ± 0.007!g:g~~ repectively. Suggested improvements on and exten­
sions to these results are then discussed. 
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Preface 

This thesis is a report of >vork carried out for the degree of Doctor of Phi­
losophy aJ the University of Sydney in the Falkiner High Energy Physics 
I kpastment. It describes the _\ 0 _\'!;\I) experiment in general and the con­
stniction and calibration of the NOMAD Front Calorimeter in particular. 
Data taken with this detector is then analysed for the presence of oppo­
site sign dimuons and several charm production parameters are determined 
within the framev.:ork of Leading Order QCD. 

The first chapter describes the phenomenon of deep inelastic scattering 
in general and charm quark prod11ction in particular. 

Chapter 2 describes Lhe NOMAD experiment. The theory of neutrino 
oscillaJious <.tnd techniques for oscillation searches are detailed, followed by a 
description of Lhe \VANP beam line <.tt Lhe CEHS SPS, Lhe ~OYIAD detector 
and the NOIVIAD software environment. 

Chapter'.~ focuses upon Lhe fronL Calorimeter of NOMAD. The construc­
tion of the calorirnder is outlined and the energy calibration is discussed. 

/\ studv of rnuon identification begins Chapter 11. The selection of z/T 
- µ 

events is then discussed and the reconstrnction and resolution of the various 
kinematic varia,bks is described. ;\n estimate of the energy resol11tion of the 
hont Calorirnder is presented and a cross check on the calibration carried 
011t in Chapter :3 is investigated. 

Chapter 5 describes the algorithm developed for the recognition of oppo­
site sign dimuon events. Selection efficiencies are cak11lated and the back­
ground subtraction method is discussed. The issue of whether the ~OYIAD 
~fonte Carlo program adeq11ately simulates the kinematics of charm quark 
production is in vesLigaLed <.tud an <.tlLernaLi ve Mon Le Carlo program proposed, 
constructed and LesLed. finally, the observed raLe of opposite sign dimuon 
Lo 1/;'c production is me<.tsured and compared with previous experiments. 

Chapter () utilises Lhe data discussed in Chapter ,j Lo determine several of 
Lhe charm production para1neLers. The mass of the clrnrm qlrnrk the sLr«tuge 
conLenL of the nucleon sea <.tnd Lhe average semilepLonic branching raLio <.tre 
determined. Opportunities for expansion upon the present study arc then 
listed and disc1rnsed. 
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Chapter 1 

Theory 

1.1 Introduction 

Over the hist three deca.des experimenta.l c.md Lheoretical eITorts to underntand 
the fundamenta.l constituents of matter have condensed into c.t Lheory called 
the S Lc.mcfard Model. This theory, initially devised by G le.ts how, "Weinberg 
and Sa.lam [ l] ~ includes the unified Lheory of elecLrowea.k interacLions and the 
theory of sLrong inLeradious, Quantum Chromodyna.mics. 1\:fany excellent 
text s describing the Standard Vlodd iii detail arc available [2: 3: 1[] and so 
only <l brief discussion of the strncturc of the theory will be made here. 

The S tan<lard Model presents a. rather simple picL ure of the strud ure of 
matLer. All funcfamental inLeradions occur bet ween spin-~ fermions. These 
are either leplons, which <lo not experience strong in Lera.ct ions, or </ltarks~ 

which c.ue the fun<lamenta.l constituents of c.tll pa.rticles which intera.ct via the 
strong force (and which are collectively known a.s hadrons). The fermions 
arc grouped into three generations as shown in Table l. l. Ordinary matter 
is rnade 11p of form ion s from the first generation. The second and third gen­
eration s arc csscntiaJly higher mass 1 analogues of the first. ;\JI the fermions 
arc associated with their respective anti-forrnions which have the same mass 
but opposite quanturn numbers. 

The fermions interc.tct with ec.tch other through the exdrnnge of spin-1 
gauge bosons. These arc listed in TCl.hle 1.2. ;\II forrnions interact weakly 
via the exchan ge of the rnassivc Mi± and /,0 particles. b:ledrical ly charged 

1 Quark rn assPs cannot b P rnPas11rPd dirPd.l y and must bP infarrPd from thPir inftupncP 
on hadron prop erlieo. Ao a. re8uH lhe valuet> of lhe quark rnas8eo depend on how Lhey are 
defined . The definitions can be broken into two broad classes : "constituent" masses in 
which Lhe qua.rk rna.':l8eo a.re delerrnined fro1n hadron ma8o 8p eclra, a.nd "currenl" ma.ot>e8 
where the masses enter as parameters in the the QCD Lagrangian. The values shown in 
'l'a bl P 1. 1 arP currPnt nrn.ssPs. 

l 



2 ChapLer 1. Theory 

Quarks 

Flavo11r Electric Charge (e) Mass (MeV/c2) 
First Up (11) +2/3 ~ ;J 

(~cncration J)own (d) -1 /3 ~7 

Second Cha,nn ( c) +2/;) ;:::::;: l l fi()() 
General.ion St ra.nge ( s) -1 /;) ~ 200 

Third Top (t) +2/3 ~ 180, 000 
Generation Bottom (b) -1/3 ;:::::;: 4, 700 

Leptons 

Flavour b:icdric Charge (c) Mass (!\kV /c2) 
First e-neutrino ( J/~ ) 0 < 0.007 

General.ion Electron (e) -1 O.fill 
Second 1i.-ne11trino (u.1 ) 0 < 0.27 

Generation 1foon (p ) -1 0.105 
Third T-ncutrino (v.,- ) 0 <Tl 

(~cncration Tau (T) - l 1777 

Table 1.1: Common properties of quarks and leptons. Note that the existence 
of the T-ne11trino has not been experimentally verified. 

Interad.ion Relative Strength Media Lor Hange ( lil) 
strong 1 gltton < 10-15 

electromagnetic 10-2 photon 00 

weak 10-5 z0 and ir± 10-18 

gra.viLv 
·' 

10-4'.2 O'l°C.t\! it 0 n b 
C() 

Tc.tble 1.2: MediaLorn of Lhe fundarnenLc.tl inLera.dions 



1.2 The Description of NeuLrino-:\ucleon Collisions 3 

fermions may also interact electromagnetically through the exchange of a 
photon. FinaJly, qua.rkti intera,cl. strongly by excha.nging Lhe media.Lor of the 
colour force, the gluon. Gra.viLy iti a.tlrnmed to be mediaJed by Lhe gra.viLon, 
buL Lhe gra.viLaJionaJ coupling iti negligible aL accelera.Lor energietl and will 
noL be discmsed further. 

Although the predictions of the Standard Model have been confirmed 

in experimenL upon experiment, iL ca.nnoL be Lhe uliimaJe description of 
maL Ler a.nd i ttl intera,cl.iorrn. A number of quetltions have yet to be answered. 
fior insLa.nce, Lhe a.ppa.rent redunda.ncy of Lhe Lhree fermion general.ions is 
noL underntoocL nor iti Lhe paLLern of fermion c.tnd boson mastles (although 
Lhere iti currently Lhe hope Llrnt Lhe Higgs mecha.nism ca.n account for the 
phenomenon of particle rnass, even if it cannot predict the absolute values). 
,\nothcr problem is the small asyrnnwtry observed between the properties of 
rnatter and anti-rnatter, related to CP violation, which the Standard Vlodd 
can accommodate hut cannot explain. 

"\:VhaLever Lhe problems, there is no doubt Lha.L Lhe Standard Model is a 
rnajor step tmvards understanding matter. It is hoped that as accelerators 
reach higher energies and rcs11 Its become rnore precise , new physics may point 
the v.:a.y to 1mderstan ding some or al I oft he currently 11nanswercd questions. 

1.2 The Description of Neutrino-Nucleon Col­
lisions 

.\eutrinos make excellent probes of hadronic rnatter. They arc structureless , 
comparatively easy to generate in accelerators and their electroweak proper­
ti es arc -r,vell understood. One of the cornmon methods of st11dying hadrons 
at the q11ark level is by investigating the collisions of ne11trinos with protons 
and neutrons in a fixed target . Before h1rther discussion of such interac­
tions, it is useful to introduce the common variables 11sed to describe deep 
inelastic scattering events 2

• Figure 1.1 shows the lowest order Feynmann 
diagram of the ne11trino-nucleon scattering process. In the diagram kµ and 
fl-' are the fom-momenta of the incoming neutrino and outgoing lepton re­
spectively, q~' is the four-momentum tra.mferred Lo Lhe ha.dronic system, pµ 
is the 4-momentum of Lhe nucleon, :c iti Iljorken x (see below) and nn• iti the 
four momentum of the outgoing lrndronic system. 

Mea.s mement of these 4-vectors allows the determination of all the kine­
matic quantities of the I.Ip. - N scattering process: 

2Hcre and in the following discussion we assume that the event involves a muon neutrino 
interacting with a nucleon and that tlw :mbseq11ent outgoing lepton is a muon. 
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Figure 1.1: Leading order diagram for deep inelastic lepton-nucleon scatter­
mg. 



1.2 The Description of Neutrino-:\ucleon Collisions 5 

• Square of the centre of inass energy : 

(J. l) 

v.:here the nucleon mass has only been retained to first order and 
the four-momentum dot product has been evaluated in the laboratory 
fra,me. 

• Energy transfer to the hadronic systern : 

I' ·q . ·. 
I/= -- = E,, - E 1, (m Lhe lc.tbora.torv frc.tme.) (1.2.). Al . · · 

• Square of the 4-momentum transfer to the hadronic system : 

2 _ (-> 2 _ ( , , 1) 2 _ ·) ( L' L. 
1

. 
1 

L . 0 e) . 2 -q - ,, - - r.. - . - ~ r,1 1 ~ ,, - p1 1·, 11 ro.~ . - n7. 1 

(J .3) 

v.:here E1 is the energy of the OLLtgoing; lepton and 8 is the scattering 
angle between the outgoing; lepton and the incoming; neutrino in the 
laboratory frame. If the mass of the lepton is neglected then E; ::::::: p; 
and Equation l .'.3 may be expressed in the more common form 

(1.4) 

• Bjorken scaling variable :rBj : 

q2 q2 
;l'.B j = --. = 

'2P · q 2111N1/ 
( 1.5) 

• Fraction of energy lost by the neutrino (Bjorken y): 

p ' q l/ ' 
1/H·,· = -- = - (111 the lahoratorv frame. ) ( J .6) . 
. · I'· k E11 .. 

• Square of the invariant. mass of the hadronic system : 

T2 • . 2 . 2 2 I . 
ll = ( q + I') = i11:v + Q (- - 1) 

:CRj 
( 1.7) 

In a, frame in which Lhe nucleon 4-momentum is much larger Lha.n the typ­
ical transvericle momenLa. of i Ls cons Lit uenL qlrnrks (the ''infinite moment um 
frame" cf. Section 1.4) the sea.ling variable :r R.1 represenLs the fraction of the 
nucleon momentum carried by the ii1tcracting parton. The l/H:i variabk is 
rel ated to the scattering angk of the outgoing lepton in the ne11trino-parton 
center-of-mass system. 
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1.3 

ChapLer 1. Theory 

The Charged Current Neutrino-Nucleon 
Interaction 

This section 011tlines the important details of the charged current neutrino­
nucleon scattering cross section. A full derivation may be found in Reference 

[ti]. In Lhe following, unless oLherwise specified, "naLural" uniLs in which 

h=c=l (L8) 

arc used. 
The inchrnive, spin averaged, cross section for nc11trino-nucleon scattering 

may be v.:ritkn as 

( 1.9) 

where G is Lhe I'ermi com;LanL l11w is the \V boson mass, E11 ( E 1, ) is the 
energy of Lhe incidenL neutrino ( ilnc.tl sLaJe muon ) and dD 1, is Lhe solid angle 
elemenL inLo which the muon scaLters. The lepLon Leasor, L1w, is compleLely 
cairn lahle and is given by : 

( 1.10) 

where the contrib11tion from the last term is positive for u and negative for 
v interactions. 

The tensor \\lf' 1
, describes the dynamics of the mtcleon-boson interaction. 

It is not currently possible to calculate the form of this tensor from first 
principles. Generally, hmvever, \V~w nrnst be a function only of the available 
4-vecLors P~', the 4-momenLum of the incoming nucleon, and qµ, Lhe invarianL 
momenLum Lransfer. The mosL genera] expression for 'vVµ 1

' involving Lensors 
constructed from Lhese 4-vedors is : 

(l.ll) 
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\V 1 to \V 6 are dimensionless hmctions of the independent Lorentz scalars 

p · q a.nd q · q. \Vhen conLrad.ed wiLh Lhe leptonic tensor (Equal.ion l.10) the 
Lerms proporLiona.l Lo ll1

1, VV, <-tnd lVi1 in Equal.ion 1.11 become proportional 
Lo the nrnss of Lhe outgoing lepLon and a.re usually disrnrded. The resulting 
cross section has Lhe form 

where E1, is Lhe energy of the outgoing muon and 0 is Lhe <-mgle of Lhe outgoing 
rnuon v.:ith respect to the direction of the incoming neutrino in the centre of 
rnornent11m frame. 

It is convenient to express this differential cross-section in terms of the 
kinematic q11antities defined in Eq11ations 1.1-1.6. 

rl:rdy 

w here the struct1ire functions in b~quation I. J 2 have been replaced by the 
equivalent, and more commonly used , functions 

(J.H) 

In principle Eq11ation 1.1:3 contains twelve struct11re functions , three for 
each of the up, u n , Tip and Tin interactions. This number may be r educed by 

making a.ssumpLions <-tbouL Lhe sLrucLure of Lhe La.rgeL nucleon. 

The basis of the most successfu 1 modd of m1ckon struct11re devised to 
date, Quantum Chromodynamics (QCD), is the Quark-Parton .Vlodd. 
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1.4 The Quark-Parton Model 

In the Q11ark-Parton model the incoming lepton scatters, incoherently: off 
point-like spin-~ partons v.:ithin the mtcleon. This scattering is generally 
conceptualised in the "infinite momenhtm" frame in which the nucleon 3-
momentum is very large and all masses can be neglected. The scattering 

process, as seen in this fr<.tme, is shown in Figure 1.2. Suppose LlrnL in the 
hadron resL frame the ra.Le ai which pc.trLons inLera.d with ea.ch oLher is clrnr­
aderised by a Lime T. As a result of Lhe boost Lo the inilniLe momenL urn 
frame, Lhe rebiive velocity with respect Lo Lhe la.boraLory fra.rne of which is 
dose Lo c, the inLeradion Lime becomes T* = T(l - v'2/c2 )- 1l 2 , subsLc.mLia.lly 
larger than T. Since the time an incoming lepton takes to cross the nucleon 
is on the order of the nucleon si7.e, which has undergone Lorent?: contrac­
tion during the boost and is consequently much smaller than T*, the lepton 
observes the col kction of pa.rtons as being essentially free. This mechanism 
al lows the structme fonctions to he expressed as the addition of probabi litics 
of scattering from single free partons witho11t the complication of having to 
consider parton-parton coherence effects. 

After the collision the scattered quark must recombine with the spectator 

qlrnrks. The ba.sic assumption in the Lheory of deep inelasLic srni Lering is 
LlrnL Lhe Lime taken Lo form Lhe final ha.dronic sysLem is much longer than 
Lhe lepion-pa.rion inie1«tcLion time and can be LreaLed c.ts a process entirely 
sep<.uaLe from the initial sca.LLering. 

This model makes several predictions which arc in good agreement with 
Clirrcnt experimental results. The most important of these arc: 

• Scaling: In 1%9 Djorken[6] used Lhe qua.rk-pc.trLon model io predid 
ihaL Lhe sLrucLure fundions would be independenL of any momenLurn 
sea.le enLering inLo Lhe deep inebsLic process. In Lhe limit q2 

---+ (X) 

<.md I/---+ x such Llrni :CRj remains .finite (known c.ts the Djorken limit) 
it was proved that 

i = I: 2, ;3 (l.15) 

If the qi1arks in the nucleon were non-interacting, Hjorken scaling would 
hold over the entire rrn1gc of q 2

• However, experiment has shown 
that the stnicture fimctions depernL weakly: on Q2 (known as .scaling 

violation). This dependence is characteristic of quark-quark and q11ark­
gluon interactions and is a prime signature of gltton emission. 

• Callan-Gross Relation[2]: If the neutrino and antinc11trino were to 
scatter completely off spin 1 nucleon components then in the Hjorken 
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In the quark-parton model the qtLark and a.ntiq1Lark probability densities 
are defined iu terms of Lhe in di viduaJ quark deusi Lies. Denoting Lhe deusi Lies 
of Lhe uµ, down, sLrange and charm quarks by u(;c)~ d(:r), .s(:r) c.tnd c(:r) 
res pee Lively , Lhe qua.rk a.nd a.nLiqlrnrk rnornenL um disLributions for neutrino 
and c.tuLineutrino scc.tt Leriug off a µrotou La.rgeL c.tre 

Tlf 11r(:r) = :cdr(:c) + :;i:sr(::r) 

TZ/'r (:r) = :cur (:r) + :c<t ( :;i::) 

Tlfvr (:r) = :nlr (:r) + np ( :;i::) 

TZ/'r (:r) = :cdr (:c) + fsr ( :;i::) 

(l.18) 

where the u(77) superscripts refer to the quark or a.ntiq1Lark content seen by 

a ueuLrino ( antiueuLrino) pro be. 

Strong isospin syrnnwtry ai1d the ass11mption that the sea quark momen­
t11m distributions arc identical to the sea antiq11ark rnornent11m distributions 
si1ggcst that the neutron parton densities may he written in terms of the 
proton qtLark densities 

.rq'"v(.r) = x1/-'(.r) + x.sl-'( ;r) 

- 111V ( • JJ-' · ·) - 1-' • ) x q :c) = x c ( x + :r c ( x 

:i:q"N ( x) = ;rdl-' (;r) + .rif (;r) 

.rq"N (.r) = x"ul-' (.r) + x:sl-' (;r) 

( 1.19) 

i_: sing the incoherence property of deep inelastic scattering the strnct11rc func­
tions rnay he expressed as li1icar corn binations of the quark densities 

F P(N) · • I'(!V) · ·) - I'(N") · 
2 ( :c) = xq - · ( x + :cq ·1 (.:r) 

• , , ~ . . 

( 1. 20) 
1-'(N)( ·· P(!V)( ·. -P(N) · :i: F 3 a.:)= :rq · :;i:) - :;i:q (a.:) 

and so the double diITereuLial cross section for neuLrino scaLLering oIT c.t µro­
Lon or ueuLrou La.rgeL nrny be wri L Len in Lerms of the qua.rk c.tud antiqua.rk 
momentum disLributions 

d2 0"1, J-'(!V) 

d.uly 
G

2 
Ai E 1, ( AI?v ) 

2 

[ ( .. · _ . '.2 _ AI xy) .· :~r(N) . . 
_ '\ .. J· 2 + n1 ( 1 .lJ) ·) u :J: lf ( .c) 
/1 !·ir \,{ ~l'Jy 

( 
lH:ry) . P(:Vl( ···] + 1- -- :llf . :1) 
2t,',, . 

(l.21) 
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and for antineutrino scattering 

d2 0"1/1-'(N) 

rhdy 
G

2 
Al E 1, ( . Af1

2
v ) 

2 

[ ( .. · . '.2 :tf xy) . r(NJ . 
7r Al fr· + Q 2 ( l - .lJ) - 2 /< ;,, .c q ( .c) 

( 
Af xy) r(~J l + l - -.)-,- :rq ·1 (a:) 
~ /<,,, 

11 

( 1.22) 

In the case of a target in which the numbers of protons and neutrons arc 
unequal ( reforred to as a "non-isoscalar" target) the total double differential 
cross section is taken to be the weighted average of the contributiom from the 
different target types. Specifically, if Z is the nurnbcr of protom in a target 
nucleus and _\ is the number of neutrom, then the total double differential 
cross section is taken to be 

(J .23) 

In an isoscalar target, Z = N, and Eq1Lation 1.2:3 simplifies to be the average 
of the differential cross sections from protons and neutrons. 

1.5 Charm Quark Production 

In the first <1pproxirnation, charm production by neutrino deep inelastic scat­
tering is a special case of Eqrn1.tion J.21 ·1 According to the Standard Vlodcl 
the presence of <1 charm qua.rk in the filial state rcq11ircs that the struck quark 
be ad or a .c; qua.rk. In ne1Ltrino interactions this implies that the stnLcture 
ftrnctions take the form (c.f. Eq1Lation 1.20) 

') .• L-'1/1-' - · • L,> t/ 1-' - (I\ ! 121( .) +I\/ 12 ( )) _,1,1·2 - ,J. /'3 - x_ 'd (; x. 'cs .s x. 

where the Cahi bbo flavom mixing has been made explicit by the incl11Sion of 
the Cabihho-l\obayashi-!Vtaskmva. (Cl\VI) matrix clements I Vc"I and IV;,,J In­
serting these strncture fonctions into Equation J .21 and assuming an isoscalar 
target~ massless charm q11arks, the Callan-(~ross rclatiomhip (~:quation J .16) 
and neglecting the mass of the proton the double differential cross section 
for charm production is : 

12 u p (-12 ~ ·/ L' ( '., 2 ) '.2 [ l Ci (J' -7 f 'i 1 ~-,/ i' / lV :r 2 - - ' · · ' i :r 2 _ / 
-l··d· = ') .· 2 J2 lhdl (:cd(:c) + :ru(:r)) + 21'-'csl :t.s(x) 
(,,t .lJ -·71' Af~y + (. (1.25) 

3 Unlcss otherwise specified in the following discussion deep inelastic scattering of neu­
trinos is assimwd. 'l 'lw antin12utrino Gl.SP is compl12t12ly analogous. 
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If charm q11arks i'Vere massless this wmtlcl be the final cross section. How­
ever, Lhe correct in chm ion of niassi ve qua.rk elieds introduces complicaJions 
inLo Lhe treaJmenL outlined above. AL leading order in QCD, the mechanism 
used Lo accounL for heavy quark eliecLs is referred to c.ts "slow rescaling~~. 

1.5.1 Slow Rescaling in Heavy Quark Production 

The slow rescaling mechanism was developed by Georgi and PoliLzer ['7] in 
order Lo presenL a. correcL accounL of kinemaLic eliecLs c.trising from non­
negligible masses in pert urbaLi ve Q CD. Their proposiLion was Llrnt the sLruc­
Lure fundious do noL sca1e with :tR.i but rnther with 

( l.:W) 

where 

2CJ'2 = Q2 + m~ - m} + (Q 1 + 2Q2 (m} + m}) + (m} - m}) 2
) 

(l .27) 

The struck quark mass is m r, the produced quark is nlF, Lhe proton urnss 
is Ai;; c.tnd q 2 and I/ lrnve been inLroduced in Section 1.2. In Lhe case of 
charm producLion ·mr cc.tu be set Lo zero c.tud so~ in the limiL thaL Q2 >> J.1,,~ 
b~quaJion l .26 reduces to 

2 
, rnF 

C.= :t+-­
,, 2 :'\!!Pv 

( 1.28) 

A more physically inL ui Live deri val.ion of the sc.tme resulL may be carried out 
by imposing the condition LhaL Lhe produced parLon be on iLs mass shell. If 
Lhe struck quark cc.trries momentum ~P where P is the 4-momentum of the 
nucleon c.tud in Lera.els with a \:V boson of momenL um q Lhen Lhe mass shell 
condition implies Llrnt 

' '2 ') 
(~P + q) = IIl"jc 

\Vhen Equal.ion 1.29 is expanded one finds Llrnt 

l! ( e = - - . 1 - . 
A1i; (

l + Q2 + rn})) 
1/2 

(' )2 2 
"" my 

~ -- + --
2J.1,,u '2Af,,1/ 

2 rnF 
=:r+ - ­

'2Af1y 

(l.29) 

( 1. 30) 
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and so; in the case of heavy q11ark production, Eq11ation 1.26 may be seen as 
arising from 4-momenLum conserva,Lion aL the quark-boson ver"Lex. 

Slow resca.ling ma.y now be used Lo introduce Lhe proper treaJmenL of the 
charm qua,rk mas::; threshold into Lhe charm production cro::;s section. The 
procedure mainly comi::;ts of replacing ;:i:; by f in Lhe ::;truct ure funcLiom and 
par Lon deusi ties; 

(1.31) 

These are iuserted inLo Lhe charged currenL cro::;s section Lo yield 

(1.32) 

Writing the strndure functions as linear combinations of the quark densities 
as before and changing varia,bks from (::r, Q2

) to (( : c;? 2
) allows the charm 

production cross section to be expressed as 

(
. XlJ . Af n ; Af n;) 
I - 11 + -· + I'( I - 11 - - _-· ) - -_-· 

< ~ · c "2E
11 

"2E
11 

(1.33) 

for neutrino interactions and 

G'
2 
Al Ell~ [(- ' ')· - . '.2") I . I') .- _ r:: ') I - I')] u.(( Q-) + d(~, Q ) Vcd - + :!.s(-, , Q-) Yes -

7r 

( 
. :r.y Af:ry Af:ry) l - 9 + - + f(l - (/ - - -) - - -
. ~ . 2 ,,;,; 2 ,,;,; 

for antineutrino events . 
In Eq11ations 1.:3:3 and 1.:34 the variable r is introd11cecl to take the exact 

Callan-Gross relationship into account and is written as ( c.f. Equation 1.17) . , 

r=( l+R )-1 
1 + 4:vJ~e2 (1.35) 

l\ inematic limits for ( and y may be deri ved from the rcq11ircrnent that 
Q2 be greaJer than ?;ero and th at the invariant hadronic mass, \;V 2

: be larger 
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than the sq11are of the s11m of the charm mass and the nucleon mass : 

These limits a.re 

Q2 > () 
·2 . . 2 v\! >(m.c+M:v) 

') 

III~ ---<>:< 2Af E
1
1 - .., -

(Tfl. + 111) 2 - J,{2 
L < l < l 

2Jl!f E
11 

- j -

1.6 Opposite Sign Dimuon Production 

(l .36) 

(l .37) 

The double diIIerenLia1 cross secLions derived in Lhe previous section only 
describe the production of a charm qua.rk in neuLrino-nucleon inLera.dions . 
In oppo::;iLe sign dimuon production Lhe chanu qua.rk musL fra.gment into a 
charmed hadron which then deca.y::; ::;emilepLonica.lly, resulLing in two oppo­
sitely cha.rged muous in the fina.l ::;LaJe: the primary muon which comes from 
the lepton vertex and Lhe stcowlary muon from Lhe semileptonic decay. 

The fragmcntaJion process describes the recombination of the charm 
quark v.:ith an antiq11ark from the m1cleon sea. It is conventionally repre­
sented by a fragnwntation fonction, /J(:: ) , which specifics the probability 
that a given charmed hadron will carry a fraction :: of the momentum of the 
initial charm quask. The choice of form of /J(::) wil I be discussed forth er 
in Chapter 5. In the q11ark parton model the fragmentation function is fac­
torised from the double differential cross section for charm quark production. 
This is not tnte in higher order QCD theory. 

The final double differential cross section for dinrnon production at lead­
ing order in QCD is 

d2 ( \i - + \' ) (} lJ; ' -+ /l, fl /\ d
2 
(} ( lJ JV -+ Cf.I - ) ( ~ ) ( + , ) ------- /J "· H. c -+ 1.1 u,, ,\ 

d~dy . . ' ·. r . (1.38) 

w here the factor Hc(c -+ 11+ uPX) is the probability that the charmed hadron 
will under go a. semirnuonic decay. The leading order diagram for the dimuon 
production process is shmvn in Figure l .;3. 

Some conclusions may be drawn from the form of the dimuon double 
differential cross section 

•The CK!\:1 matri x clcrncnt IVc<11 2 is rnuch srnallcrthan IV~:sl 2 ( IVc <11 2 = 
0.018-l as opposed to IV~:sl 2 = 0.911911). This: coupled with the approxi­
m ately equaJ numbers of down and strange quarks in the nucleon sea (at 
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s or d 

H adronic shower 

Figure 1.3: Quark-level diagram of charm production in neutrino-nucleon 
deep inelastic scattering. The primary muon comes from the lepton vertex 
while the secondary muon comes from the decay of the intermediate charmed 
hadron. 

least up to a factor of two) implies that roughly 90% of the anti-neutrino 
induced anti-charm dimuon events originate from Tl scattering off anti­
strange quarks in the sea. The result of this is that the anti-neutrino 
induced dimuon event XBj distributions are extremely sensitive to the 
shape of the strange quark momentum distribution, providing a means 
for the extraction of the strange quark density. 

• The slow rescaling mechanism naturally includes the mass of the charm 
quark. The XBj, Q2 and Ev distributions should, therefore, be sensitive 
to this mass. 

In recent years attention has become focussed on the formulation of neu­
trino charm quark production in Next-to-Leading Order (NLO) QCD. Dis­
cussion of this work may be found in references [86, 87, 88, 89] but is outside 
the scope of this thesis. 



Chapter 2 

The NOMAD experiment 

2.1 Introduction 

The NOMAD 1 (\VA96) is an experimenL approved in SepLember 1991 to 
sea.rch for l/ 11 ---+ v , neuLrino flavour oscilla.tions in Lhe CEHS wideba.nd neu­
Lrino bea.m. NOIVIAD can also parLially explore the para.meter spa.ce sug­
gested by the LSND collaboration for the uf'· ---+ V e oscillation channc1[8]. 

2. 2 Neutrino Oscillations 

The question of v.:hether neutrinos have mass is one of the outstanding prob­
lems in particle physics. The Standard :VIodeL in assuming that right handed 
neuLrino components do nol exist, impliciLly seLs Lhe neuLrino mass Lo zero. 
:\evertheless, most exLensiom; of Lhe Standard Model predicL Lhe exisLence 
of ma.ssive neuLrinos[ll]. One of the more promising a venues of investiga.tion 
in Lo neu Lrino proper Lies is Lhe study of neutrino oscillaLions. 

IL is well knO\vn LlrnL quark flavour eigensLaLes are not idenLica.l to the 
mass eigensLa.tes , giving rise Lo Lhe insLabiliLy of strange hadrons c.tnd such 
phenomena. as strangeness oscillations in the K 0 - J( O system. The weak 
eigen states arc related to the mass eigenstates thr011gh the unitary Cahi hho­
Kobayashi-.\1 askavva (CK l\:1) matrix. In a similar way, if neutrinos arc as­
Sl1med to be rnassive and mixed then a neutrino weak eigenstate with fiavour 
o:(o = r:; fl; T) can he expressed as a linear combination of neutrino fields 
with definite mass ui(i = 1, 2; 3)[12] 

(2 .1) 

1 N eutrino Oscill ati on MAgnetic D etector 
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where [Tet·i is a unitary mixing matrix. 
If U,, i conta.ins non-diagonal clements then a nc11trino of a given fiavour a 

at time t = 0 may change into another fiavour during propagation. It should 
be noted that the follmving simplified description of neutrino oscillation the­
ory is only valid vvhen the neutrino is propagating thro1Lgh vactLLLm. 

Using U,, i one rnay write the state of a neutrino of fiavour 0: after a time 
interval t as 

(2.2) 

The prohahi lity of observing a neutrino of fiavom {J at tirnc t is then 

J 

w here the fact that (v;lu.i) = 0;1 has been used, 

(2.3) 
(2.11) 

( ') ~' 
~ . .i) 

R.ela.LivisLic neutrino::; ha.ve Im >> rn; a.ml ::;o their energy ma,y be approx­
imaJed by 

m2 
E; = IP2 + m} ;:::::; P + _., v 2p ( ') (' ') ~ . )' 

where here, a.nd below~ na.Lural unit::; in which c = fi. = l ha,ve been used. 
\ViLh the <.tpproximaLion of Equa.Lion 2.6, Equal.ion 2.5 becomes 

(2.7) 

I ,, 2 2 ? · I 1 .er b I f I wicre D.m0 = m 1 - m.i 18 tic c i11crencc . ctwecn tic squares o tic mass 
cigcnvahics. 

In Lhe c<.tse of Lwo-ilavour rnixing'.2 the unitary matrix C,; rna.y be wriLten 
as 

2t.wo flavo ur mixing i8 an a.pproxima t.io11 t.o t.he more general Lhree flavour uux.rng 
schem e. It is, however , mathematically simpler to describe and will be used for the pur­
pos~s oft his discussion. 
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f f = (!x = ( cosB sinB) 
_, - - sin e cos e (·) R) ~.c 

Substituting ~:quation 2.8 ii1to Eq11ation 2.7 and comidering only the real 
part one can vvrik the expression for P(uu --+up) as 

(2.9) 

where Lhe oscillaliun dislance L,,,.,, it> defined by 

·J L' •) ·j R ( L' / (-, \ r) = ~ - ~. ' c [', J( ! [ . l 
Lose - 2 - .· 2 ·2. m 

~rn21 (~rr1 2 i/ci/ ) 
(2.10) 

and /, is the dista.ncc between the neutrino source and the detector. The 

oscillation distance defines which region of the log( ~·m 2 )-log(sin '.2 W) plane 
any partintla.r experiment is capable of searching. Oscillatory behavioLtr 
becomes important v.:hen 

(2.11) 

In order to be sensitive to very small ~rn 2 an experiment must have L large 
and E small. Experiments based on detecting oscillations in solar neutrinos 
are ideal. Such experiments typically have L ~ 1 x 1011 m and E '::::'. 1 :YieV 
giving a sensitivity to ~rn2 at the level of approximately 1 x 10-11 (eV /cf. 
These Lype of experiments are referred to c.ts "long baseline~~ experirnenLs. 

Short baseline experiments, with L '::::'. 1 km and E '::::'. 10 CeV are sensitive 
Lo ~m '.2 '::::'. 10 (e V / c/. These are usually accelerntor experirnenLs. 

R.esults from neuLrino o:,;cillc.ttion experirnenLs are presenLed in the form 

of c.t limiL ploL. As:mming no oscillc.ttion signal Lhe oscillaLion probabiliLy 
(EquaLion 2.9) cc.tu be used Lo form confidence regiom in Lhe log(~m'.2)­

log( sin 2 20) plc.tne. A typical t:>eL of lirni L curves for c.tcceleraLor experirnenLs 
is shown in figure 2.1. The region to Lhe righL of the curves are excluded c.tt 
the 90% confidence level. The cmvcs for NOl'vl;\])[9] and CHOl-lUS·'l[lO] arc 

shown. 

3 Cern Hybrid Oscillation Research appara.tUS. CHORUS is a neutrino oscillation ex­
periment. uptit.ream from KO:\IAD . In order t.hat. T metion decay can be directly obtierved, 
the CHORUS tracking detector and target is constructed from plates of nuclear emulsion 
which has extremely good spa.ti al resolution (see Section 2.::l). 
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2 .3 Search For Neutrino Oscillations 

Ass1uning that the intrinsic v, content of the neutrino beam is extremely 
small, the observation of a 1/7 charged cLLrrent interaction is a sLLre indicator 
Llia.L ila.vour oscillaJion ha.s occurred bet ween Lhe neuLrino La.rgeL and the 
deLecLor. Such a.n inLeradion is La.gged by observaLion of the deca.y of the 
resulting prim<.try T-. Two appro<.tches for the deLecLion of Lhe T- decay <.tre 
being invesLigaLed <.tt CERN. 

• Detection of the T- decay vertex 

The T- has a proper decay lengLh of er = 88.() run. Hence, Lhe deca.y of 
the T- will take pbce a.L verLex separa.Le from Lhe primary producLion 
vertex. In the cc1.se of the p11rdy kptonic decay T- -+ 11 -u,u,, the decay 
>viii a.ppcar as a kink in the primary lepton track. With a high preci­
sion tracking detector this kink and the associ ated impact parameter 
of the dcca.y lepton >vith respect to the primary prod11ction vertex may 
be nwasmed. This approach is being followed by the CHCHUJS exper­
iment vvhich uses m1clcar emulsions as its target and tracking detector. 
Detectors follmving this approach require a position resolution nrnch 
better than the typical decay length. Since the typical decay length of 
a. T- is on the order of 1 mm, this req1Lirement precludes the LLse of this 
method in N011AD. 

• Reconstruction of the T- decay kinematics 

The T - may also be identified by its decay kinematics. Since an y decay 
>viii involve an 011tgoing l/7 which will not be detected the momentmn 
balance of the observed final state particles will be disturbed. If the 
directions of the final state particles and the incoming ne11trino arc 
known, the mi ssing momcnt11m in a plane transverse to the beam axis 
may he nwasurcd. C11ts on vari01rn kinematic variables arc used to 
isolate 117 interaction candidates. The ~O~Ll\D experiment follows 
this approach . 

The principle of kinemaLic tagging of T - decays is illusLraLed in Figure 2.2. 
The mi ssing transverse momcnt11m vector: in principle , can he rcconstrnctcd 
in any event. ' J\vo main diffirnltics arise : 

• Neutral Hadrons : Pho Lons resulLing from ri
0 decays <.tre precisely 

meas1Jred by an electromagnetic calorirnetcr. However other neutral 
hadrons (n, !{9,, ... ) may only he detected by a hadronic calorimeter 
vvith (mua ll y) a. relati vely poor energy resolution. Errors in the energy 
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Figure 2.6: Energy spectra of neLttrinos at NOMAD, predicted by 
:'\UDEAM[41], Lhe :'\OYIAD be<un simublion program. 

2.6 The NOMAD Detector 

The NOMAD deLecLor[l:i] nnrnl accommodate sever<t! conilicling design cri­
Leria in order Lo meeL Lhe physics goals for which iL was consLrucLed. h 
rn11st provide a hrge eno11gh targd rnass so thnt the estirnnted m1mher of 
I .Ix IOc v

1
1;'C events may be achieved whilst keeping the target density small 

cno11gh so that rn11ltiplc scntkring effects docs not ckgrndc the momentmn 
resol11tion hdow acceptable limits. It nmst he a.hie to mcns1irc electrons rn1d 
rn11ons dfcicntly rn1d achieve " high lcvd of rejection ngninst tracks which 
mimic these particles. 

NOMAD has a Large\ density similar Lo bubble ckunbers. The mag­
netic field is perpendicular Lo Lhe neuLrino beam and hcts a value of 0.4 T. 
:\ schcrnntic view of the detector is shown in Fig11rc 2.7. The vari01rn s11b­
detcctors arc ckscrihcd hclow rn1d the front calorirndcr is ckscrihcd in rnore 
detail in chnpter :3. 
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2.6.1 The NOMAD Magnet 

Pea.Lures of the NOMAD magnet 

Field 'J'ypc Dipole 
Magnet nrnterial Aluminium 

Ret 11rn yoke material Iron 
:.VIaximum Field 0.7 T 

Nominal N01/IAD field 0.4 T 
Current at 0.11 '/' :5713 k;\ 

Field homogenei Ly (centre) 2% 
Field homogeneity (edges) 10% 

T<.tble 2.2: Pea.Lures of the :-\0:.VIAD magnet 

The :-\0:.VIAD detector uses the dipole urngnet from the l ~Al experiment. 
The ma.in fe<.ttures of this magnet <.tre shown in Tc.tble 2.2[16]. Doth of the 
s11pport pillars have been instrurncntcd as calorimeters. The front pillar has 
been used to form the front calorirnctcr (sec Section 2.6.3 and Chapter 3) 
and the hack pillar forms the hadronic calorimeter (Section 2.6.9). 

2.6.2 The Veto 

The beam at .\0.\L\]) still contains many charged particles: rrrnons which 
arc not folly absorbed or vvhich have been produced in material near or 
after the end of the decay hmnel and particles from upstream interactions in 
CHORUS. In order to prevent constant triggering on these particles the front 
face of :\O~Ll\D has been covered with an arrangement of scintillators. The 
veto system consists of 59 scintillation co1mters covering an area of 5 x 5m2 on 
the upstream face of the detector. The scintillators have a thickness of 2 cm; 
a width of 21 cm <.tud a length of either :rno cm or 210 cm. Fifty-six of these 
counters <.tre read out on both ends by photo-multipliers c.tml the reurnining :~ 
have single-ended re<.td-out. The signals from ec.tch scintilla.Lor a.re pc.tssed to 
discriminators a.nd then (ba.r those from the single ended counters) Lo mean­
timers. The mean-timer modules produce a. sig1rnl which is independent of 
the impad po::;ition of the particle on the scintillator. The veto signal is 
constrndcd from a global 0 H. of the signals from the individ11al counters. 
The dfkicn cy of the veto rn consta11tly monitored and is stable at abo11t 
96% - 97%. 
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2.6.3 The Front Calorhneter 

The cenLraJ p<trL of Lhe NOMAD detector is conL<tined within a baskeL which 
is :mspended from the b<tck and fronL magneL supporL pillars. DoLh Lhese pil­
brs have been insLrumenLed as iron-scinLillaLor calorimeters. The calorimeter 
constructed from Lhe back support, Lhe Ifadronic Calorimeter , is discussed 
in Section 2.6.9. The front support forms the Front Calorimeter (FC;\L). 

The PCAL cousisLs of 20 iron plaLes, between which c.tre inser"Led scinLilla­
Lors. The scinLillaLor panels are 18.!) cm wide, 0.5 cm Lhick and 18!) cm long. 
Groups of five scinLillaLors are ganged togeLher via c.tdiabaLic lighL guides to 
form <t module. E<tch module is read out on both sides by :~-inch photoLubes. 
Ten such modules <tre arr<tnged vertically Lo form a sL<tck. There are four 
stacks aligned along the beam axis. The instrumented region has a mass of 
17.7 t and is a.bout .5 m1clcar interaction lengths deep. 

InLeracLions in Lhe FCAL are the subjecL of Lhis thesis. The PCAL will 
be discussed more completely in ChapLer :L 

2.6.4 The Drift Cha1nbers 

The central part of the .\OM ;\J) detector comprises the drift charnbcrs. :\ 
novel, and important, foatmc of the drift chamber design is that the ch<lrn­
bers provide both the target material and the tracking. This unavoidably 
entails conflicting requirements . The drift chamber walls should be as mas­
sive as possible to ensure a large number of neutrino interactions and as light 
as possible in order to minimize nrnltiple scattering of the particles in the 
interaction. 

The charnbcrs have a total trarn;vcrsc area of ;3 x ;3 m 2 . The total m1mbcr 
of chambers is 49 . 

/\ schcmaJic of a single chamber is shown in Figure 2.8. 
Each chamber is consLrucLed from panels made from Arnmid Ilbres in a 

honeycomb structure. These panels are sandwiched beLween two byers of 
Kevlar-epoxy resin which impart meclrnnirnl rigidity Lo Lhe sLrucLure as well 
as prov iding a lmv / ., lmv dcrn;ity target. Four snch planes separated by an 
8 mm ga.p filled v.: ith an argon (60%) - ethane (110%) gas mixtmc make up a 
single chamber. 

The gaps in each chamber are insLrumenLed wiLh sense wires c.tt c.mgles 
of 5, 0 <md -,:J degrees wiLh respecL to the urngneLic field direction. This 
geometry allows stereo-reconstruction of the par-Lide coordinaLes along the 
drift direction. The drift field is shaped by alnminiscd m y lar strips glued 
onto the inner chamber v.:a.lls. The strips arc 2.8 rnrn wide , 12 ion thick , and 
arc scpara.k d by 1.2 rnrn. The potentials on the strips provide a drift field 
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• Radiator foils: The radiator module contains 315 polypropylene foils. 
Ea.ch foil is l !) µrn thick a.nd ha.s a.n c.tcLi ve a.rea of 2. 8ti x 2. 8ti rn'.2 . The 
foils a.re seµa.raJed by 250 µ·m wide ga.µs filled with nitrogen. 

• The detection plane: A Lnrnsition rndia.tion detection µlane is plc.tced 
after each foil rnoch1k. b:ach plane consists of 176 vertical straw t11hcs : 
each ;3 metres long , 16 rnrn in diameter and fod with a 80%-20% xcnon­
methane rnixture. The tubes themselves arc constrncted from 28 11.m 

thick alurnini:t:ed rnylar. The sense wire of each straw is a gold pl ated 
tungsten v.:ire vvith <l dianwkr of .50 11m. 

Calibration and monitoring of the TRD is extensive. The absolute cal­
ibration is based on the mea.smement of energy deposited by 5.89 keV X­
rays emitted by 55 F'e sources. Tapes soaked in an 55F'e sulphate solution are 
stretched horizontally across each sLrnw µlanes c.tllowing for continua.I mon­
itoring of the tube response aL the middle µoinL of Lhe tube. Variations in 
response a.long the Lube length a.re measured c.md corrected for using muons . 

2.6.6 The Trigger 

:\eutrino inLeradions in NOMAD c.tre selected using two Lrigger plc.tnes . The 
first pla.ne directly follows the drift cha.rnber volume a.nd Lhe second µlane 
is µosi tioned behind the TH.D region. The plc.tnes lrnve a.n adi ve c.trea. of 
280 x 286 crn'.2 a.nd cousisL of '.~2 scintilla.ti on counters with single-ended pho­
tomultiplier readout. b~ach scintillator has a thickness of O.:S crn and a width 
of l 9.9 cm. T wenty-eight of these arc inst al kd horiwntal ly and have a length 
of 12·1 cm and four, vvith a len gth of BO cm, arc installed vertically at the 
sides of the detector. 

The phoLornultipliers used are Lhe so-ca.lled "proximity-mesh" Ilama­
rnatsu type H.2,.190. These t11hes arc relatively insensitive to rnagnctic fields 
alon g the t11 he ax is. l\foamirenwnts have shown that, at the nominal rnag­
nctic ndd in NOIVI/\]) ( 0 ... 1 T ): the loss of signal d11c to the magnetic ndd 
is at most ;30%. The photomultiplier signals frorn each plane arc fod to a 
di scriminator and then into a logi cal 01-L ;\ coincidence between the logic 
signals for ea.ch plane is req 11ired for a. valid trigger. 

The average single particle dncie1icy of the trigger has hcen determined to 
he (9;L 5±0. I%) . For those ne11trino events in which the charged track multi­
plicity is at least two: the trigger efficiency increases to more than 99.6%[H]. 
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a constant reference signal[23]. A further check is made by monitoring the 
respontJe of ea.ch block to ::;LraighL through muon::; which deposit c.tn a.lmo::;L 

corrntant c.tmounL of energy in the lec.td-glc.tss. 
Ea.ch lec.vl-glc.tss block lrns been rnlibra.Led in c.t LesL bea.m of 10 GeV elec­

Lrous. Corrediorrn Lo Lhe calibration for ma.gnetic field e1Ieds in :.\"OJ,LA..D 

have been calculated using LED measmemcnts with the ncld on and oif. 
The linearity of the EC/\ L response to electrons of energies between J .5-

80 GeV has been stmlied. Deviations from linearity arc less than 1 .. 5%. 
The energy resoh1tion of the EC!\ L for electrons has been measured and is 
parametrised by 

E 

(;3.22 ± 0.07)% 
E8 (1.04 ± 0.01)% J f,'(Gc\/) 

where the first term represents the error d1Le to shower fiuct1Lations and the 
second term describes losses in the detector. 

2.6.9 The Hadronic Calorhneter 

The hadron calorimeter (HC;\L) is an iron-scintillator sampling calorimeter. 
Like the b'C;\L it consists of scintillators inserted into gaps in the back part 

of the magnd support. The fonction of the H C!\ L is : 

• to detect and measure the energy and position of neutral hadrons 

• to c.tcL as a. consistency check on the momentum measurement of clrnrged 
lrndrons a.nd Lo a.id in disLinguishing beLween muon::; c.md clrnrged hadron::;. 

The iron pillars consist of 23 11.9 mm thick iron plates separated by 1.8 
mm of air. The first 12 gaps have been instrumented. The active volume 
of the HCAL provides an effective depth of :3.1 hadronic interaction lengths. 
The scintillators are slabs 360 cm long; 18.:3 cm wide and LS cm thick. 
Adiabatic light guides are glued to the ends of each scintillator which serve 
to channel the scintillation light into 5 cm photomultiplier tubes at either 
end of the calorimeter mochtle (Figure 2.12). In order to accommodate the 
baskeL support elements three horizontal gaps ha.ve been lefL unirrntrumenLed 
and severa.l sma.11 notches have been cut into Lwo of the cenLrnl modules. 

The sig1rnl from ea.ch phoLot ube is spliL in two. One signal is ::;ent Lo a 
charge-inLegra.Ling ADC c.md the oLher i::; senL Lo a TDC. The ADC ::;igna.ls c.tre 

used for energy and position mcasnrcnicnts whik the TDC signals arc used 
to time the event. The hori ~mntal position measurement in each rnodnle is 
determined by signal-sharing between phototnbcs at either end of a module. 
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2. 7. 2 Triggering 

The NOJ\IAD event selection system must be able to take a range of triggers 
formed from different parts of the detector and from both the ne1Ltrino and 
muon gaLes. Iu order Lo adequaJely couLrol Lhis Lhe Lrigger has been imple­
menLe<l in a. V~-IE based module caJled MOTIUNO (YIO<lula.r TIUgger for 
:\ Omad). This module is c<.tpa.ble of Lhe following La.sks : 

• Generation of the time signals to synchronise data taking with the SPS 
machine cycle. 

• Handling the generation of trigger signals from LLp to eight input sig­
nals. There is one module devoted to producing different triggers in 
the neutrino spills and one which generates trigger signals in the muon 
gate for calibration ptLrposes. 

• DisLribuLion of Lhe Lrigger signals to the diITerenL fICs. 

• Storage of the Lrigger Lime infonrrnLion relaLi ve Lo Lhe sLa.rt Lime of the 
SPS cycle. 

• lkkrmination of the live time of each of the triggers. 

• Application of astincial dead-times to high rate triggers (such as the 
fiat top m1Lon events). 

Trigger Signal Components 

T1 First trigger plane signal 

T2 Second trigger plane signal 
v8 Signal from a subset of the veto planes attached to the FCAL 

FCAL FC;\ L signal 
FCAL' Sig1rnl from FCAL <-tt <.t lower discrimi1rntor Lhreshold 
ECAL Electromagnetic calorimeter 

v Veto signal 

Table 2.3: Individual signals which are LLsed to generate NOMAD triggers. 

The following triggers arc irnplementcd in NO!\!l;\]) dming the neutrino 
gates. The trigger signaJ cornponcnts arc described in T<lhle 23. : 
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• V X T 1 X T 2 : This is the primary neutrino interaction trigger. In order 

Lo fulfill the trigger conditious one charged particle must cross both the 
trigger planes <-tnd there must be no signal from the veto planes. The 
r<-tte of this trigger is approximately fl.0/10 1

:; p.o.L.. or these only 
a.bout 0.!) triggers <-tre adlrnl neutrino inLera.dious. The rest <-tre cosmic 
r<-t.Y inter<-tctions (rv l), non-vetoed muons (rv 1.5) and interactions in 
the magnd coil and flux returns ( ,...._, 2.0). 

• V 8 X FCAL : This trigger is designed Lo study deep inelastic neutrino 
inter<-tctions in the PCAL. Through-going muons are suppressed by the 
signal l·;,. The rnte of this trigger is ,...._, 6.:S/l 01

:; p.o.t. with very little 
noise. The fraction of the data-taking cycle during which data may he 
taken vvith this trigger (the ::livetirne:: ) is (90 ± :3)%. 

• V 8 X FCAL' X T 1 X T 2 : Qnasiclastic ne11trino scattering events 
provide a. rda.tivc fl11x rneas1irernent of the neutrino beam as a function 
of neutrino energy. The nmon from these interactions in required via 
the trigger 811 hset of '/'1 x F2 . The rate oft his trigger is ,.._, J .0/l0 1 

•
1 p.o. t. 

and the livetinw is (90 ± 3) %. 

• T 1 X T 2 X ECAL,V8 X ECAL: The ~:CJ\L is also used as a target. 
Physics topics such as 111"---+ 11.,, oscillatiom may be addressed using this 
tri gger. Hearn rnuons arc vetoed by '/'1 x '/ }, or by V 8 in anticoincidcnce 
v.: ith the EC/\L signal 1

. 

• RANDOM : /\ random trigger had hecn set up to stmly detector 
ocrnpancy a.nd to estirnate the probability of event overlaps. This 
tri gger record s detector activity 22 11.s after a given SPS cyck. 

Va.rioutl triggers <-tre also set up in the muon spill. These <-tre : 

• V X T 1 X T 2 : This trigger tags fl.at-top nrnons . It is the basic trig­
ger used for drift chamber alignment and subdetector calibration with 

minimum ionizing p<-uticleti . 

• V 8 X T 2 : \Vi th this trigger the efficiency of T1 may be m easured . 

• V 8 X T 1 : This trigger aids in the measurement of the efficiency of T2 . 

4 At. t.he beginning of Lhe 199;"i dat.a t.aking period and during 199{) t.he T1 x T2 ::;ignal 
was used . For the largest part of the 1995 clataking period , however , the V signal was 
lJ SPd. 
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• V 8 X T 1 X T 2 X FCAL' : The muons in the muon spill enter the 

deLecLor a.L <-tn angle of severa1 degrees Lo Lhe norma1 of the upstrec.tm 
face of NOIVIAD. Some parts of :\"0:.VIAD a.re noL mapped by Lhis beam. 
This Lrigger \V<-ts implemented Lo enhance Lhe sample of muons crossing 
these regious and Lo provide muons for Lhe rnlibra.Lion of Lhe FCAL. 

• V X T 1 X T 2 X ECAL : This trigger combination is used to study elec­
trons in N 0 MAD. ElecLrous from delta rays c.tre used Lo rnli bra.Le the 
TRD and Lo provide <-t clean sample for Lhe sLudy of elecLron behaviour 
in NOIVIAD. 

In total 60 rnuon triggers arc taken in every muon spill. Of these, 20 arc 
written to tape. 

2.8 The NOMAD Software Environment 

The <-t1rnlysis of da.L<-t from high energy physics experimenLs relies he<-wily on 
Lhe simulation of physic:l processes using MonLe Carlo methods . Such simula.­
Lions a.re often Lhe only method of estiurnting Lhe eITiciencies of evenL selection 
algorithrns a.nd the effect on event distributions of detector acceptances. In 
the N 0 !VI/\]) software the sirnu lation of neutrino interactions proceeds along 
the fol lowing lines : 

l. the simulation of Lhe neuLrino bee.mi. 

2. the generation of ne11trino interactions. 

3. the simulation of the detector response to these interactions . 

2.8.1 Bearn Sinudation 

The geometry of Lhe \VA.NF neutrino beam line has been described in Sec­
Lion :2 .4. A full lVlonLe Carlo simula.Lion of Lhis bec.tm line and Lhe processes 
leading Lo Lhe genera.Lion of neuLrinos has been implemented in Nl~DEAM, 
Lhe NOMAD neuLrino beam simula.Lion. ·within :\"UDEAM the proLon­
bcrylliurn colli sion s and subsequent hadronic interactions arc sirrrnlatcd using 
the FLU l\/\ packagc[-'10] and the suhscq11cnt transport of the secondary par­
ticle down the hcarnlinc is carried 011t 11sing the GE:\.\T[112] package. 
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2.8.2 Neutrino Event Generation 

The generation of neutrino interactions in NOMAD is handled by the ~0-
~-IAD Event Generator LIBrary (NEGLIB)[4:3]. This is a set of packages 
which handle the vario11s stages of event generation; from the hard scatter­
ing at the q11ark level to the fragmentation of the partons in the ha.dronic 
shower. The kinemaJics of deep inelasLic neuLrino-nudeon scaL tering is sim­
ulaJed by Lhe LEPTO 6.1[44] package. This code is ba.sed on lea.ding order 
eleciroweal cross seciious with op Lions for higher order processes such c.ts 
bo:mn-gluon fusion. The fragmenLaLion of produced partons inLo hadrons 
is performed by Lhe .JETSET[45] package. NOMAD uses only Lhe lec.tding 
order options with the ddault parton distrih11tion set of Gl-tV-H0[55] in the 
PI) Fl1l Ii package[·16]. 

In the case of v~1c interactions, T decays arc simulated lrning the 1\0 H.;\ L/:[;l 7] 
package conta.ining the ta.u decay code '[';\U)L;\[118]. 

2.8.3 Detector Shnulation 

The final stage in the generation of Monte Carlo neutrino intcractiom is 
the simulation of the detector response to the particles in the event. The 
.\O.\L\I) detector sinmlation is based on GE:\.\T[112]. GENOl\:1 [119] (G~:ant 
.\0.Vlad library) contains a detailed description of .\0.VI!\ I) geometry and 
is 11sed to track particles thro11gh the detector a.nd to record the response of 
each s11bdetector to these particles. Events that have b een passed though 
CENOl\1 a.re then reconstnicted in the same way a.s the data.. 

2.8.4 Event Reconstruction 

The reconstruction of l\Ionte Carlo and data. events proceeds in two stages. 
The first stage, Phase 1, performs the reconstruction of raw data. from each 
subdetector using the general reconstruction program RECON[50] . The sec­
ond step , Phase 2, combines the information from the various detectors in 
order to identify Lhe pa.rt ides involved in Lhe inLeraciion. The ouL put from 
Phase 2 is sLored in c.t compressed DST[51] (De.tie Summary Tape) formal. for 
use in laLer c.t1rnlyses. A lisL of Lhe versions for ec.tch subdeLecLor reconstruc­
Lion code used in this c.t1rnlysis can be found in Appendix A. 



Chapter 3 

The Front Calorimeter 

3.1 Introduction 

In ChapLer :2 the fronL Ca1orimeLer [:28] of the ~O::VIAD experirnenL we.ts 
inLroduced. This clrnpLer expands on LhaL inLroducLion. The moLi vc.ttion for 
Lhe consLrucLion of the FronL CalorimeLer (FCAL) is outlined followed by 
a description of the physical cornponents of the FCJ\ L. Viet hods for energy 
and vertex reconstruction arc then discussed, with particular emphasis on 
the energy calibration. 

3.2 Motivation for the construction of the FCAL 

_\()_\L\ I) was designed to search for evidence of neutrino flavour oscillations. 
The detector rnay, hmvever, also be used to investigate other topics of interest 
in neutrino physics. ,-\s mentioned in Chapter 2 the upstream part of the 
_\ 0 VI,-\ I) s11pport strncture has been instrnmented to form an iron-scinti 1 lator 
sampling calorimeter. The heavy target and high neutrino fi1Lx available from 
the \VA.NF permits several physics processes to be studied : 

• Opposite-Sign Dimuons The dec.mesL signal of elm.rm production 
is the emission of two opposi Lely charged rrrnons in neutrino charged­
current inLeracLions. This process lrns been already discussed in Clrnp­
ter l and will be considered furLher in ChapLer fl. 

• Like-sign Dimuons 

EvenLs wiLh Lwo muons of the sc.tme electric clrnrge c.tre expecLed Lo c.trise 
from n-- /!(-decay or from processes involving 7: quark prod11ction. It 
is conceivable that such events rnay also indicate an intrinsic charm 
component in the m1clcon wave fonction. 
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3.3 Description of the FCAL 

3.3.1 The Front I 

The FC:\L ocrnpics the central region of the front part of the NO!'vl;\]) 
rnagnct s11pport pilla,r (the ::front I"). The I consists of 2;3 iron plates, each 
having a thickness of '1.9 cm. Each plate is separated from its neighbour by 
a 1.8 cm >vide air gap. 

The first 20 gaps (as rneasmed from the rnost 11pstrcarn plate) arc in­
strunwntcd with slabs of plastic scintillator. The last three gaps and a 1[.11 

cm wide strip at the centre of the FCAL are not instnm1ented as they are 
ocntpied by structural elements of the I. The mass of the total instrumented 
region of the FCAL is 17.7 t. 

The b'C,-\ L is divided into fom ':stacks:: aligned along the beam direc­
tion. Each stack is composed of ten horizontal modules placed on top of one 
another as shmvn in Figure 3.:3. To ensure optimal light collection efficiency 
each module is formed from five adjacent scintillators which are gro11ped to­
gether onto a. single photomultiplier by means of antlered light guides. Top 
and front views of the FCAL geometry are shown in Figure :3.4. 

The stacks are munbered from 1 to 4 starting at the most 11pstream stack. 
The modules v.:ithin each stack are numbered from 0 to 9 beginning at the 
bottom module. Each photomultiplier is labelled, within the mod11le , by 1 
(Left) <.tud 2 (Righi) if looking from the direcLion of Lhe beam. Any module 
has <.t unique label b<.tsed ou Lhe formuL.t: 

Module = 100 x SL<.tck + 10 x (Module number within Lhe sL<.tck) 
(:U) 

3.3.2 FCAL Scintillators 

The PCAL uses pla.siic sciuLillc.tiors of type NElO'.ZA. The scintillator speci­
fkations arc presented in Table 3.l. 

The <.ti Lemm.Lion length of e<.tch scinLillc.tior we.ts measured using c.m ulLrn­
violeL lighL source a.nd Lhree pin diode deLecLors. DeLa.ils of this procedure 
ca.n be found in [29]. figure ;L!) shows the response of one scintilla.Lor c.ti 
different positions along the slab [28]. Superimposed on this plot is ant of 
the data to an exponential curve. The good nt j11stines the ass11mption of 
exponential light attenuation. 
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Type of scintillator 
LeugLh of scintillator 
\VicHh of scintillator 

Thidmess of scintillator 
\VavelengLh of maximum emist:>ion 

Demi Ly 
l{cfractivc Index 

i\ ttcm1 at ion I ,en gt h 

_\El02A 
17ti cm 
18.fl cm 
O.G cm 
42:) nm 

l .O:tz gcm-:i 

1 .. 580 
:::::'. l :SO crn 

Table 3.1: Specifications of the FCAL scintillators. 

Type of Photorn11 ltiplicr 
Diameter of Photot11hc 

Diameter of Photocathodc 
Cathode rnakrial 

Wave! en gt h of rn ax. rcspon sc 
Quantum Efficiency 

N1unber of Dynocle stages 
~faxinrnm Supply Voltage 

Current Amplification at 1.5 kV DC 

Sl{C GT7.5 HOl 
7.6 crn (3 inches) 

6.6 crn (2.6 inches) 
scrni-tranparcnt Cs-1<-Sb 

( 1100 ± 50) nm 
22Yc 

10 
2.25 kV 

4.5 x 10·5 

Ta.ble :L2: Specifica.tions of FCAL photorrrnlLipliers. 

3.3.3 FCAL Photon1ultipliers 

Each mochtle is read out on both sides by :3 inch SRC C:T75B01 photomul­
Lipliers. Tc.tble '.).2 shows Lhe speci.flcaLious of Lhe photomulLiplier tubes . In 
order to les::;en the e!Iect of aL Lemrntion in the scintillators a. yellow Kodak­
\Vrc.tt Leu 2E gebtiue filter wa.s glued to each photomultiplier. The function of 
the filter was Lo shift Lhe wavelength of ma.ximum response closer Lo Lha.L of 
the photodiodes u::;ed Lo measure the c.tt Lenua.Lion lengLhs of Lhe scintillators. 
The ahsoh1tc gain of each photomultiplier was determined by studying the 
pul se hei ght spectra. for diffcrc11t inrmt supply voltages. 

3.3.4 Readout Electronics 

The schenrntics of the rec.v.louL eledronict:> are shown in Figure :u;. Sig­
nals from the photonm ltiplicrs arc amplincd and divided into three different 
channels by rnstom-designcd acti ve p11lsc splitters. The pulse splitters arc 
described in detail in [29]. 
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• Trigger Formation 

The final channel, "~ 011t", is used to form the FCAL trigger. The 
signals from the photonrnltipliers in each stack and on each side are 
summed to form hvo signals per stack; one from the left hand photo­
nrnltipliers, piL, and one from the right hand photonrnltipliers , Ft , for 
stack 1:. A linear fan-in sums these signals to form one analog outp11t Fi 
for each sLa.ck. The F; are Lhen <.liscrimina.ted a.L two di.ITerenL Lhresh­
okk corresponding Lo Lhe Lwo triggers FCAL and FCAL'. The FCAL 
µa.rt of the Lrigger signaJs themselves are formed from a logicaJ OR of 
Lhe four signa.ls : 

(:3.2) 

In order Lo resolve highly energetic hc.v.lronic showers a.s well a.s minimum 
ionising par-Li des (hereaJter referred Lo a.s "mips") a compromise in Lhe ga.in of 
Lhe ADCs Wets rea.ched. MonLe (\ulo sirrrnla.Lions of neutrino interc.tcLions in 
Lhe FCAL showed Lha.L less Llrnn l % of Lhe modules see a. deµosi ted energy of 
greater than 70 rnips. /\ sm1rning <l hadronic energy equivalent of 0 .. 5 (~eV /rnip 
the corresponding rnip equivalent was chosed to be :::= 50 ;\DC counts. 

3.4 Calibration Procedure 

The FCAL is a.n intrinsic µa.rt of Lhe sLrudural elements of Lhe NOMAD 
deLedor. Since there \Vets no µossibili ty of establishing c.t direcL rnli bra.Lion 
using a LesL beam of known energy, a more complicc.tted procedure lrnd Lo be 
applied. 

\Vhen drnrged par-tides µa.ss through Lhe FCAL Lhey inLera.d with molecules 
in the plastic scintilla.tors, depositing a rninirn11rn i01fr7. ing energy which : to 
first order, docs not depend on particle type or energy. Two q11antitics arc 
needed, then, to rnrns1Jre the energy of a hadronic shower. The first is the 
arnount of energy deposited by rnips in each rnod11 k in ;\DC counts. This 
nw as11rcs the response of each rnoch1 le to the deposition of the same arn01mt 
of energy. The second is the factor which converts energy measured in units 
of mips to 1mits of GeV. 

The r esults from Reference [29] have been used extensively in this section. 

3.4.1 Relative Calibration 

The first step in the calibrntion of the FC ;\ L is to rncasmc the relative re­
sponse of each module to a con stant energy deposition. ;\n FC;\L rnod11k 



L

0x

position of hit

+x -x

* *L R



3.4 Calibration Procedure 53 

The q11antity Af is independent of the position at which the particle hit the 
module and i::; the geometric mea,u of the pul::;e heights from the left aud 
right photomultiplier a.t the eud of each module. R is independeut of the 
euergy deposited iu the module (although sa.turatiou of the ADCs will a.Ired 
this quantity. Thi::; is discm;sed further in Section '.~.4.4). In verLing these 
rela.tiom yield::; : 

1<; 
Af 

(:3.9) 
a 

x ~c.rp (~) (:3.10) 

Hence, if the energy deposited by the particles is constant (e.g. a rnip 
equivalent) then it is possible to measure a (the gain) aml: knowing the 
attcnuaJion length: j) (the asyrnrndry) of each module. 

Measurement of the module gain 

Highly energetic muons are a. reasonable approximation to minimum ionising 
particles. Since the amount of energy deposited in the FCAL by these nrnons 
is relatively independent of the m11on momenhtm, the stLt<:ly of these particles 

provides a direct measurement of the gain, u, for each module. 
/\s described in Section 2.7.1 .\OM;\!) collects events in the muon gate 

at the rate of:::::: 20 muons per SPS cycle. Those muons satisfying the trigger 
requirements of l" x T1 x T2 or 1,8 x T1 x T'2 a.re 11sed to calibrate the modules. 
~hton tracks a.re reconstnicted in the drift chambers and the muon chambers 
11sing the NOMAD reconstruction program RECO~ [:3:3]. The drift chamber 
tracks are extrapolated forward into the muon chambers. Only tracks which 
geometrically match m11on chamber tracks, in both position and angle, are 
used for the caJibrntion. These muons a.re then extrapolated back to the 
mid-sta,ck po::;ition of the modules under investigation. 

/\typical di strib11tion of the energy deposition is shown in Figme :3.8. The 
energy deposition profile is composed mainly of a Landau distrib11tion with 
additional contributions from noise , m110n bremsstrahlung a.nd photoelectron 
smearing. One mip was defined to be the mode of the distribution of energy 
deposited in a mochtle. In order to measure this parameter, the experimental 
distribution v1:a.s fitted with a function, £, which wa.s a. combination of: 

1. a Lan(la,11 function ·1/:( X) >vhich describes the energy deposition 111 a 
noise free environment. 
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2. a Gaussian distribution <I>(X) with width erg which describes the smear­
ing due Lo noise processes such as ilud uaLions in the number of phoLo­
elecLrous reaching Lhe anode of the photomultiplier c.tnd 

3. a backgro1rnd distrib11tion B(X) 

[, is defined by 

£(y) (!/) ;·;) . . , (z + y - p) 
:= B '--- + h <l>(z) V' dz 

p -;) CT/ 
(:3.11) 

where the pc.uameLers are defined below. 
The smea.ring function <l>(y) is defined by 

<l>(y) := (:3.12) 

and Lhe Larn.la.u distribution by[:HJ] 

1/!(y) 
J ;·ex, 

- exp (-uln(u) - yu) .sin(1i11)d11 
7r 0 

(:3.13) 

In these equations the variable y represents the energy deposited in 11nits of 
;\I )C counts. 

The background distribution H(y) is an empirically determined function 
which describes the luw energy part of the distribution. The Landan distri­
bution has essentia,lly no lmv energy tail so any events which deposit a very 
lmv energy vw11ld distort the fit . The inclusion of the background f1rnction 
improves the stability of the fit in this low energy region . The function is 
defined by 

n (~) ·-
{: 2 , ( ( ( y/p)-0.25)2

) ) 
) . ( ;1,p - 2.(0.16)2 y < o.:...5 
b2 . . O.'.Zfi ~ y < 0.75 

b2 . tTp· ( _(( y/p)-l.;)9)
2

) ()Jfi < '.l/ < L~9 
' 2·(0.16) ' -

(:U4) 

0 otherwise 

The fun ction £ contains five free parameters. These arc 

• p : The posiLion (in ADC counts) of the mosL probc.tble energy depo­
si Lion. 

• h : Normalisation factor of the clistrib11tion. 

• ()1 : The width of the Lambu distribution in :\J)C counts. 
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• a 9 : The standard deviation of the Gaussian <I>(y) 111 1rnits of ADC 
counts. 

• b : The backgr01md parameter describing the normalisation of the 
background distri bu ti on. 

II the pctrameter p is measured in units of ADC counLs Lhen the gctin, n, 
is equi vctlenL to p. 

Measurement of the counter asymmetry and attenuation length 

In order to obtain the asymmetry, ,3, of a mod1Lle the impact point of the 
muon must be knmvn. This may be ascertained using backward extrapolation 
of the muon track in the drift chambers to the mod1Lle under study. Taking; 
the average of many nrnons at the same position x allows the measurement 
of both ,3 and ,\ through the relation 

' , , - x 
< ln(R) >=< ln(yJ) > +'.! · :\ (:3.15) 

where Hi::; defined by Equation '.L8. A ::;traight line fit to ct plot of< ln( R) > 
as a function of :r yields boLh an esLimaLe of ;3 ctnd A (see Figure '.L9). 

A list of all the relevant parameters derived from the 1995 data may b e 
fo1rnd in Reference [5:3]. 

3.4.2 Absolute Calibration 

Ila.ving obtained the rela.Live calibrntion, all the modules mea::;ure energy in 
units of the mip. The sec011d step in calibrating the FCJ\L is to measure 
the Ge\/ equivalent of a mip. Having obtained this calibration constant, the 
hadronic energy deposited ii1 the FC :\ L is calculated using 

(:3.16) 

The first term is ct double sum which runs over all modules in ectch sLctck. Af;i 

are the recorded energies in ADC counts deposited in module j of stack i, 
n ;1 are Lhe module gaius defined in the previous section and t~ is Lhe ab::;oluLe 
calibration consta.nt. The second term runs over the m1mher of rnuons in the 
event. In thi s sum f;:_~ is the mean am01rnt of energy deposited in the FC:\ L 
by a muon. ,-\muon will, on average, deposit one mip of energy per stack. If 
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the event is assumed to occur at the mid plane of the first stack hiL f, then 

the mea.n a.mount of energy deposiLion rnc.ty be expressed as 

E'} = ( 4 - f + o.ri) [rnip] (:U7) 

There c.ue a number of ways Lo obLc.tin Lhe c.tbsolute energy scale. Here 
three c.tre considered : a LesL bee.mi calibration, a. calibration uLilising the 
kinematic properties of deep inelastic ne11trino-n11cleon scattering and a cal­
ibration 118ing the GE/\_\ ' [· based Monte Carlo: (~b:NOM. 

Method 1 : Test Beam Cali brat ion 

The us11al rncthod of calibrating a hadronic calorimeter is by st11dying its 
response to a. test beam of monocncrgdic hadrons. However, since the [ 
containing the FCAL is an integral part of the detector support stn1cture 
and the FCAL ''Vas instnunented in .situ this option was not available. 

Method 2 : Kinematic Calibration 

For an inclusive deep inelastic neutrino nucleon scattering reaction uµN ---t 
ll-x v.:ith any hadronic final state X, the Bjorken y variable, YBj, is defined 
by (see Equation L6) 

p·q 
YR .i = --1. 

]) •If 
(:U8) 

where pµ is the four-momenhm1 of the irncleo1L kP is the four-momenh1m of 
the incoming ne11trino and q'' is the fo11r-momenh1m of the exchanged boson. 
In the laboratory frame, this variable may be written as 

v 
YBj = Ev (:3.19) 

where vis the energy transforrcd to the hadronic systcrn and /;;,, is the energy 
of the incoming neutrino. In this frame Bjorken y measLLres the fraction of 
neutrino energy transferred to the hadronic system. 

Neglecting the mass of the target irncleo1L YBj may be expressed as 

(:3.20) 

The muon rnonwnt11m can he nwas11red with high precision 111 the _\OVI :\I) 
drift ch am hers and hadronic eiwrgics arc rneasmed in the FCJ\ L. 
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If there is a mismeasurement of the haclronic energy by a constant factor, 

so thaL : 

/';;,, = (I + () · f;1wd (:3.21) 

then the resulting mtasun:d clistrib1ttion of YB j will be distorted by a calcu­

htble <.tmouuL. In fad 

l+c: I+( 
YH.·1' = =YB ; 

l + t + 1?11 
• J l + tYRJ 

~h~1.d 

(:3.22) 

The cros::; section dependence ou _c/ is 

dy dy' 

d(J (l + (!J)2 

dy 1 + f (:3.23) 
d(J dy 

Hence, by comparing the slrnpe of the l/H:i distri bu ti on to either a per­
fectly calibrated l\:tonte Carlo YH.i distrib11tion or to a previously measured 
experimental distrib11tion of l/H:i >vhich has been corrected for acceptance and 
smearing effects , the constant t may be measured. The calibration procedure 
would follmv the prescript ion : 

l. SL<.uLing wiLh the ~fonte (\ulo derive <.t consL<.mL relating deposited 
energy in rnips Lo Lhe energy transfer I/. 

2. Assume this constant is correct for data. 

3. Produce the y~1 distribution 11si11g events which have been identified 
as charged rnrrent interactions ( e.g. by the presence of a rnuon track 
pointing back to the module in which the interaction occurred). 

·1. T'ciking into account the detector acceptance and the effects of event 
selection algorithms, compare this experimental distribution with the 
reference y-d istri but ion. 

,J. Calcubte the miscalibr<.ttiou factor, t, using Equal.ion '.L:Z:L 

6. Iterate until the miscalibration factor is stable. 

The result of this procedure is a consL<.mL thaL relates the deposited en­
ergy in units of rnips Lo Lhe energy transfer, I/ in GeV. An intrinsic part 
of Lhis procedure is thaL energy "leakage'' (where energy has escaped from 
Lhe FCAL either in a form invisible to Lhe calorimeter (neutrinos, for exam­
ple), or as tracks appeasing the drift chambers) is not taken into account. 
Hy vveighting the YHJ distrib11tion one can effecti vely take the leakage into 
account in the calibration constant. 
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Method 3 : Calibration by Monte Carlo 

The other method v.:hich may be used to calibrate the FCAL is; perhaps; 
some,vhat more conventional and relies heavily on the correctness of the 
detector simulation. The procedure et:>sentially imitates the mea,surements of 
a test beam, a.lchough the real beam is t:>ubstituted by the detector ~fonte 
(\1xlo simulaJion. 

The calibraJion proceeds a.t:> follows : 

1. Charged current ne11trino events in which the hadronic showers a.re 
contained completely within the FCAL are selected. 

:2. The distributious of energy deposition (in units of mips) m the daJa 
<-tnd Monte Ca.rlo for thet:>e eventt:> c.tre compared. 

:L The rela.ti ve energy scale bet ween the clc.tta c.md the Monte Ca.rlo is es­
tablished by cha.nging Lhit> sea.le in da.tc.t until the t:>lrnpe of the deposited 
rn ip di stri b11tions match. 

·1. The a.bsoluk energy scale is established in the Monte Carlo. The ab­
solute energy scale in the data rnay be obtained by rrrnltiplying this by 
the relative scale found in the previous step. 

o. As a check, this calibration constant is applied to other event config­
urations. If the constant that is obtained is the true energy scale and 

if the ~fonte Ca.rlo describes the fonrrntion of the lrndronic jet a.nd the 
detector respouse correctly then deposited energy distributiom for any 
event configura.tion should look the t:>c.tme in data. and Monte Carlo. 

Discussion of the optimal calibration procedure 

The motivation for :Method 2 was that it would not only provide a mip 
to CeV calibration constant but also take energy leakage into account. In 
principle, by reweighting the YB j distribution one can incl1t<:le energy losses, 
which distort the distribution; into the calibration constant. A consequence 

of this is Llrnt the const<-mt becomes c.t function of the vertex position. In 
pra.dice Method 2, if used in this marmer, contc.tim a number of problems. 
first a.nd foremost, the ca.libra.tion procedure must be ca.rried out in ma.ny 
sma.11 subvolumes of the ma.in fiCAL volume. This requires a prohibitively 
huge number of events since each subvolume must have enough events to 
form its ovvn ;IJHj distribution with small statistical errors. 

Secondly, the procechire calculates a calibration constant which is an avcr­
agr: over an ensemble of events. In any given !JH:i bin one can have a collection 
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of different event configurations ranging from events in which the energy is 
completely contained to events which leak much of their energy or in which 
Lhe energy <.tppea.rs in a. form in visible Lo the c<.tlorimeter, such <.ts neutrinos or 
neutrons. Hence by reweighting the .t/R.1 distribution one is <.wera.ging over the 
entire ensemble in each bin. This factor, all.hough valid <.tt Lhe disLribuLion 
leveL Lends to be incorrect on <tu evenL-by-evenL basis <.tud is, furthermore, 
very sensitive to the specific region of phase space used in the calibration pro­
cedure. Fiducial cuts, which sample a specific region of the hearn, and event 
recognition a,lgorithrns, vvhich sa.rnplc specific kinematic regiom, would have 
to be the same in a,ll analyses using the calibration constant deri ved using 
.\kthod 2. Vloreover, this constant would not be applicabk in any study of 
crclusivt hadronic channels in which the leakage characteristics co1Lld poten­
tially be very different from the inclusive sample with which the calibration 
was performed (e.g. an analysis of dimuons where a second m1Lon in the jet 
is req1Lired). An exchLSive process emphasises a particular region of phase 
space and would have a. different average calibration constant. 

It is clear that Method 2 cannot be used to correct for leakage as well 
as for different analyses. Hmvever, if the procedure is applied to totally 
contained events it may be used to 111easure the absolute hadronic energy 
scale of the FCAL. Hmvever, at this point , Methods 2 and 3 are equivalent. 
Each relies on Lhe correct simulation of 1{c interncLions; :YieLhod 2 for the 
accepLa.nce function Llrnt must be <tpplied Lo the observed YR.1 disLribuLion and 
}IeLhod '.) for the spectrum of energy deposition, and the outcome of both 
methods is <t single c<.tlibra.Lion co us taut LhaL converts deposited energy in 
mips to deposited energy in GeV. The dimuon analysis performed in Chapter 
,5 includes events in v.: hich energy has leaked 011t of the FC;\ L. Since the 
outcome of Viet hod 2 is highly depe11dcnt on both the kakage properties of 
the events and the event cuts llSed in the calibration : the mip to GeV energy 
calibration v.;as carried out using Viet hod 3. The shape of the observed l/H:i 

di strib11tion is used in Clrnpter ·1 as a check on the results of the cali hration 
procedure. 

3.4.3 Absolute calibration of the FCAL using the Monte 
Carlo 

The first step in Lhe absolute c<.tlibraLion using Method ;) is Lo define the 
cuLs which will be used Lo select events in one local region of phase space. 
The event selection cri teria require knowkdge of the vertex position. This 
is estimated by extra.polatin g the 11111011 generated at the kptonic vertex in 
112c events hack to rnid-pla.ne of the first stack in which the deposited energy 
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is above a threshold of 0.5 mip. This procedure will be discussed more 
completely in Section :L4.4. For now iL is assumed that the vertex position 
is known with rea.sou<-tble a.ccuracy. 

The cuts 1rncd in the analysis were: 

• Charged Current Interaction: There must lrnve been one and only 
oue uegaLi vely cha.rged track in the drift drnmbers which geometrically 
nrntchecL both iu po::;i Lion and angle, with c.t tr a.ck in the muon cha.m­
bers. 

• ADC saturation: The response of the FCAL to hadronic showers 
has been modelled in the C EN 0 M detector sinrnlation introduced in 
Chapter 2. The ADCs have an infinite dynamic range in the :VIonte 
Ca.rlo but c<-tu s<-tt ura.Le in the data.. Since this saL urntion is highly 
depeudent on the rebLi ve calibrntion discussed a.hove ( the scintillator 
response may drnuge over Lime but the ADC length rema.ins consLc.tuL) 
the sa.L uraLion is performed a.L the level of the c.t1rnlysis. Given the 
energy depo::;i Lion a.nd the approxima.Le longiL udina.l posi Lion of a. hi L in 
<1 module one can: 1rni11g ~:q11ation :3.10, cak11 late the ;\DC values for 
that module. Then, using the relative energy scale between data and 
l\fonte Carlo and ass11mi11g a satmation level in the data: each of the 
modules in a .Vlonte Carlo event can be satmatcd. In this stmly the 
sat1JraJion level in the data is measured to be approxirnately 70 mip. 

• Trigger threshold: The FCAL will not register the presence of an 
event below an energy threshold denned by a discriminator level in the 
daJa acq11isition system. ;\s already mentioned in Section 3.3.:1 signals 
in the FCJ\ L arc discriminated at two different levels: corresponding 
to two separnk trigger components: FC;\L and FC;\L'. ;\ny event 
vvhich saJisiflcs the criteria for an FC;\ L trigger (denned by the larger 
discrirnination threshold) a11tomatically satisfies the conditions for the 
FCAL' trigger ( but not vice versa ). The trigger efficiency for FCAL 
can be measmed by comparing events which pass the the conditions for 
both triggers >vith those which only satisfy the FCAL trigger criteria. 
Figme '.3.10 shmvs the turn on curve for the FCAL trigger as a function 
of deposited energy in units of mips. The threshold corresponds to a 
deposited euergy of 4.0 miµs c.tud the eITiciency is essentic.tlly l.O c.tbove 
<-tu euergy deµositiou of .:i.O miµs. 

In order that the calibration not be sensitive to the exact shape of 
the trigger threshold 011 ly events above threshold were considered. In 
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• Longitudinal Leakage: Longitudinal energy leakage is a major con­

cern in a. ca.lorimeter <-ts short c.ts Lhe FCAL. To deal with this the fourth 
stack was used a.f:l <-t veLo. The fracLion of energy deposited in sLc.tck 4 
was required Lo be less Llrnn 10% of the LoLc.tl deposited energy. In or­
der Lo take account of the muon in Lhe charged current inLeracLion one 
mip wa.f:l subtraded from the LoLc.tl sum of deposited mipi:l for each full 
stack crossed and 0.5 mips for the flrst stack hit. I kilning :'\!!;to he the 
m1mhcr of rnips deposited in stack i and F to he the flrst stack hit: the 
<ippropriatc cut is 

111,1 - 1.0 
, 4 -,,_ _. , - t:: <0.l 
('I'_,.;,,,,y( 1\'11 - 1.U)) + U .. J 

These cuts, although rnthcr strict, limit the events to he ll8cd in the calibra­
tion to a small region of phase space. Figure :3 .11 shows the distribution of 
deposited energy in units of mips for :VIonte Carlo and data ass1Lming a rela­
tive energy sea.le of 1.0. The clistrib1Ltions have been normalised to the same 
area. a.nd obvio1LSly have different shapes. The :VIonte Carlo overestimates 
the number of events v-:ith low energy deposition indicating that the absolute 

energy sc<-tle in the data. is lei:Js Llrnn Llrnt in the :Vlonte Carlo. Changing the 
rel a.Live energy sea.le <-tllows Lhe x2 of the compa.rif:lon of Lhe energy deposi Lion 
in the simula.Lion and cfata Lo be mapped. 

Figure :L 12 shows the x2 curve with 19 degrees of freedom a.f:l a. funcLion 
of the relative energy scale. l; sing this cmve the optimal relative energy scale 
was measured to he : 

rv:\ff = (0.800 ± 0.005) 
h-Data 

(:L27) 

where the uncertainty v1:as determined from the relative scales at which the 
y 2 was one 1mit above the minimum. This error is only approximate as it is 
expected that systematic errors will contrib1Lte a larger uncertainty. 

This sc<-tle, in and of i Lself, is noL very useful. IL merely reflects the differ­
ence between Lhe data. <-tud the Monte Carlo for one pc.trLicular seL of Iiducic.tl 
cuts. lu order Lha.L iL may be used as pa.rt of the calibrntion procedure, the 
sc<-tle nnrnt be Lhe same for a. number of diITerenL cuts c.tud lrndronic shower 
development profiles. 

/\ set of st;rndard cuts have hcen denned. These cuts sarnplc events with 
different shmver dcveloprncnts and which sample different areas of the hcam. 
The cuts for each event sample arc : 
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• Sa1nple A : This category contains only fully contained events. 

l~Y,.,.i-tu I < 70 cm 

:20 cm < ll~1"rt' " I < 70 cm 

One tr<.tck in the drift drnmber. 

1 M4-l.O < 0.1 
(Li=P(.,f;-1.0))+o.:. 

• Sainple B : Thii:i a.llows evenLs in the cenLraL unimtrurnenLed region 
<md restricts shuwcrs from Stack l and Stack 2 events to be less than 
two stacks long. 

I X,er ltc~· I < 70 cm 

I Y, ·er ltc~· I < 70 cm 

One track in the drift chamber. 

M~-1.U < O. l 
(L:=1"(M;-i.o))+o.5 

M 4-l.O < 0.1 
(L~= P(.,f;-1.0))+o.:. 

• Sample C : The events in this i:i<.tmple are rei:i Lricted from leaking 
energy frorn the face oft he FC;\ L closest tot he rnain .\ 0 .VI:\ I) detector, 
but arc permitted to lose energy from the sides of the FC!\ L. 

One track in the drift chamber. 

4 M4-l.U_ - <0.J 
(L,=F(M;-1.u))+u.5 

• San1ple D : ;\JI events arc allowed, except those on the very edge of 
the calorimeter. 

IX~crtctc I < 70 cm 

11~crtctc I < 7o cm 

• Sa1nple E : Only events in the core of the ne1Ltrino beam are accepted. 

IX~crtctc I < 40 cm 

11,~,.i-tu l < 40 cm 

Figuretl :LU,:U4~'.U5 <.tnd ;U6 dii:iplay a comparison of Lhe distribuLion 
of energy deposition for the different samples outlined above for v

1
(;'c interac­

tions occurring in each stack. The rncans and 1-lMS deviations for data and 
.Vl onk Casio arc summarised iii Table 33. Some of the rnts above cannot be 
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applied to all stacks. For instance, events in Samples A and C and originat­

ing in Sta.ck 4 would have very low energy showers. Such events would not 
sa.Li:,;fy the condi tious of the FCAL Lrigger. In Lhese cc.tses Lhe requirement 
Lha.L Lhe energy deposition in SLc.tck 4 be less Lha.n 10(/<J of Lhe LoLc.tl lrndronic 
energy wa.s omiLLed. Sa.rnµle 13 requires events with shorL ha.dronic showers. 
IL is impossible for events origi1rnLing in Sta.cks ;~ and 4 Lo sa.Lisfy the condi­
tions for this category: a.nd this sa.rnple has been omitted for Stack 2 events 
due to poor statistics. 

The most obvious fec.tture of Lhese disLribuLions is thaL the compc.trisons 
worsen a.s one moves further Lo\vc.uds Lhe most downstrec.m1 face of the FCAL. 
Thi::; is an indicc.ttion Llia.L, a.::; the inLeradions occur closer Lo Lhe ba.ck face of 
Lhe FCAL, the energy leakc.tge becomes more pronounced. Doth Lhe means 
and RIVIS deviations are ::;y::;tema.Lica.lly higher in the MonLe Ca.rlo implying 
that the saturation of the ,-\ DCs in the Monte Carlo is different in the data. 
This may be a conseq1icnce of 1rning a single sat11ration level of 70 rnip rather 
than a level vvhich is rnoch1 le specific. However, only the very high energy 
part of the tails of the distributions arc affected. In general: the distributions 
for the different event configurations agree well: imparting confidence that 
the relative energy scale 11sed is the true scale that relates the actual energy 
deposition in the data to that in the Monte Carlo. 

The final step in the calibration of the FCJ\ L is to cak11 late the absolute 
energy scale in the l\fonte Ca.rlo. b'ignre 3.17 shows the distribution of the 
energy tramfor: v(Gc\/ ), as a fonction of the surn of deposited energy in 
rnips, for !Vlonte Carlo neutral rnrre11t events. Since there is no rnuon frorn 
the leptonic vertex in neutral current events: tight energy containrnent rnts 
may be applied. The selected events must have been fully contained within 
the FCAL. In practice this means that there should have been no charged 
tracks in the drift chamber and no energy deposited in the fourth stack. 

The energy conversion factor for the Monte Carlo is : 

I [Ge VJ = (2.366 ± 0.001 )[rnip] (:3.28) 

and 1tsing the relative scale behveen data and :VIonte Carlo (see Section :3.4.2), 
the absohtte calibration for events in the data is 

l[GeV] = (2.95 ± 0.02)[miµ] 

3.4.4 Sources of uncertainty 

Three possible s01irces of uncertainty can he iclentified in this procechire. 
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Stack l 
l/_,'C-'Dala 

H 
rf c Af onleC' ado I . 

Sample IVlc<w (rnip) H.:VIS (mip) Mean (mip) H.:VIS (rnip) 
A :n.9 22.4 :rn.1 2:ui 
B 37.7 22.;3 37.9 22.9 
c :n.4 22.:~ :n.0 22.2 
D :38.9 2:3.0 40.0 2:3.7 
E ;38.7 22.6 110.2 2:L5 

Sta.ck 2 
11; c Orda 

j, 
11;·< M ontcCarlo 

J, 

Sample 1\-Iea.n (mip) R:VIS (mip) Mean (mip) R:VIS (mip) 
A 35.0 21.0 311.3 21 .0 
c :34.7 20.7 34.2 20.9 
D ;38.2 22.7 38.il 2:3.0 
E :n.G 22.2 :rn.:~ 22.6 

Stack 3 
l/.,,'CDala 

j.I 
rf c Af onleC' ado I . 

Sample IV!can (mip) H.:VIS (mip) J\:l can (mip) H.:VI S (mip) 
A '.HJ.2 17.9 :Hl.l 18.6 
c :30.0 17.5 29.6 18.2 
D '.~4.9 20.4 :~ti.2 21.2 
E :34.2 19.7 34.7 20.8 

SL<.tck 4 
u;;:cData u;;:c Ai onteCarlo 

'· 
Sample Me<m ( mip) n:vrn (rnip) Mean (rnip) n:vrn (mi p) 
A 21.4 10.6 21.8 12.2 
c 21.2 10 .. 5 21. 7 12.0 
D n.9 12.:~ 2ti.2 14.4 
E 23.-1 11.8 2:5.0 J 11.3 

Table :3.3: Average values and RMS of the deposited energy distrib1Ltions for 
Data. and ~fonte Carlo samples under different cuts . 
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Figure :3.18: Comparison of the 1995 data with Monte Carlo predictions for 
u;;·c interactions in the drift chamber target. Shown are (left) the visible en­
ergy distributions in different radial bins and (right) the radial distribLttions 
i11 tl1e tl1ree e11erg:r l>i11s. 
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Ce V at radii of less than 50 cm. It is known [:35] that the distribution of 
Lra,usverse momenta, of par"Licles produced in the p - Ile inLeracLions is incor­
rectly ::;imulaJed in FL1~KA (cf. Seel.ion 2.8). Thi::; is LhoughL to cc.tuse the 

. . 

observed exces::; of events c.tud has been confirmed by Lhe firnL re::;ulLs of the 
SPY colla.boraLion ['.H>]. 

The beam profile appec.us Lo be rea::;mrnbly well described by Nl~IlEAM. 
It is known, however, tlrnt the shape of the vµ. fh1x is better estimated when 
using the l 995 version of FLU( ;\, than when ll8ing FIX l\!\92: the version 
which is: by ddault, interfaced to G~>\NT : to model the p-1-k interaction. 
In order that these different effects can be studied, weighting tables to and 
from the different bea.m prescriptions have been produced [39]. ;\n estimate 
of the uncertainty clue to a non-optimal beam profile on the calibration may 
be made by weighting the ~fonte Carlo ne1Ltrino events generated with a 
given energy E1, at a given position in the FCAL by the relative difference 
in the flux predictions. That is, each event is assigned a weight defined by : 

(:3.30) 

where H. is the radial distance of the interaction point from the center of the 
beam in the NO!Vli\l) frame of reference. 

The calibration is relatively inse11sitive to nne differences in the beam 
pron le. The calibration scale that resulted from using the weighted Vlonte 
Carlo events v.:as 

K}.fC = (0.78 ± 0.02) 
"'·n""' . . 

(:3.31) 

which differs from the result derived above by approximately :3%. To be 
comervaLi ve Lhe uncertain Ly in Lhe calibrntion due to an incorrect beam 
de::;cripLion wa::; Lc.tken to be t/Jc,. 

Determination of the Event Vertex in the FCAL 

Linked with Lhe que::; tion of Lhe beam profile is Lhe issue of deLermi1rntion 
of the evenL vertex. Again, if the deLermi1rntious in the MonLe Carlo and 
Lhe da.Lc.t are incousisLenL then Lhe same fiducic.tl cut::; will sample diITerenL 
sections of Lhe LoLc.tl cross-section. 

The longiLudina.l (Z) position of Lhe vertex cannot be precisely deter­
mined, as the longitudinal information c.wailable from Lhe FCAL i::; very 
coarse. The procechire taken here is that the '/, position of the vertex is 
t aken as the center plane of the nrnt stack with energy above 0 .. 5 mips. Neu­
trinos interact lmiformly in Z. The variance of a lmiform distrilrntion on an 



76 Chapter :3. The Front Calorimeter 

interval of v.:idth \V is 

TV'.2 
0'2 = --

12 

so Lhe error in the deLerminaJion of longiL udinal position of Lhe vertex in a 
sLa,ck is jusL l / .JI2 Limes Lhe width of the stack, or 

17z = 9.7 cm (:3.33) 

The transverse position of the vertex may he ascertained in two ways 

• Muon extrapolation 

i\pplica.ble only to processes in which a m110n is generated at the 
event vertex (such as 1.12c deep inelastic or qtLasielastic processes); this 
method involves the extrapolation of the nrnon track coordinates in the 
drift chamber back to the Z position of the vertex. 

• Estimation using the Centre of Gravity 

The po::;i Lion of the vertex mc.ty also be e::;tiurnted using the hadronic 
shower. Section :~.4.1 has ::;hown Llrnt it i::; po::;sible Lo es Lima Le the 
mean position of the energy deposition in a ::;ingle module using only 
the energy infonria.Lion in that module. The event vertex in the XY­
plane cc.tu be esLinia.Led by combining Lhe po::;iLion esLirnaLes in the first 
stack hit. The center of gravity co-ordinates arc cak11 lated using 

i/F'CAT, = 

where E; is Lhe energy of Lhe hit and :r ;(y;) is the X(Y) position of the 
hiL in the i-Lh module. 

The difference between the estimated vertex positions and the interaction 
points for a. sample of ~fonte Carlo u2° events are shown in Figure 3.19. In 
general , the difference is larger for the centre of gravity vertexing method. 
In particular the distribution in Y for this method is very broad. The reason 
for this is that there is no information a.bo1Lt where ; on the Y a.xis ; a hit 
occurred in a module. The Y posi Lion of Lhe hit is c.trbi trarily chosen Lo be 
aL the centre of the module. 

The method of rn11on extrapolation appears to estimate the vertex with 
better preci sion than the centre of gravity rncthod. It also has the added 
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advantage that it is independent of experimental effects that bias the en­
ergy measurement, :mch a.::; ADC ::J<-tLuraLion or non-linec.trities in the resporrne 
across Lhe scintilla.Lor. 

The disLribuLion of vertex positions in Lhe MonLe (\trlo c.md Lhe clc.tta 
using Lhe muon ex LrapolaLion method c.tre compared in Figure '.L'.ZO. The 
agreement is good in boLh X and Y po::;iLiom. The lo::;s of events a.L Y ::::::; 0 cm 
is a consequence of the 11ninstrnrnented region at the centre of each stack. 
b~vents vvhich deposit little hadronic energy in these regions have a sm aller 
probabi I ity of saJi sfying the r 'C /\ t,. trigger conditions. 

Since the data and !\:tonk Casio vertex distributions agree well, the reso­
lution calculaJed from the Monk Carlo may be assumed to be approximately 
correct. The vertex criteria. in the calibration procedure were varied around 
their nominal position by 5 cm and the calibration procedure was reapplied. 
~o difference in the final calibration constant was found. The error due to 
the vertexing procedure is considered to be negligible when compared to the 
other sources of 1mcertainty. 

Simulation of Hadronic Processes 

The final contribution to the error ii1 the calibration constant anses from 
inaccmacies in the sirn11lation of the hadronic processes in the Monte Carlo. 
GEN0!\:1 uses the FLU\;\92 package. ;\ comparison of different hadronic 
packages has been made in rel ation to the ;\ 'l' LJ\S experiment [:38]. They 
conclmk that in the fow GeV range (hadronic energies of kss than :S (~eV) 

the description exhibits a munber of problems. In the high energy range 
FLUKA92 agrees v.:ith data to an accuracy of approximately 8%. The error 
elite to calibrating the FCAL 11sing the Monte Carlo is therefore taken to be 
8%. 

3.4.5 Results of the Calibration 

Ta.king into <-tccounL Lhe sysLenrnLic eITecL::; discussed c.tbove, the energy cc.tli­
bra.Lion corrntants for neutrino inLera.cLions occuring in Lhe FCAL were found 
Lo be : 

l [GeV] = (2.366 ± 0.001 (.stat))[mip] (:3.3:5) 

for the l\fonte Carlo events and 

l[GeV] = (2.9ti ± 0.02(slal) ± 0.27(sys))[mip] 

for data. 



Chapter 4 

Neutrino Interactions in the 
FCAL 

4.1 Introduction 

;\n analysis of any process 11si11g the FC;\L requires an 11nderstanding of the 
resolution effects of the detector. Such an 1mderstanding may be achieved 
through the shtdy of inclusive u~·c interactions in which the input variables 
are v.:ell known. This chapter begins with a discussion of muon identifica­
tion which is follmved bv a discussion of the technic1ues for identifving I/cc 

~ ~ µ 

interactions. Fina.lly a. comparison of simulated and experimental data is 
performed. 

Defore continuing it is necessary Lo define the quality distri bu Lion of a 
v<.tria,ble. 

Definition 

The quality of reconstruction of any variable, X: may be denned as 

,\' ,\f,n;.if: C ri. rfo Si m u lrd r.rl _ X :vfmdr. Co.,,/ ,, R.c-., ,m,.frudr.rl 

Q(X) := - -----------
"'"''( l\Iontr, (70,1· l ::i S irr;. u.lo,tf:d 

(4.1) 

where XMontc Ca rlo Simulated represenLs the value of the variable X before 

deLecLor sme<.uing <.tud reconstruction has been applied Lo the event and 
X M ontc Ca rlo R econstructed is Lhe value of ){ c.tfier the event has been passed 

through Lhe detector simulation c.tml recomtrudion algoriLlrnrn. In this chap­
ter, unless otherwise sL<.tted, the Lerm "quali t/' is synonymous with "qlrnli Ly 
of reconstructi on:: <rnd refers to the definition 1[. J, The ::resolution:: and 
"bias:: of a variable arc dd1ned to he the width and mean of the qmtlity 
distrib11tion respectively. 
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Stack Station 1 (CeV) Station 2 (CeV) 

I 3.80 ± 0.0:3 .5.ll ± 0.0.5 

2 ;~.fiO ± 0.04 4.69 ± O.Ofi 
;3 3.24 ± 0.0:3 4.42 ± 0.05 
,j 2.61 ± 0.0:3 11.17 ± 0.0.5 

Table /1. l: ~:nergy thresholds for muons to reach each station of the rn11on 
chambers v.:ith 50% probability as a function of the stack in which the inter­
action occurred. 

The precision v.:ith >vhich the angle of the nrnon at the event vertex can 
be measmed is limited by nrnltiple scattering in the iron and the coil. Figure 
4.3 shows the difference between the simulated angle between the muon and 
the ne11trino direction and the reconstnicted angle for events occurring in 
each stack. As expected the closer to the drift chambers the event occ11rs, 

Lhe belier is Lhe reconsLrucLion of the angle. The bias c.tnd spread for evenLs 
occurring in each stack are summarised in Tc.tble 4.2. 

Stack Dias ( mrad) \:VidLh (rnrnd) 
1 0.59 10.5 
2 0.44 9.() 
:3 0.33 8.4 
;j 0.16 6.9 

Table /1.2: l\foon angul ar differences for events occ11rring in each stack. The 
bias decreases the closer to the back face of the FCAL the event occurs. The 
average spread over a.11 stacks is approximately 9 mrad. 

In addition to the muon identification criteria described above, several 
muon quality cuts c.tre used in this analysis. These were 

l. Matching distance: The transverse (X-Y plane) distance between 
the extra.polated drift chamber track and the muon chamber track was 
less than 40 cm in station 1 and less than 50 cm in station 2. 

2. FCAL association: The matched drift chamber track must have 
pointed back to the FCJ\ L sensitive volmne and started less than ;30 
crn into the drift chamber volume. 

3. Muon energy: ;\ minimum rrrnon energy rnt of ;3.0 GeV was applied 
t o rech1ce the background from 11-; /(- decays and hadron "pm1chthrough :: 
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from particles created either in the FCAL or in coil interactions. 

4.3 ur1. Charged Current Event Selection 

4.3.1 Fiducial Volu111e 

The choice of the appropriaJe fid1H:ial area for FC;\ L analyses is driven almost 
entirely by energy resolution comiderations. This will be discussed in Section 
4.5.1. l~nless othenvise specified, the fiducial volume used in this analysis is 
bounded by 

IXI ::::: 70 cm ; IYI ::::: 70 cm ; -200 cm::::: Z::::: -90 cm ( 4.;n 

The vertex co-ordinates are calculated LLsing the centre of gravity method 
(explained in Section :3.4.4) >vhich, altho1Lgh not ideal, does not pres1Lppose 
the existence of a. muon in any particular interaction. 

Figure 4.4 shmvs the vertex distributions for u~·c interactions LLsing this 
centre of gravity method. The qua.liLative c.tgreement in the X position of 
Lhe vertex is good, c.tlLhough the ::VIonLe Carlo appec.trs Lo underesLimaLe the 
number of events a.L Lhe edges of Lhe PCAL. The mosL probable reason for 
Lhis is thaL Lhere are interc.tcLions in Lhe lighLguides and support sLrucLure 
of Lhe PCAL which are noL included in Lhe simulation. This would enlrnnce 
the number of events vvith vertices at the edge of the FC;\ L. The vertex 
distrib11tion in '{ also shmvs reasonable agreement. The spikes at the centre 
of the rnoch1lcs indicate events vvhich only fire one module in the first stack 
hit. In this case the vertex is assumed to have occurred at the center of 
the relevant module. The Monte Carlo appears to overestimate the number 
of these events. In the case of events with an identified muon, the vertex 
is estimated from the extrapolated position of the muon at the first stack 
hit. The results of this algorithm has been shown to agree well with data 
in Section 3.4.4 and hence the small discrepancies observed in the vertex 
distributions tLSing the centre of gra.vity method are not that important. 

The distribution of Lhe firsL sLc.tck hiL contains Lwo interesting fea.Lures. 
The Lrigger threshold, described in Seel.ion :L4.2, has been applied Lo the 
::VIonte Carlo. The good agreement in Lhe number of events occurring in 
S La.ck 4 gives confidence Lha.L Lhis threshold is being c.tpplied c.tt Lhe correct 
level. The overesLimaLe of the number of evenLs in Stack l by Lhe ::Vlonte 
(\ulo cc.tu be explained by the phenomenon of self-vetoing in which even Ls 
occurring close to the front of the FC;\ L backsplash into the veto plane 
covering the face of the b'C;\ L. The trigger conditions for FCJ\ L interactions 
specify that there he no signal in this veto plane: so this type of event would 
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not satisfy the trigger conditions. The degree of belief in this hypothesis 

increa.setJ when the distribution of Stack l events in which less than 103 of 
the total hadronic ::;hower energy is deposited in SLc.tck l is plotted. Such 
events most likely occur close to the end of the first stack and the level of 
backspbsh is expected to be small. This ditJtribution is shown in Figure 4.fi 
and the agreement between Monte Carlo and daLc.t itJ rec.tsonable. 

4.3.2 Selection Criteria 

An event v1:as ass1uned to be a fl~, charged current event if it satisfied the 
following criteria : 

• Trigger Condition : The FCJ\ L trigger must have nred. The trigger 
dfkicncy has been discussed in Section :3.11.2. The trigger threshold 
occurs at approximately 4.0 mips in the data. Using the Monte Carlo­
data. relative energy scale obtained in Chapter :3 this corresponds to a 
threshold in the ~fonte Carlo of :3.2 mip. 

• Presence of a muon : ;\ track passing the rrrnon identification rnts 
described above must exist. 

• Association with an FCAL event : The backward extrapolation of 

the muon track must lie within :HJ cm of the event vertex determined 
lrning the centre of gravity vertexing c.tlgoritrn. 

The event was considered to be induced by a llµ if the charge of the muon 
candidate in the event ''Vas negative, otherwise it was considered to be a flµ 

interaction. 

Selection Efficiency 

The dficiency of these cuts has been cak11 latcd ming a sample of z{'c .Vlontc 
Carlo events. Ta.bk .t.;3 presents the num her of events which pass each rnt, 
the relative efficiency of each citt and the total efficiency breakdown. Note 
that the fiducial area cuts have been applied at the beginning of the analysis. 
The efficiencies quoted refer to events within the fiducial area. 

The a verc.tge selection efficiency for z;1,. charged current events, in the fidu­
cial arec.t described c.tbove, is (GG.t> ± 0.4/;% where the uncertainty is only 
stc.ttistica1. The ca.lculation of this efriciency included Stack 4 events, which, 
as Table .. 1.3 shows, differ markedly from events occurring in Stacks l to 3. 
If Stack if events arc neglected, the average efficiency rises to (70.0 ± 2.0)%. 
The reason for the difference is tha.t many events in Stack if do not deposit 
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SLc.tck l 
C11t Number of events Efficiency Relative Efficiency 

Fiduci a l Volunw 1162115 l 00.0% JOO% 
Trigger Lhreshol<l 4'.~508 94.0 3 94.0 3 
N,1 > 0 331186 72 .11 % n.o % 
VerLex a.ssocia.Lion '.~2711 '70.7 3 9'7.7 3 
E1, > :3 ;32711 70.7 Yc 100 % 

Stack 2 
CuL Number of even Ls Efficiency H.elaLi ve Efficiency 

Fiducial Vohune 45767 100.0 % 100% 
Trigger Lhreshol<l 42565 9:Ul% 9:L03 
NI, > 0 :no2:3 72.2% 77.6Yc 
Vertex association 32317 70.6% 97.9% 
E1, > ;~ :~n17 '70.6% 100(7<) 

Stack 3 
CuL Number of even Ls Efficiency H.ela Li ve Efficiency 

Fiducial Vohune 44762 100% 100% 
··1·riggcr threshold 1[1239 92.1 % 92.1 % 

NII > () '.H692 '70.8% ,..'(' 8 /( I ). c 

Vertex association :31168 69.6% 98.:3Yc 
b:µ > ;3 Tl 159 69.6% 99.9% 

Stack 4 
Cut Num her of events b~ffi cicncy ]-{dative b:ffi ci ency 

Fiducic.tl Volume 42617 100% 100% 
Trigger threshold :32464 76.1 % 76.lYc 
Nµ > 0 23;3711 .5 11. 8% 72.0% 
VerLex a.ssocia.Lion nn8 fi4.ti % 99.43 
b:p. > ;3 23137 .511.2% 99.6% 

Global eITiciencies (a ver«tged over all stacks) 
C 11t Number of events Efficiency R elative Efficiency 

Fiducia.I Volunw 179391 JOO% JOO% 
Trigger Lhreshol<l 159776 89.0% 89.03 
N,1 > 0 121575 67.7% 76.0Yc 
VerLex a.ssocia.Lion 1194'.~4 GG.6% 98 2% . ' . c 

E 1, > :3 119:324 66. 5% 99.9Yc 

T a.ble 4.:L I / 1,. ch a.r ge<l currenL e vent selecLion eITiciency for e venLs beginning 

in ea.ch sLa.ck . 
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enough energy to satisfy the FCAL trigger conditions. In the other stacks 
Lhe major conLribuLion Lo Lhe lo::;s of eITiciency is the acceptance of Lhe muon 
chambers for the prim<-try muon. 

Background Estimate 

The backgr01md for vµ charged rnrre11t events consists of: 

• Deca.v in JlirshL of 71- or K- in J/:VC interncLiorrn. 
- b µ 

• Hadron punchthro11gh in u~'C events 

• Decay in flight of 71- or /(- iii z/T and z;CC interactions where the 
- - 11• /I. 

primary muon is lost. 

• lfadron punchLhrough in J/~·c or z;~C event::; in which Lhe primary muon 
i::; lo::;L 

Other sources, s11ch as cosmic ray 1nuons which fake a primary muon track 
in time with an FCAL interaction and which are not vetoed by the veto 
planes and beam m11ons leaking through the veto planes, contribute a neglible 
amount Lo Lhe background in Lhe v2c sample. 

In generaL muon::; from meson decay are indisLinguishable from Lhe pri­
mary muon in charged currenL inLeracLions. The only mean::; of discriminating 
behveen the decay background and the signal is by measuring the angle the 
decay rnuon makes v.:ith the parent meson. This is impossible for decays 
within the b'C,-\ L volunw and, as the kink angle is generally small, meson 
decays in the drift charnber volurne arc us11ally not resolvable. The contami­
nation is, however, small. The relative contribution to the v;'c event sample 
from 71- / !{- decay and hadron p1mchthro11gh in u:c and v~;:c interactions 
was estimated from simulation to be less than 0.05% of the total u2c sample. 

The contrib11tion from hadron punchthrough in u2c , averaged over all 

sL<-tclrn, is (0.11 ± 0.05) %. 

4.4 The NOMAD Data and Event Statistics 

The NOIVIAD experiment w<-ts originally scheduled Lo sLart L<-tking daLa in 
1994. The FCAL howe ver, was only instrumented in mid 1995 in which 
there v.:ere severaJ distinct data taking periods. These were : 

• 4 n10d ule data : 1-ktween .VI ay l8t h and .Jllne 21[ th 1995 only fom drift 
chamber modules >vere installed in the target region of the detector. 
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Data Statistics 
Sample so1_1rce Initial Statistics After ficl. cuts 

(filtered for aL leasL one muon) 

I )aJa I I-module 19% Tl 8,058 1189,31 8 
19% 4~902,'7'76 :L076J92 

Table ·1.·1: Statistics of data sample 11Sed in this analysis 

Monte Carlo Statistics 
Sarnple source Initial Statistics ;\ftcr nd. cuts Identified muon 

,/·'C' 
i i. 288,012 179 ,391 1:38 ,532 

~fonte Carlo LINC' 
' tt 57 ,945 :35,428 

llf, induced charm 8.5,226 .5 11,803 
--(..'(.! 
l/11 '72,144 :~7,141 

Table ,,L5: StaJistics of the .\fonk Carlo sirrrnlation samples med m this 
analysis 

Dming this period 2.8 x 1018 p.o.t. were delivered to the ne1_1trino 
target. 

• 8 module data : In Lhe period .July tith to AugusL lfiLh 1995 a LoLaJ 
of 8 drift chamber mod11les were present in the target region of the 
detector. The integrated intensity delivered by the S PS in this period 
vvas :3.3 x 10 18 p.o.t. 

• 11 module data : After August 22nd 1995 the drift chamber target 
consisted of the full 11 mod1_1les . At the encl of the run on October 
11th, a, total intensity of :3.0 x 1018 p.o.t . was delivered to the ne1_1trino 
target in this period. 

During 1996 aJl drifL chambers were fully funcLional. AL Lhe end of the 
1996 run the SPS had delivered c.tn integrnted interrniLy for the year of L:i x 
1019 p.o. L. 

Tc.tble 4.4 sumIIrnrizes Lhe avc.tilable sLaLit:>tics in the daLa t:>c.trnple used in 
Lhis c.t1rnlysis and Table 4.5 doet:> the same for Lhe MonLe Carlo samples. Only 
J J module data is used from the 199,) data set. The reconstrnction of the 8 
rnoch1 le data vvas not considered to be reliable. The entire 1996 data set was 
included. 

74 
11:3,789 

:~:~,:n1 
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Note that for reasons of storage space the data LLsed here has been filtered 
for events conLa.ining aL leasL one muon. The reference fiducial volume is 

4.5 

IXI ::; 70 cm ~ IYI::; 70 cm ; -200 cm::; /,::; -90 cm (11/1) 

Reconstruction of ucc Interaction Kine­
'' ma tics 

}fosL a.na.lyses in high energy physics are cc.trried ouL in terms of variables 
which uniquely define a.n inLeradion. These va.ria.bles ha.ve c.tlready been de­
scribed in Cha.µLer l a.nd so only a. brief summary will be included here. 
H.eferring to Figure 1.1 ea.ch of the µarticles in Lhe inLera.dion ha.s a.n a.ssoci­
aLed 4-momenLum. The 4-momenLa. of Lhe incoming neutrino c.md outgoing 
lepton arc denoted k~' and /µ respectively, q~' is the fo11r-rnorncnt11m trans­
ferred to the hadronic syskrn and P 11• is the 1l-rnorncnt11m of the nucleon. 

The kinematic variables v.:hich may be determined by a measurement of 
these 4-vedors are : 

• the square of the centre of mass energy, s. 

• the energy transfer to the hadronic system, JJ. 

• Lhe squa.re of Lhe 4-momenLum tra.nsfer Lo the lrndronic sys Lem, Q'2. 

• Lhe squa.re of Lhe in variant ma.ss of Lhe ha.dronic system, vV2
. 

• the Hjorken scaling variable, .tHr 

• the fraction of energy lost by the neutrino (Bjorken y) YBj· 

The kincmaticaJly allovvcd regions of phase space correspond to Q2 > 0 
and Mi > ilf,v. Hmvevcr strncturc functions a.re, in general, only denned 
above a certain threshold. In the case of the CRV-H0[55] stnLcture functions 
LLsed to generate the ~fonte Carlo sample used in this analysis there is an 
implicit CLLt of Q2 > o.:3 (CeV/ c)2 . In Section :3.4.4 it was pointed out 
that the sinrnlation of hadronic showers below 5 C:eV has been seen to be 
1mreliable. In this analysis only events with visible hadronic energy greater 
than this value are considered. Therefore the two explicit cuts which have 

been a.µµlied are 

( -)2 0 ·3 (-(-' \'/ )2 ,,, > _,, . _TC : C 
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4.5.1 Hadronic and Neutrino Energy Reconstruction 

The visible kvlronic energy, Ehrid, is a reasonable esLimaLor of Lhe energy 
Lra,usfer I/. The aJgoriLhm med Lo comtrud this esLimaLor is reasonc.tbly 
simple. 

1. Take the visible energy deposited 111 the FCAL LLsmg the algorithm 
developed in Chapter :3. 

2. Add in the energy of the tracks kaking from the coil : ass1gnmg the 
mass of a pion to those which have not been identified as a nrnon. 
Tracks arising from secondary interactions in the drift chamber region 
are neglected. 

The energy of Lhe leakage Lracks is c.t second order conLribution Lo Lhe LoLc.tl 
energy and as such no c.ttLempL is made Lo add in Lhe conLribution from neutral 
hadrom mec.tsured in Lhe IICAL or from unassociated dmters in the ECAL. 
It is assumed that most of the event energy is absorbed in the FCJ\ L volume. 
This is a safo assurnption in the case of stacks 1,2 and : to a somewhat lesser 
extent, 3. Hmvever, much of the energy will have kaked in events occurring 
in Stack ·1. It is not expected that Stack 11 events will provide reliable energy 
rneasurements. 

Hadronic Energy Resolution 

Figures 4.6 and 4.7 show Lhe comparison of Ylonte Carlo input and recon­
structed hadronic energy. The average ammmt of energy loss and the reso­
lution of t,'ha d is summari sed in Table 11.6. J\s expected, the energy measure­
rnent for events ocrnrring in Stacks l and 2 arc reasonably acc11rate. Only a 
small arnount of the energy is lost , us11ally in the form of ne11tral particks. 
11 % of the ener gy is lost in events originating in Stack 3, a consequence of the 
event occurring closer to the back face of the FCAL. In Stack 4 a substantial 
amo1mt of the energy is lost. The resolutions measured here are comparable 
to those measmecl in ne1Ltrino events in the drift chamber target[14]. 

The lrndronic energy bias as a function of Lhe X and Y positious of the 
verLex is shO\vn in Figure 4.8. The plots contain events from all sLc.tclrn. The 
vertical lines mark Lhe bounds of Lhe fiducial c.trea. The uniusLrumented gap 
aL Lhe center of Lhe PCAL imposes c.t drnurntic degradation on the hadronic 
energy resolution. Omitting this region from the ilducic.tl volume lrns the 
unfortunate conseq1wn ce of omitting events from the core of the neutrino 
beam and hence a. large fraction ( approximately 30% ) of the avai labk 
statistics . It V·faS decided that this region wo11ld he included in the nducial 
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II Stack I Average amo1rnt of energy loss ('lc) I Eh<.id resolution ('lc) II 

I l.7 30.0 
2 2.8 30.0 
;3 l l. I 31.6 
.j Jt.8 311.1 

Table 4.6: Average percentage of energy loss and Eh<.id resolution for events 
occitrring in each stack. 

vohune but the different energy resolution in this region must be considered 
in later analyses. 

Intrinsic Energy Resolution of the FCAL 

The intrinsic energy resolu Liou of <-t calorimeter is usually presented in the 
form 

H 
(4. 6) 

.jE(Ot-il) 

w here I{ is detector dependent and defines the precision to which a given en­
er gy can be rneas1ired in the presence of shower fh1ctuations. This m1mher is 
often used as a figme of merit to jmlge the capabilities of different calorime­
ters. The energy resolution for the FCJ\ L cannot be rneas11red without a test 
hearn, just as a standard calibration procedure c011ld not he applied, b11t an 
idea of the intrinsic resolution may be obtained by studying :VIonte Carlo 
interactions. The purpose of this section is to provide some feeling for , but 
not a precise measurement of, the capabilities of the detector. 

The intrin sic resolution >viii depend 11pon the stack in which the event 
occurred . .:\s us11al, it is expected that the resol11tion derived frorn events 
originating in Stacks 1 to :3 will b e credible. The resolution will be determined 
from events occurring v.:ithin the first three stacks and in the standard fiducial 
area. 

Samples of pions at different energies were generated 11sing the test beam 
facility of (~K\0.VI and the response of the FC;\L at each energy was ob­
served. The rnean and st andard deviation of a ga11Ssian fit to the FC ;\ L 
response is displayed in Table 4.7. The RMS deviation from the mean is also 
shown to indicate the deviation of the r esponse from gaussian b ehaviour. 

;\ plot of the standard deviation, a, of these distrilrntions as a function 
of V/:: is presented in b'igme ·1.9. According to the straight line fit in Figme 
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4.9 the intrinsic energy resolution of the FCAL is 

100.0% 

yih;(Gr\/) 
(4.'7) 

This value sho11ld be regarded as (a) an approximation to the tnte intrinsic 
energy resolution and (b) a lower limit. The reason for this is that Eq11ation 
4.6 is correct only for compensating calorimeters. That is; calorimeters which 
<lispla,y the same respouse Lo the purely hc.v.lronic parL of an ha<lronic shower 
as to the purely elecLroma,gnetic part (induced mainly by rr 0 par'Lides in the 
shower). Since Lhe energy dissipaLion processes c.tre diITerenL for Lhese Lwo 
components of Lhe shO\ver it is noL surprising Llrnt Lhe calorimeter response 
is <lepen<lenL upon Lhe parLicular componenL. The cornpensaLion property is 
described in krrns of the ratio 

( 
c 

m1p 

J > ~+ < t• h < em m -;p . h > m-ip 

(4.8) 

where rr~p is the visible parL of Lhe electron energy wiLh respecL Lo a m1p; 

< r_ ,__ > is Lhe a veraPe eledrorna0 ·netic part of Lhe ]Ji on energv. ~ is the ./t: ( I. b b .. ' 'f fl'l'[-1 

visible past of the /To energy component with respect to a rnip, < _h > is the 
average hadronic 1)<1Tt of the r)ion cncr0oy and ~ is the visible r)art of the 

- ~· Ud/1 

hadronic energy component with respect to a mip. In terms of this ratio the 
intrinsic energy resolution is defined as 

O"( 1<;) H c 
---- =-+B( - -1) 

E VE 71 -
(4.9) 

where H is a detector dependc11t pararnctcr that lrn11ally must be ascertained 
from the experiment .. \on-compensating calorimeters in general have ~ > l. 

- - 11 

Since the b'C,-\ L is non-compensating the resolution presented above is the 
theoretical best that can be expected. ~one of the studies in this thesis 
explicitly use the energy resolution in this form. 

The 1-t!VIS values in Table 11.7 arc consistently higher than standard devi­
ation indicating a ·wider rcsp011sc at all energies. ;\ rnorc realistic estimate of 
the intrinsic resolution can be rnadc by substituting the !{VIS values for the 
standard deviations. Repeating the fit yields an intrinsic energy resolution 
of 

I 011.0% 

yf E(Oci/) 
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Stack Average amount of energy loss (%) E11 resolLLtion (%) 
1 l .5 13.il 
2 ;L3 H.O 
3 6.6 14.8 
4 14.9 17.5 

Table 4.8: Average percentage of energy loss and E 1, resolLLtion for events 
occmring in each stack. 

which is probably more realistic. The resolution is somewhat better than that 

measured in the HCAL (which has a resolLLtion of approximately 120Yc/ J E( GeV)). 
This is to be expected as the instrumented region of the HCAL is only half 
as deep as that in the FCAL and so the shower fiuchLations are much larger. 

Neutrino Energy Resolution 

The visible neutrino energy, E~is is simply Lhe sum of Lhe hadronic energy 
and Lhe energy of Lhe prima,I)' muon and is a good c.tpproximaLion Lo the 
acLlrnl neutrino energy. The quality of Lhe reconsLrucLion of the neutrino 
energy is shown in Figures 4.10 c.tud Figures 4.11. The average c.tmounL of 
energy loss and the resolution in ~~., is shown in Table 11.8 

The distributions for E 11 shmv the same qualitative features as those for 
E h,,.d. The energy resolution is approximaLely 14.0(JZJ in all sLc.tcks excepL 
S Lack 4. This is twice c.ts good c.ts Lhe resolutions for Ehu.d due Lo Lhe (usually) 
well-reconstructed muon. 

Comparison of Data and Monte Carlo 

figures 4.12 c.tud 4.U show the dis Lributions for Lhe reconsLrucLed visible 
hadronic and neutrino energies in the 199.5 J J module data and the sim11la­
t.ion. The distributions agree v.:cll. The discrepancy bet.ween data and .\'lank 
Carlo in the nc11trino energy spectrum measured in the drift chamber region 
(sec Section 3 .. ·l.11) is not apparent in these distributions. This is most proba­
bly due to the relatively poor energy resolution of the FCJ\ L. The measured 
FCAL response to a 40 CeV shmver ; for example, is expected to fiuctuate 
behveen ;34 CeV and 46 GeV in 68% of the events. This behaviour smears 
01Lt fine details. 

The muon energy spcctrnm is shown on a linear scale (top) and loga­
rithmic scale (bottom) in Figure il.H. The distrilrntion has a longer tail in 
the data than in the Vlonk Carlo. In part, this is due t.o a problem with 
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the alignment of the drift chambers in part of the 1995 run. The effect is 
mosL clearly observed in Lhe disLribuLion of * in figure 4.15 (Lop ploL). A 
constant oITset in the inverse momentum is sympLonrnLic of c.tn alignment 

problem. In order Lo Lc.tke care of this, a consLanL s oo((~e V/c) we.ts added Lo the 
in ver::;e moment um in Lhe dab, resulting in Lhe di::;tri bu Lion in Figure 4.1!) 
(bot Lorn plot). Even \Vi th Lhis correction, however , Lhere i::; a diITerence in 
the shape of the ta,il of the distributions. There arc two possible reasons for 
this: the flrnt is that the strncturc functions used in the calrnlation of the 
cross section do not exactly describe the NO!\!l;\I) data and the second is 

that the IV!ontc Carlo bca.m profile docs not model the real beam. 

The neutrino beam consi::;ts predominantly of l/ 11 which ari::;e from the 
decc.ty of rr+ and J{+ mesons in Lhe beam. :\"eutrinos wiLh energie::; le::;s than GO 
Ge V come nrninly from 71+ decc.ty, whereas those po::;se::;sing an energy c.tbove 
GO GeV originaLe from J(+ decay::;. The shape of Lhe l/ 11 energy ::;pectrurn, 
and hence the shape of the primary rn11on energy spcctrnm, is therefore 
dependent upon the ratio of pions to kaons produced in the debris of the 
proton-beryllium interaction. The SPY collaboration has measured this ratio 
over a secondary meson momcnt11m range from 7 GcV /c to 1:3.5 (~cV /c [:37]. 
!_:sing their res11lts, v.:eighting tables were constrnctcd in the same format as 
those introduced in Section 3.4.4 and a.p plied to the sinrnla.ted events . Figure 
4.16 shows the primary muon energy spectra., in both linear a.nd logarithmic 
sea.le , after the >veighting process was applied. There ha.s been a. smalL 
b11t significant, change in the shape of the tail and the chi-sq 11are of the 
comparison behveen the simulation a.nd the data. ha.s improved from 274.2 
for 49 degrees of freedom lo rn:L8 for 49 degrees of freedom. As Lhe chi­
square measures show, however, the ::;irnulc.ttion sLill does not describe the 
daLa. exacLly. The use of structure funcLiom which do not describe the clc.tta 
exacLly is Lhe rno ::; t probc.tble ca.me of Lhis re::;idual discrepancy. This will be 
Louched upon in ChapLer t"> buL for now it ::;}10ukl be noted thaL Lhe remaining 
diITerence is small c.tud has liLLle eITecL on Lhe kinenrntic disLribuLiom Lo be 
studied in the next section. 

4.5.2 Reconstruction of the Kinen1atic Variables 

Section 4.ti lrns shown Llrnl all Lhe kinernaLic variables of inLeresL can be 
formed from Lhe neutrino energy and Lhe outgoing muon rnornenL urn and di­
recti on. In this secti on the sirrn1latcd kinematic variables , the rcconstrnctcd 
simulated kinem ati c vari a.blcs, and experimental kinematic variables arc com­
pared. 
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Resolution of the Kinematic Variables 

Figures 4.17, 4.18 and Figures 4.19, 4.20 show the distributions of the mo­
mentum transfer Q2 a.ncl the Bjorken variable :tB j respectively. The Q2 re­
construction agrees well v.:ith the sinrnlated distribution. The agreement in 
the XBj clistrib11tion is nrnch v.:orse. This is largely due to the :tB j dependence 

on ~ (EquaJiou l.ti). Since z; tend::; Lo be overesLimaLed Lhe avera.ge va.lue of 
recorrntruded T R.i itJ Loo small. The bia.s in the Q'2 qua.liLy become::; larger 
with iucre<.tsiug momentum transfer, mosLly due to the saLurc.ttion eITecL in 
Lhe me<.tsurement of Eh,,.d. Ai:i <t result of Lhe raLio, Q'2 / z;, the :r R.i qltc.tli Ly 
shows liLLle dependence on :c R.i . 

The distributions for Hjorken y and the invariant mass of the hadronic 
systcrn l·V 2 arc shmvn in Figures ,.1.2;3: 1[.211 and Figures 11.21, 11.22. The 
agrcenwnt between simula.ted and rcconstrncted variables displays a familiar 
pattern : Stack I a.nd 2 distributions agree reasonably well, Stack ;3 dis­
trib11tions shmv some obvi01rn discrepancies which can be ascribed to energy 
leakage and satura.tion and Stack /1 distributions do not agree well at all. The 
magnihtde of the bias in llr2 increases linearly as a function of the simulated 
value. Since llr2 is calcitlated from Q2 (Equation 1. 7) the same behaviour 
in the q11ality should be expected. The means and R:VIS deviations from 
the mean of the l\fonte Carlo input and :VIonte Carlo reconstructed clistri­
b11tions are s1unmarisecl in Table 4.9 for each kinematic variable, as are the 

corretJpondiug resolution and bi<.ts. 

Comparison of Data and Monte Carlo 

The reconstructed :VIonte Carlo dis Lributions are compared Lo the corre­
sponding experimental distributions in Figure::; 4.2.ri,4.26, 4.27 c.md 4.28. The 
means and RMS deviations from the mean for Lhe experimenLc.tl and :Vlonte 
(\ulo reconsLrucLed distributions a.re presenLed in Tc.tble 4.10. In general the 
distrib11tions shmv good agreement. There is a slight systcrnatic overestimate 
in the YHj distribution at high values of YHJ' This is rnost probably d11c to 
a slightly different level of sa.turati011 in the data than in the Monte Carlo. 
The agreement in CJ 2

, 11/ 2 and .rH.i is good. 
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Stack 1 
l/X-' 

/ I 
Vlontc Carlo vee 

/I 
VIC l{econstrnctcd 

quantity l\foan RMS Mean R:VIS Bias ResolLLtion 

(2'2 (Gt 1) c)'2 9.5 9.7 9.4 9.5 ') !::/( -...• ) c 24.9% 

TV2 (Gel) c2 
)

2 32.9 22.5 30.1 22.2 -15.1'/c :38.9% 

.t13.i 0.22 0. LS 0.25 0.19 18.1% .50.6% 

YR.i 0.48 0.22 0.47 0.21 1.4% 1'7.7% 

Stack 2 
.uu :VIonLe (\trlo 1/·'C' :VIC H econs tructed I/µ •t 

qua.ntity Me<m RMS Mean H:VIS I3ia.t> Resolution 

Q2 (Gfl'./c)2 9.1 9.4 8.9 9.1 - '3Yc -o.. c 2:3.5% 
H") G 1) '2f ,i-(_rt: /c - ;H.8 22.l 28.2 22.l -19.03 ;)"?.;)% 

:l'.B j 0 ')') ........... 0.15 0 ')I:: .~;) 0.19 21.0% 49.5% 

l/H:i O.il8 0.22 O.il6 0.21 0.9% 18.2% 

Stack :3 
lf-'C 

II .\1ontc Carlo v ee 
/I VIC I-freon strn ctcd 

quantity Mean RMS Mean R:VIS Bias ResolLLtion 

(2'2 (Gt 1) c)'2 8.9 9.2 8.5 8.5 -9 23 . . (.. 21.8% 

TV2 (Gel·) c2 
)

2 31.2 21.4 24.4 18.2 -29.1 '/c :35.6% 

.l:jjj 0.22 0. LS 0.28 0.20 28.0% .5 1.7% 

YR.i 0.48 0.22 0.45 0.21 -0.63 18 .2% 

Stack ;j 

uuu 
µ ~fonte Carlo 1./-'C' 

•t :VIC Reconstructed 

qua.ntit_y Me<m RMS Mean H:VIS I3ia.t> Resolution 

Q2 (Gr\// c)2 8.1 R 9 c.- 7.6 ~I:: 
( .. ) -18.7% 21.0% 

H") G 1) '2f ,i -(_rt: / c - 28.7 19.8 17.5 U.4 -48.03 :)4.2% 

:l'.Bj 0 ')') 
- ~~ 0.15 o.:n 0 ')') . .....,,_,, 46.7% 64.0% 

l/H:i 0.-'17 0.21 O.ilO 0.21 -18.9% 21.0% 

Table if.9: i\ vcrage vahics of Vlontc Carlo sirn11 latcd and reconstrnctcd kine­
matic variables in deep inelastic lpc interactions originating in each Stack. 

µ -

Also shmvn is the corresponding bias and resolLLtion. 
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Stack 1 
vc:e 

//. Data zf'C 
11. 

Monte Carlo 
q11antity ~-lean RMS :VIean RMS 

0 2(0dl/c) 2 10.5 12.l 11.2 1:).1 

lF2 (Gf 1''/ c2 )2 :30.:3 22.0 :30.:3 22.2 
;l:Hj 0.25 0.19 0.26 0.19 

.l.JR j 0.47 0.21 0.48 0.21 

Stack 2 
,/·'C' 

i i. Data lice . ,, Monte Carlo 
quantity :VIea.n RMS :VIea.n RMS 

Q2(Gc\//c) 2 9.7 J0.9 10.2 l l.9 
n •') ( G 1 ·; ') 2 . / - .Tt / C) 28.l 20.() 28.2 20.9 

XBj 0.26 0.19 0.26 0.19 

YH.i 0. ,.16 0.21 O.H 0.21 

Stack ;3 
vee 

//. 
Data zf'C 

IJ, 
Monte Carlo 

q11antity ~-lean RMS :VIean RMS 

q 2 (Gc:F/c) 2 8.9 9.G 9.4 10.7 
lF2 (Gf1'./c2

)
2 24.4 17.6 24.5 18.2 

;i;HJ 0.28 0.20 0.28 0.20 

YB j 0.44 0.20 0.45 0.20 

Sta.ck 4 
1/'C 

i i. Data llc:c: 
. ).! Monte Carlo 

quantity :VIea.n RMS :VIea.n RMS 

Q2(Gc\// c) 2 7.6 7.8 8.J 8.9 
n •') ( G 1 ·; ') 2 . / - .Tt / C) 16.9 12.ti 17.G U.4 

XBj o.:n 0.23 o.:32 0 ')') . .....,....., 

YH .i o.:39 0.19 0 ... 10 0.20 

Table •1. I 0: /\ vcragc and ){MS values of rcconstrnctcd kinematic variable 
distrib11tiom in data and IV!ontc Carlo. 
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A cross check of the calibration carried out in Chapter 3 may be made 
by using a. va.ria.uL on the concepL Lha.L a. rniscalibraJion in the rneasuremenL 
of Lhe ha<lronic energy disLorts the y-distribuLiou. If the raLio of the rnea.n 
visible neuLriuo energy iu Lhe daJa, < E 11;,. >DATA, c.tnd Lhe mea.n visible 
neu Lriuo energy in the l\:louLe Carlo, < E ... ;.. >AW, is plot Led as a. fuucLion 
of visible 13jorken .Y, the a.ppec.trauce of c.t uou-zero slope in the ploL is au 
indicaJion of a difference in the relative calibration of b~fuui and b~µ· To be 
rnore specific, a miscalibration means that the mcamircd hadron and muon 

. d'ff f h I L·TJATA L' I L·TJATA ')L' cncrgics . 1 er ron1 t c tn1c va 11cs : 1·,
1

,. = 0:1·,µ an( 1·,1w.rl = fJJ '1 fi«d · 

Since the IV!ontc Casio is perfectly calibrated 

EMC 
j/ Ef,',2i + E {Yw 

rt/;;,, + {J f;luid 

E1, + Eh,,d 
u(E.1 + E had ) + (/3 - n)Eh,_,d 

E1,. + Eh,,.d 

b~xprcsscd in terms of the visible Hjorkcn y, b:quation 11. J J becomes 

Hence any snrnll miscalibrntion of the muon energy wil I appear as a global 
offset in the plot. ;\ non-7'cro slope docs not , in itself, indicate the presence 
of a miscalibrntion in the hadronic energy, since the slope is affected by both 
the hadronic and muonic energy scales. Knowledge of the offset , howeveL 
allows a measurement of / / from the slope to be carried out. 

,• , .&.;DAT A , • , . 
F ig;ure 4.29 shows f:/fIC as a. funct10n of Yvis. The fit shows that the 

rnisca.libraLion of Lhe muon energy is present c.tt Lhe level of c.tbouL '.:!(;%, which 
is consisLent wiLh Lhe resolution iu the muon energy discussed iu SecLion 4.2. 
The line lrns zero slope which indica.Les thaL Lhe lrndrouic energy srnles in 
<laLa. c.tud Lhe sirnulaLion diITer by only 2%. However Lhe error on the slope 
from Lhe stra.ight line fiL is a.lso 23 so i L is concei va.ble Llrnt both energy 
sca,lcs asc ca.libratcd correctly. It is reasonable to concl11dc that the hadronic 
energy sea.le in the data. is correct, or at the very least any differences arc 
rendered 11nobscrvablc by the poor energy resolution of the FC;\ L. 
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Chapter 5 

Dimuon Events 

5.1 Introduction 

The FCAL was designed Lo study, amongsL other processes, the production 
of cha,nn qu<.trks in deep inelastic neuLrino scatLering events. The cle<.mesL 
signature of such production is Lhe fonrrntion of opposite sign dirnuon events. 
The theoretical background describing Lhese events has been discussed in 
Ch<iptcr l. 

The first part of this chapter dcscri hes the selection criteria med in the 
dimuon search, followed by a discussion of the background arising from the 
decay of pions and kaons in the hadronic system. The question of whether 
the standard ~O~-IAD ~fonte Carlo adeq1Lately describes charm production 
is then investigated and an alternative Monte Carlo proposed. 

5.2 Dimuon Event Identification 

The dirnuon event selection algorithm is an extension of that introduced for 
the recognition of z/T events in Chapter 11. Listing these for the sake of 

- /L 

conven 1en cc 

• Trigger Condition : The FC;\ L trigger rrnrnt have fired. 

• Presence of a muon : ;\ track passing the muon identiflcation cuts 
dcscri bed in Chapter '1 must exist. 

• Association with an FCAL event : The b<.tckvrnrd extrapolaLion of 
the muon track nmst he within the FC;\ L flducial area and lie within 
20 cm of the b'C;\ L vertex estirnated using the centre of gravity method 
(sec Section ;3. ·1.·t). 

124 
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Events >vith hvo muons associated to the primary vertex are dim1wn events. 

The cha.rges of the muons m<-t.Y be either diITerenL in which c<-tse the evenL 
is referred Lo a.::; a.n Oppo::;iLe Sign Dimuon event (OSDM), or the sa.me and 
Lhe evenL i::; <-t Like Sign Dimuon event (LSDM). In addition to Lhe clrnrged 
currenL evenL ::;election criteria. listed above, a.n event is considered Lo be a 
dimuon, either OSDI\:1 or LSDl\L if the following criLeri<-t hold : 

• Presence of a second 1nuon : ;\ second track passing the rnuon 
identification cuts exists. 

• Spatial correlation : The distance between the positions of the 
nrnons (extrapolated to the mid plane of the first stack hit) is less than 
20 cm. 

• Temporal Correlation : The diITerence between the times of Lhe firnt 
hiL of the muon Lr<-tclrn musL be les::; Lha.n f) ns. 

• Muon energy : Hoth rnuons must have an energy greater than 11.,5 

(~eV. The rnotivation for this va.hic will be discussed in Section 5.:3.2. 

The correlation and energy nits are in1posed primarily to red11ce backgro1md 
and v.:ill be discussed to a greater extent below. 

5.2.1 Categorisation of opposite sign dhnuon events 

Charrn quarks arc produced in neutri110 interactions and anticharrn q11arks 
in <mtincutrino interactions. The nentrino and antine11trino prod11ction pro­
cesses arc somewha.t different since charm from antine11trinos is prod11ced 
completely frorn interactions with sea q11arks whereas charm from ne11trinos 
can be produced from valence d quarks as well. It is, therefore , important 
to determine vvhether a partintla.r dimuon was u.1 or u.1 induced. This is ac­
complished by measuring the charge of the nrnon from the leptonic vertex : 
events in which the primary1 m11on is a,,- are I.!µ ind11ced whereas those with 
a primary 11.+ are produced by an incident antineutrino. It is worth noting 
that since the antineutrino fiitx in the CER~ wide band beam is at the level 

of 7% of the neutrino flux (see Section 2.4) <-md Lhe inLegraLed cross ::;ecLion 
for a.nLineutrino induced opposite sign dimuon production is a.bout 60 % of 
Lhe neutrino inLegra.Led cros::; ::;ection, Lhe expecLed number of Z/ 11 induced 
dimuon events is only of Lhe order of 4% of Lhose induced by neuLrinos. 

The a.lgorithm used to determine into which category a dirn11on event 
falls is straightfonvasd. The prinrnry nrnon is taken to he the one with the 

1 In this contfxt thf tnrn "primary" rffns to thf muon producfd at t.lw lfptonic vfrtfx. 
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highest transverse momentum with respect to the beam direction. :VIonte 
(\trlo stmlies ::;how tha.L Lhe eITiciency of this procedure in choo::;ing the correct 
primary muon is (95 ± l) %, where the error is sLc.ttistica.l. Combined with 
the expected ratio of antineutrino Lo neutrino induced dimuon events, this 
eITiciency implies an extremely pure fina.l neutrino induced dimuon sc.tmple. 

5.2.2 Dhnuon Selection Efficiency 

The selection efficiency for opposite sign dirn11on events may he estimated 
from a !Vlontc Carlo sirn11lati011. ;\ sarnplc of opposite sign dimuon events 
was generated using the NOMJ\D Monte Carlo and passed through the de­
tector simulation and rcconstrnction chain. The m1mhcr of events remaining 
after each mt is presented in T<lhles 5. l and 5.2 below: along with the total 
selection efficiency and the relative efficiency for each cut. All efficiencies are 
calculated >vith respect to the standard fiducial area 

(5. l ) 

As with the u2° sample the factor that leads to the greatest loss of 
efficiency is the geometric acceptance of the muon chambers for muons. The 
loss of eITiciency is much greater for the seconda.ry muon due Lo its low 
momentum c.tud cousequently smaller ra.dius of curvature in the :\"O:VIAD drift 
chamber volume. The drnracteristics of SLc.tck 4, as expected, show significa.nt 
devic.ttion from the oLher sLa.cks and this re-empha.sises the requirement to 
remove Stack 4 events from the clc.tta sample used in the final a.na.lysis . 

5.3 Dimuon Background 

The backgr01md to the opposite sign dimuon process consists of 

l. IV111onic decay in fli ght of pions and kaons in the hadronic jct of u2c 
events. 

:2. Hadrons which punch through Lo Lhe muon drnmbern, thereby mimick-
. ' . (:(: mg nmon s, m u

1
; · events. 

13eyond a. cert a.in poinL Lhe dimuon ba.ckground is essentially irreducible 
from the poinL of view of kinema.Lic cuts. Muonic dernys within Lhe FCAL 
arc 11ndetcctihle chic to the lack of any high precision tracking within the 
calorimeter and, as mentioned in Section 11.;3.2 , the kink angle of the 7r //( 

decay is, in general: too srnall to he accurately determined with the drift 
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Stack I 

Cui Number of even Ls Efficiency H.elaLi ve Efficiency 
20142 

Fiducial Area 1:3809 100 'lc 100 % 
Trigger Threshold I ;36:5 l 98.8 % 98.8 % 
:\!,, > 0 llO.:i4 80.0 % 81.0 7c 
Vertex ;\ssociation 103:56 75.0 % 9;3,7 % 
Ei > 4.!'i GeV 10018 72.fl % 9G.7 7c 
:;:Jl. = 2 2452 17.7 % 24.4 'lc 
W,, 

1'2 > /1.5 GcV 2038 H.7 % 8;3. l % 
SpaLial Correla.Lion 1946 14.0 % %.ti 7c 
Temporal Correlation 1898 1:3.7 % 97.5 'lc 
I dentin cation /\ lgorithrn 1860 13.:1 % 98.0 % 

Stack 2 
Cut Nurnbcr of events b:fficicncy ]-{dative b:ffi ci ency 

20660 
Fiducia.l Area U719 100 7c 100 (;{ 

() 

Trigger Threshold 1:3526 98.8 % 98.8 'lc 
.\,, > 0 11136 81.1 % 82.3 % 
Vertex AtJsocia.Lion 10441 76.l % 9:L8 7c 
E'' 1 > 4.5 CeV 9970 72.7 % 95.4 'lc 
:\fl = :2 2!)66 18.'7 % ')r: ,... 

~<> . I 7c 
Et' 

2 > 4.5 CeV 1970 14.4 % 76.8 'lc 
Spatial Correlation 18911 13.8 % 96. l % 
Tempora.l Correla.Lion 18.:i6 l'.Lfl % 98 .l 7c 
Identification Algorithm 1818 1:3.:3 % 98.0 'lc 

Ta.ble ti .1: l/ 11 oppo::;i Le sign dimuon evenL selection efficiency for ::;imula.Led 
events beginning in sLa.cks l a.nd 2. 
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Stack 3 
Cut Number of even Ls Efficiency H.elati ve EITiciency 

20611 
Fiducial Area 13606 100 Yc 100 Yc 
Trigger Threshold 13270 97 .. 5 % 97.:S % 
:;: /I > 0 10828 79.fi % 81.() 7c 
Vertex ;\ ssoci at ion 1012:5 71! .11 % 9:3.:5 % 
Ei > 4.5 GeV 9490 69.'7 % 9:L7 7c 
:;: /I =2 2693 19.8 % 28.3 Yc 
b'}L 

''2 > '1.5 GeV 19011 H.O % 70.7 % 
Spatial Correla.Lion 18ti4 U.G % 9'7.:~ 7c 
Temporal Correlation 1796 1:3.2 % 96.9 Yc 
I dentin cation /\ lgorithrn 17:56 12.9 % 97.8 % 

Stack 4 

Cut N urn her of events b~fficiency Relative Efficiency 

19971 
fiiducia.l Area 12949 100 7c 100 7c 
Trigger Threshold 10252 79.1 % 79.1 Yc 
.\,, > 0 8006 61.8 % 78.l % 
Vertex A ::;socia.Lion 7ti42 58.2 % 94.2 7c 
Ep 

1 > 4.5 CeV 6936 5:3.6 % 91.2 Yc 
:;: ,, =2 207() 16.0 % 29 .9 7c 
E~' 

2 > 4.5 CeV 1303 10.0 % 6') ..., 
~. ( Yc 

Spatial Correlation 1271 9.8 % 97.:5 % 
Ternpora.l Correla,tion 1241 9.G % 9'7.7 7c 
Identification Algorithm 1218 9.4 % 98.2 Yc 

Ta.ble ti.2: l/ 11 oppo::;iLe ::;ign dimuon evenL selection efficiency for ::;imula.Led 
event::; beginning in stadrn ;~ and 4. 
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chambers. Background can be rejected via a cut on the energy of the sec­

ondary muon c<-tndida.te, since the moment um spectrum of the mesons in 
the jet or from interadious in the magnet coil is softer Llrnn Llrnt of sec­
ondary muons in OSDIVI production. Deyond this the background must be 
subtracted statistic<-tlly. 

The <-tmount of background can be estiurnted by studying dimuon events 
in v.:hich both of the muons have ide11tical electric charge. The dominant 
s01irce of these events is the decay and p11nchthrough of pions and kaons in 
the hadron shuwer, assuming that no 11on-standard physics process exists th at 
can produce a prompt like sign signal. Searches for like sign events arising 
from processes other tha.n meson decay have not yd presented evidence for 
their existence[57; 58, 59]. These searches have allowed a limit to be placed 
on size of the production cross section with respect to the single muon u~ :c 

cross section[85] of 

O"(u,1 + .V--+ p- + 11.- +anything) --------------- < 5.4 x 10-5 at 95 Yc confidence 
0"( 1/1, + ,V--+ 11- + a.nylhfrig) (·i:: 2· 

.J.' ) 

at the average neutrino energy of 211.1! (~eV of the SPS beam. Given this 
relative cross section it is expected that there arc kss than 18 events in the 
entire data set after cuts. A so11rce of prompt like sign events will not be 
considered further and it v.:ill be assumed that all like sign events arise from 
secondary meson decays and hadron p1mchthrough. 

The same physics processes give rise to both the like sign and opposite 
sign background events and so a reasonable estimate of this background may 
be urnde by predicting the properties of the opposite sign dimuon background 
based on those of the like sign event sample. 

5.3.1 The Like Sign Dhnuon Events 

b~vents with two muons vvith the same charge arise from four main sources : 

• the nrnonic decay of primary n1esons produced at the event vert ex in 

the FCAL 

• the nrnonic decay of secondar y mesons prod11ced within the hadronic 
shmver; 

• hadron s w hich reach the rn11011 chambers and sirrrnlate the properties 
of a muon and 

• events in w hi ch there is an overla.1) of a z/T interaction m the FC :\ L 
I'· 

v.: ith a muon in the beam. 
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Other sources of background are 

• Overlap of two neutrino events : These accidental coincidences 
ctre expected Lo be eliminated by the spctce and Lime correlation cuts. 
The effect of these cuts are described below in the context of becm1 
nmon ovcrla.p events. The same arguments and conclusions apply to 
the overlap of neutrino events. 

• Two n:mon event in neutral current interactions: The probability 
of observing a like sign event in which both m110m arc produced from 
1i / /{ decay or hadron p11nchthrough in ne11tral current events may be 
estimated using a neutral current Vlontc Carlo sample. Zero events 
remained in a. sample of 57 ;945 neutral current events after the dimuon 
selection algorithm ''Vas applied. If the number of events that pass 
the nits is treated as following a Poisson distrib11tion then, given an 
observed number of zero events; the probablility of the true mean of 
the Poisson distrib11tion being less than 3 events is 95 %. A 95 % C.L. 
upper bound on the probctbility of observing ct like sign event from 
ct neutrctl current interaction is O.OOOOfi (i.e. :~/fi'7, 945). Using the 
observed number of l/;;·c events ctnd the cross section ratio[2] 

cr(1/ + ;\! ---+ J/ + anylhi1u1)· /I. /I. . • _ 0 ·)~ 
~ . - .~.) 

cr(1/µ, +JV ---+ 1r +anything) 
(5.:3) 

kss than '10 events arc expected in the li kc sign sample. This is kss 
than 2% of the like sign sample. 

The b'C,-\ L was imtrnmcntcd and calibrated without the me of a pion 
test beam and so there was no possibility of measLtring the muon production 
rates by hadrons. Civen this, it was deemed necessary to combine the first 
three background contributions into one component; the 7r / K background, 
and estimate the overall background rate using :VIonte Carlo methods. 

The backgro1md s11btradion algorithm; for any distribution A under 
study, proceeds as follmvs : 

l. Estimate the size of the beam overlap bctckground in the like sign sam­
ple. 

2. Subtracting this overlap bctckgroumL estimate the number of 7r / K like 
sign events. 

;L Using the lVIonte Carlo, calcuhtte the ra.Lio, R, of the number of ob­
served opposite sign backgro11nd events to the 1111mbcr of observed like 
sign events. This scale need not be the same for ne11trino and antincu­
trino induced events. 
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4. Form the sa.me distribution for the like sign events in the data , A~·~Lj!~. 

o. Scale Ai;~~~J ';f in each bin by R,. 

6. Subtract the reweighted distribution Ai';~~ ·;[ from .A. 

This prescription irnplicitly assumes that the simulation descri hes the Ii kc 
sign events and opposite sign background events adcq11atdy. It will he shown 
below that this is the case. 

The follmving disntssion is concerned, 1mless otherwise specified, with 
the backgro1md estimate for the ne11trino induced dimuon sample. The same 
arguments <-tpply for the a.ntineuLrino induced tmmple except LlrnL the signs 
of the muons a.re reverned. I'or example, the like sign sample in neutrino 
inLeradions is composed of two nmons with negaLive electric charge, where<-ts 
the two muons lrnve posi Live cha.rge in antineutrino interacLions. 

Beam Background 

A potentia.lly dangerous contaminant of the like sign sample are overlap 
muons. Despite the extensive shielding in the beam line , some muons from 
interactions close to N01\1AD arrive with the beam. The veto subdetector 
is not 100 % efficient, allowing :2 - '.~ 7c of Lhese beam rrrnons inLo the FCAL. 
If there is <-t coincidenta.l overbp in time and space of <-t beam muon with 
a charged current neutrino inter<-tction Lhen the evenL will be accepted as a 
v<-tlid like sign dimuon. The cfanger of these events is that Lheir inclusion in 
the like sign sample overesLinrnLes Lhe number of fl - µ- events leading, <-ts 
di srnssed a.hove, to an ovcrcstirnatc of the opposite sign hackgrmmd. 

Fi gure 5.1 compares the distribution of the distance between the extrap­
olated positions of the hvo muons at the vertex plane in like sign events. 
The top plot is the distribution from data whereas the bottom plot is from 
the simulation. YVhilst the simulated distribution is a steep function, falling 
essentially to zero at a radius of c:::: 20 cm, the data distribution exhibits 
an additional fiat b ackground ca1isecl by the overlapping nrnons . Since these 
muons a.re uncorrelated wi Lh the neutrino inLerndion, boLh in Lime <-md space, 
it is expecLed Llrnt mosL will be removed by the correlation cuts. The over­
bp rejecLion efficiency ca.nnoL be estinrnted using Monte (\trlo meLhods <-ts 
these muons a.re a. combina.Lion of 1nuons associated with the neuLrino beam 
and those produced in neutrino interactions in all Lhe nrnterial upstre<-m1 of 
:\O}IAD, consisting of Lhe CHORUS deLecLor and other structures housing 
smaller neutrino cxpcrinw nts along the beam line. Interactions in this rna­
tcri a l arc a.lmost impossible to adcq11atd y sirrrnlatc. However , an cstirnatc 
rnay he obtained from the study of events which arc obvious overlaps. Like 
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Cut Number of events Rejection Efficiency 

396:5 0.0 % 
Ei1 > 4.5 ;~%ti 0.0 % 
Ef > 4.5 3806 4.0 % 
SpaJiaJ Correlation ll 6 96.9 % 
Temporal Correlation u 99.'7 % 

Table :S.3: !{ejection efficiency for beam m110n overlap events. 

sign events in which the two muons have a radiaJ seµa.raJion of more than 
50 cm result from the overlap of beam muon wiLh a single muon l/~c event. 
These events were scanned and Lhe pc.trameLers, spatial position, time and 
momenta., of the beam muon in the event were recorded. The beam muons 
were then merged with an ii1dependent sample of single muon events t aken 
from the data to form a sim11lation of the overlap background. \; sing this 
procechire, a sample of 3965 beam muons was gathered and merged with 
z/T interactions. Table :S.3 shows the m1mber of events remaining after the 

/L 

dinmon selection algorithm was applied. 
Treating the number of events which µas s the cu Ls c.ts being Poisson dis­

tri b11tcd, a 95 % upper bound for the observed nmnber of B events is 20 
events[5·1]. That is, if the number of events that pass the cuts fol lows a Pois­
son distrib11tion v.:ith a mean of B then the probability of observing less than 
20 events actually passing the cuts is 9.5 %. This implies that there is 95% 
probability of the rejection efficiency being greater than 99 .. 5% (J - 2;~J. 
The beam background is essentially eliminated from the like sign sample by 
the correlation criteria. 

7r / J{ Background 

The opposite sign background is not fully described by the like sign sam-

ple. In a reJ:!ion in which onlv valence qtLarks interact ( x 8 J· > 0.2), a lice ' ' ~ . . ' µ 

interadion is c.t scatter of the neutrino olI a d-qua.rk. Assuming no cha.rm 
production, the a-qlrnrk which is produced urny combine eiLher wiLh a d­
qlrnrk, producing a 71" + , or a u -qlrnrk producing a neutral meson such as 7ro 

or p0 and an as:mciated 71" + . The remainder of the jeL musL be either neuLraL 
if the neutrino interads with a neuLron, or possess a single positive clrnrge 
when the scatter is from c.t proton. Hence, in l/1~c interacLions more posi­
ti vely ch ar ged particles must be produced than negatively charged particles. 
Table 5.··1 shows the fraction of positive and negatively charged pions and 
kaons with respect to the total number of pions and kaons produced in sinm-
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Particle Positive Charge Negative Charge 

7r 2:59302 l 870.5 11 
]{ :rn791 2riri:~4 

total 298093 202588 

Ta.ble ti .4: :\umbers of µosiii vely a.nd negatively charged particles in sirnu­
laJed l/;·c even is. The fra.cLion of posiLi veto negaJi ve mesons is 1.4'7 l ± 0.005. 

lated l<:c interactions. The table shows that the 1111mher of positive mesons 
produced is greater than the number of negative mesons by a factor of l .117. 

The sea.ling facLor required is not the ra.Lio of posiLi ve Lo nega.Li ve gentr ­

alul mesons in neutrino intera.ctions, however, buL raJher the ra.Lio of obs t:rued 

oppo::siLe sign background Lo like sign event::s. ThaJ i::s, Lhe ra.tio of generaJed 
events folded in with the a.ccepta.nce for the two charge component::,;. The 
ratio is shown in Ta.hie 5 .. 5, for both the ne11trino and antincutrino charged 
c11rrent sinmlations, and both arc consistent with the number predicted from 
the leading charge arguments above. It sh011 Id he noted that the background 
itself is a rare process. Starti11g from the total sample of 288,000 u2c events: 
on I y 61 hackgrmm cl events survive the rnts. .\faking the hackgrou n d seal e 

estimate more precise is, therefore: difficult as the only means available is to 
generate at least a factor of four more u;; :c simulation than is cLLrrently avail­
able. The generation of an event sample of the required magnitude would call 
for at least four months processing at a dedicated computing centre. Such 
an effort could not be realised. 

/\ complication arises >vhcn the origin of the positive and negative mesons 
is con sidered. Since the positive meson is more likely to he prod11ced as the 
leadin g meson in u

1
(?C interactions , the moment11m spectrum for this compo­

nent is expected to be ha.rdcr than that of the negative meson component. 
Hence, to be strictly accnrate the scaling ratio, R , sho11ld he a fonction of 
the secondary pa.rticle 1n01nentum (whether that particle be a true muon 
or a punchthro11gh hadron) . Howev~r, with the amount of u;;:c simulation 
available , splitting the l\1onte Carlo background into momenhtm bins would 
have introchtced a larger than acceptable statistical error on the ratio in each 
bin. The background estimate was made using the total ratio . 

Comparison of Like Sign Data and Simulation 

In order for the background subtraction prescription outlined above to be 
valid it is important for the sinmlation to describe the like sign data satis­
factorily. b' igmc :S .2 a.nd b'igmc 5.:3 show a comparison of the distri hutions 
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lice 
. ~· 

VC'C' 
. ~· 

Initial number of events 288,000 '/2,144 
::.,-umber of opposite 

sign backgro1md events (61 ± 8) . . 
(10 ± 3) 

.\11mbcr of li kc sign cvc11ts (110 ± 6) (.5 ± 2) 
raJio (L:i±(U) (2 ± l ) 

Table :S.5: ){atio of the nurnbcr of opposite sign backgr01rnd events and like 
sign events observed in sinm latcd u;;c and llpcc samples. 

Da.La. Simula-lion 
cc Like Sign cc Like Sign 

;3,062,7-17 8:311 l 118,l :53 iJO 
ra.Lio (2.7 ± 0.1) x 10-4 (2.7 ± 0.4) x 10-4 

Table 5.6: .\11mbcr of li kc sign dinrn011 events normalised to the num her of 
observed u

1
(?C events for daJa and sim11lation. The errors arc only statistical. 

of like sign events in daJa <.tnd simula.Lion. All.hough the sLc.ttistirn in both 
the cfata c.tud the lVlonLe Carlo s<.tmple are low the simula.Lion reproduces the 
sha.pe of ea.ch of the kinenrntic distributions reasona.bly well. 

The final item to consider is the m1rnbcr of like sign dirnuon events ob­
served nornrnliscd to the number of single muon u

1
(;'c events. These 1111mbcrs 

arc shown in Ta.hie 5.6 for events in the data and the sinmlation which pass 
all the nits described above. The nu111ber of u2c events shown for the simu­
lation are the n1unber that survive the charged current event selection cuts. 
The total sample contained 288,000 events. The relative rat es agree well. 

Since both the shapes of the kinematic distributions and the relative rates 
of Lhe like sign events in Lhe da.L<.t are adequately described by the simula.­
tion, there is justifica.Lion for <.tssuming Llrnt Lhe opposite sign background 
component is a.lso well described by the ::Vlonte Ca.rlo. 

5.3.2 Background Reduction 

As pointed out previously, the energy distribution of the secomhtry muon 
in charm production is harder than the energy distri bu ti on of rnuons from 
nwson decay. This provides a usefol nwans with which to cut some of the 
dinmon background. The optimal c11t on the secondary rnuon momcntmn 
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cc OSDM 0 SD M B ackg;ro un d 
9;3215 209 117 

ratio ( 2.24 ± O. lfi) x 10-:i (l.26 ± 0.11) x 10-J 

Table 5.7: _\11mbcr of opposite sign dimuon events and opposite sign back-

gr01md events norrnaliscd to the 1111mbcr of z/T events in the sirrrnlation 
f'· 

within the fiducia,J voh1mc. The errors arc statistical. 

rnay be f01md by nrnxirnising the function 

tosrnr(E.,11t)Rosn:vr + (1 - tRAcg(E,,ut ))RRAC f( S( k',"i) = -----------------
RosnM + RB.4CK (5.:1 ) 

where tosrnr(E,,,it) is Lhe selection eITiciency of dimuons and is a function of 
the value of Lhe cut on the energy of Lhe secondary rrrnon, ( l - t R And E,,11t )) 
is Lhe eITiciency for rejecting background events from c.t J/~:c Monte Carlo 
sample, and Rosrnr and RRACK c.tre Lhe production mies of opposite sign 
di muon and oppo::; i Le sign dimuon lxtckground event::; with respect io the 
number of ::;ingle muon 1f 'C inLeracLiom produced. The rnie::; of dimuon 

'-.... JL 

and dirnuon background production arc shown in Table .5 .7 (i .c. HosJJM = 
(2.2.5 ± 0.1 .5) x rn-J and HHAC'J{ = (1.26 ± 0. l l) x rn-J) and the cvoh1tion 
of S vvith m1cccssivc energy rnts is presented in Table 5.8. In this table 
the dirnuon recognition algorithrn has been applied to all san1plcs , with the 
exception of the secondary muon energy rnt, which is being varied. The 
res11lts suggest that the optimal procedttre w011lcl b e to exclude events which 
have a secondary muon energy less than 4.5 C:eV. The table suggests that 
the optimal energy rnt is at 4.5 Ge V. 

/\ similar mdhod based on minirni7.ation of the preci sion of the signal 
was al so investigated. The optimal rnt was f01md to he at the same val11c as 
above. 

5.4 Dimuon Data Sample 

The number of dirnuon event candidates , both like sign and opposite sign, 
w hich passed the dirn110n selection criteria arc outlined in the Table 5.9 along 
with an estim ate of the background. 

The nurn ber of events after correction for the (0.95 ± 0.01) identifica­
ti on prohahi lity (cf Section .'5.2.1 ) arc (3116 ± 251) for the nc11trino ind11ccd 
dirn11ons and (112±;36) for the antinc11trino induced dirrrnons. ;\pproxirnatdy 



5.4 Dimuon Data Sample 139 

Chann }IC Background MC s 
E wt (CeV) ~umber Efficiency N1Lmber Rejection Efficiency 

1.0 8090 100 % 96 0.0 % 611.0 
2. 0 8090 100 % 96 0. 0 % 64. 0 
3.0 8086 99.9 o/c, 94 2.0 Yc 64.8 
3.5 7927 97.9 % 88 8.3 % 6:S .il 
4.0 7 506 92.7 % 78 18.8 % ()().1 
·1.5 6899 85.3 % 63 :311/J % 67.0 
tJ. 0 6266 

...,..., r-: 
ii .d % 5'.~ 44.8 % ()ti.8 

- I'.: o. ;J 5628 69.6 o/c, 44 54.1 Yc 62.9 
6.0 5070 f) ') '7 - ~.1 % ;3;3 6.5 .6 % :S9.6 
7.0 4198 51.9 % 29 69.8 % ti().8 

Table 5.8: The background reduction function S c.ts a function of Lhe value 
of the cuL on Lhe energy of Lhe secondary muon. This Lc.tble suggesLs LhaL the 
OJJLimal enerl!:v cut is c.tt 4.5 GeV . 

.._i .J 

OSDM Like Sign B ackgro un d Corrected OSDM 
Stack - - - -

l/11 l/11 I/I'· J/JL l/!'· l/11 l/ 11 ///I 

1 1040 "" ') I~ 194 4 291 8 749 ± 87 64±10 
2 128/1 86 269 9 11011 18 880 ± ll 3 68±11 
'. ~ U06 100 '.~24 10 48() 20 820 ± U2 80 ± 16 

St acks 1-:3 I :36:30 I 258 I 787 I 23 I 11 81 116 I 211119 ± l 911 I 21 2 ± 22 I 

4 I 1006 I 59 I :325 I 4 I 489 8 1 517 ± 135 I 51 ± 10 I 

To Lal I 46:~6 I '.H 7 I 11 U I 27 I 1()70 

Table .5.9: .\11mbcr of u and :V-indnccd events identified using the dimnon 
selection algorithm as a foncti on of the stack in w hi ch the interaction oc­
c1irred. Shmvn arc th e tot al num ber of opposite sign events observed , the 
tota l nurnber of like sign events~ a backgrmmd estimate and the number of 
opposite sign events frorn charm prod11ction corrected for background. The 
backgro1rnd is estimat ed by scaling the mLmber of like sign events by 1.5 ± 0.:3 
(see Section 5.:3. 1) for the ne utrino ind1Lced dinrnons and by 2.0 ±LO for the 
antine1Ltrino sample. The uncertainty on the number of corrected events 
contains the st atistical error on the raw OSD:VI and LSDM event numbers 
combined in q uadrat me with the error on the backgro1md scaling factor. 
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half of the antine11trino sample arises from contamination by misidentifica­
tion in the neutrino sa.mµle. As discussed c.tbove, the rntio of the num­
ber of dimuom; produced from c.mLineutrinos Lo those produced by neutri­
nos is 4%,, implying Llrnt Lhere should be on the order of 124 opposite sign 
dimuons produced from a.nLineuLrino inLeradions. This number is consistent 
wiLh the number of misidenLificc.ttion corrected c.mLineutrino induced events 
of (112 ± ;36). ;\display of a dim11on event in NOMJ\D is shown in Figure 
.5. ·1. 

The kincmaJic distributions of dimuons in the data and simulation arc 
compared in Figures .5.:S - .5.6. The means and K,MS deviations from the mean 
for the expcrimcnta.I a.nd rcconstrnctcd Vlontc Carlo samples arc s11mmariscd 
in Table 5.10. The variables shown are 

• Ef1 
: The energy of the primary muon. 

The energy of the secondary nrnon. 

• 1<;?/: The visible hadronic energy inch1ding the energy of the sec­
ondary muon. 

• E~is : The visible neutrino energy. This is the sum of Ei1 and E~tsd · 

• Q~is : The squared magnitude of the momentum transferred to the 
haclronic system. This was defined in Equation 1.3. 

• ;i;Hj : Hjorkcn x (sec b~q11ation l .:S). 

• YR.i : 13jorken y (see Equation 1.6). 

• z ·v·is : The fraction of the hadronic energy carried by the secondary 
muon. This is defined to be 

( 5.fi) 

The disLribuLiom; from the MonLe Ca.rlo do noL agree well wiLh those 
from da.Lc.t. The energy of the seconda.ry muon is signifirnnLly sofLer in the 
simula.Lion Llrnn in the cfaLa. The c.wera.ge C/2 a.nd the a.verage :r R.1 are much 
sma.ller in the data. a.s c.ue Lhe RMS devic.ttions from Lheir respedi ve mec.ms . 
The comµa.rison suggests Lhat charm simula.Lion used in the sLa.nda.rd ~·lonte 
(\ulo i::; noL producing Lhe kinematic::; a.µµropric.tte Lo dimuon µroducLion from 
charm. b' ig1Jre .5 .7 compares the distributions of the neutrino energy, f,',,, 
.rH,;, and the energy trnnsforrcd to the hadronic system, v, in the Nb~GLIH 
simulation and according to the cross section in b:quation l .38. In both 
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OSDM Data OSDM Monte Carlo 

qu<-tnLi Ly Me<-tu rnrn Me<-tu RMS x'.2 /dof of .fit 
/; '}L 

'l (Gell) 38.7 3·1.2 33.9 30.9 35 /211 
E~' 

2 (GeV) u.:~ 8.6 10.5 7.1 127/19 
r/'"d (GcV') 

l FtS , -
;36.1 18.9 3:5.9 19.8 15/H 

El'. 
vi s (GeV) 76.l 41.9 7L~ 41.6 ') ~ j'Y4 ~,_) ~ 

Q:•ts (G l'/ f e ... c - 11.2 9.6 15.6 11.5 46/14 
XH:i 0.19 O. lil 0.28 O.l 9 2311 /9 

YR.i 0.54 0.21 0.56 0.20 11/9 

Z i;is o.:36 0.15 0.:32 0.15 39/9 

Ta.ble 5.10: }Iea.n <-tud R.MS va.lues of Lhe reconsLrucLed kineurntic va.ria.ble 
disLribuLiorns for oppo::siLe sign dimuons in chtta and MonLe Carlo, Logel.her 
wiLh Lhe x2 of the comparison of Lhe shapes of Lhe di::sLributions. 

cakulaLions the value of Lhe charm ma::ss vrns L~ GeV/c2 <-tud the ::sLrucLure 
funcLions used were cm:V-110[55]. 

J\s Figure 5.7 shuws, the sta.ndard NOM;\]) Monte Carlo docs not de­
scribe the dimuon proch1ction process. The Bjorken y distribution is far less 
skewed to high vahtes, indicating that the charm mass threshold is not being 
taken into account properly. The difference in the Bjorken x distrib11tions 
show that slow rescaling (in which the stnicture functions are dependent on 
the slow rescaling variable ( rather than Bjorken x (see Section LS. l )') is not 
being <-tpplied. Inspection of the eveuL general.or show::,; LlrnL Lhis is indeed the 
ca.se : slow resc<-tling is not implemented <-tud cha.rm urnss threshold e1Ieds 
are introduced vi<-t a. somewha.L ad hoc "fasL re::sc<-tling" procedure in which 
Lhe invariant nrnss of the hadronic sysLem is required to be large enough to 
accommodate a he<-wy quark. Although this inLroduce::s a.n <-tpproximaLion to 
the charrn mass threshold~ in the light of the discussion in Chapter I, it is 
clearly an inadequate description. 

5.5 FADE - An Alternative Charm Monte 
Carlo 

The problems aLLendant Lo Lhe sL<-tuda.rd :\"OYIAD MonLe Ca.rlo descripLion of 
charm production \Vere resolved lrning an alternative Monte Carlo which was 
specifically constructed to sinm late opposite sign dirn11on events in the FCJ\ L. 
b';\])E (Fcal J\naJysis of J)irn11on b~vcnts) simulates the kinernatics of hoth 
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single m11on charged current events and opposite sign dimuon events. It then 
smea,rs the observa.ble va.ria.bles using smearing and a.ccepLa.nce La.bles derived 
from the sLa,uc.htrd ::\0:\:IAD MonLe Ca.rlo. This c.tllows a. lc.trge event sc.tmple 
Lo be generc.tted in a much shorter Lime Lha.n would be the case if ec.tch evenL 
wa.::; pc.tssed through the GE::\0:.VI/HECON clrnin. The sLa.nda.rd ::\0:.VIAD 
:\fonte Carlo clrnin is used for the e::;tiurnte of Lhe 7r / J{ bc.tckground as Lhi::; 
rcq11ircs extensive sirnulati011 of the hadronic system and its interaction with 
the detector dcnwnts. 

5.5.1 Detector Acceptance and S1nearing 

A deLecLor i::; noL c.t perfect imtrumenL. :.VIisalignmenLs , errorn in Lhe energy 
mea.::;uremenL, due both Lo shower flucL uc.ttions and error in the energy cc.tli­
hration ~ tracking errors at high momcnh1m, geometric acceptances; all these 
(and more) serve to distort the input event variable distributions. It is the 
function of a detector simulation to model such effects so that corrections 
rnay he determined. The sinrnlation 11Scd in F;\Db: is straight-forward and 
relics on the main NO!Vli\l) Monte Carlo. 

Muon Acceptance and Smearing 

GEN()l\:1 v.:as used in test beam mode to determine the muon geometric 
acceptance. i\ sample of I 00,000 m110ns was generated in the centre of each 
stack of the FCAL with energies between 0 and :300 CeV and with an ang11lar 
range sufficient to cover the solid angle subtended by the muon chambers at 
the FCAL. Since the particles follow a curved traj ectory in the magnetic 
field, the acceptance is a function of both angle and momentum. 

The direction and energy of the m110ns were smeared using the results 
of the rnuon identification study in Section 11.2. The "measured" energy of 
the muon was then obtained by smearing the sirrrnlatcd energy by a gamsian 
with a. I% offset in the rcsol11tion and a 3% standard deviation (sec Figure 
4.2) . 

The muon direction wa.s smec.tred by giving Lhe muon a ::;urnll angulc.tr 
offaeL \Vi th respecL Lo it ::; iniLia1 direction of mo Lion. The size of Lhe oliset 
wa.10 calculc.tted by compa.ring the direction of Lhe genernted a.nd mec.tsured 
rnuon rn orn cnt1m1 vectors in the muon Monte Carlo sample for each stack 
and fittin g a function to the ang11lar deviation distribution. The fit function 
was 

f(B) (5.6) 
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II Stack I A 1 

l 9.56 -J 8.22 9.76 
2 10.27 -18.71 9.44 

3 J 2.il 7 -20.68 J J .113 
4 lt>.90 -:Z:L:U U.82 

Ta.ble 5.11: FiL µa.ra.meLers u::;ed in Lhe pa.rameLrisaLion of Lhe muon direcLion 
smearing. 

where 0 is Lhe a.ngle through which Lhe muon tra.ck ha.<l devia.Led from the 
iniLia.l direction in ra.<lians. The fil. µa.ra,meLers for each sL<.tck c.tre ::;}10wn in 
Ta.ble ti.ll. 

In practice, the rnuon acceptance is relatively insensitive to the multiple 
scattering dfects v.:ithin the FC/\L. ;\tan energy of :S.O (~eV, which is jmt 
above the muon energy threshold, a. nrnon traversing the entire length of 
FCAL >vo11lcl scatter thro11gh a mean angle of approximately 25 mrad. This 
would res11lt in a. shift of the impact position of the muon in the muon 
chambers by only 15 cm. 

Hadronic Energy Smearing 

The lrndronic energy is smea.red in a simila.r way. Tc.tbles were produced 
relating nwas1ired to inp11t hadroni c energy for interactions in different parts 
and different stacks of the FC.:\ L. The central region , near and across the 
rnid-stack ga.p , is handled by a. separate table to take the large difference 
in energy resolution in this area into acc01mt.. The tables al low one not 
only to take the mean rneasured energy into account , but also the shower 
fiitctuations. 

5.5.2 The FADE Single Muon Event Generator 

The single muon l/~,'CJ events provide an excellenL means to LesL Lhe a.cceµLc.mce 
and smea.ring description in the }fonLe Ca.rlo. A sample of 100,000 J/~:c evenL::; 
were generc.tted in FADE and Lhe c.tcceµLc.m ce and smec.tring algorithms were 
applied. The events were generc.tted u:~ing Lhe cros::; section in Eqlrntion Ln. 
The FCAL La.rgeL is noL isoscc.tla.r~ containing c.t 5.G·7(;% exces::; of neutron::;~ and 
so Lhe iso::;calc.tr correcLed cros::; section was u::;ed. The parLon densiLie::; were 
those m easured by the CC fl{ experiment [7:3]. These were found to flt the 
shape of the data distrib11tions somewhat better than the (~HV-HO parton 
densities. The visi hie Q2 of the selected event sarnple was required to be 
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greater than 1.0 (CeV/c) 2 as the parton densities are not defined below this 
region. The I/~·c selection a1goriLhm used in Section 4.:~ we.ts used c.tlong with 
the requirement Llrnt the measured lrndronic energy be above ,j Ge V c.md the 
meatrnred muon energy be above 4 GeV. figure 5.8 shows distributions of 
vc.uious kinematic variables~ compc.tring the z{c FADE simulation with the 
single muon data. 

The distributions are in relatively good agreement, implying that the 
acceptance and smearing algorithm LLsed describes the data well. There is 

a small underesLinrnLe of the number of events in the Monte Carlo aL low 
hadronic energy indicating that the smearing aL these energies urny not be 
optimal. Iu genera.I, however, due Lo Lhe clrnrm mass threshold, dimuon 
events will occur wiLh huge hadronic energies so this problem is expected to 
be minimised. 

5.6 The FADE Dimuon Event Generator 

The first step in the gencrati011 of opposite sign dimuon events is to choose 
an event topology based on the cross section in ~:quation J .38. Once a valid 
event is generated, the charm qtLark is fragmented into a charmed hadron ac­
cording to a fragmentation function measured LLsing charmed hadron produc­
tion data in e+e- collider experiments[68]. The resulting meson is assigned a 
component of momenhun transverse to the original direction of the charmed 
quark using empirical data gathered at E5:31 at Fermilab [66] and is then 
required to deca.y semileptonically as described below. As in the single muon 
ca::;e, accepLc.mce functions are applied Lo Lhe secondary muon, c.md the vi::;i­
ble lrndronic energy iicl iclmeared. Kinematic vc.tric.tbles c.tre then recomtrucied 
using the smeared energies and directions of the lrndronic system c.md the 
IllUOnS. 

5.6.1 Charn1 Frag1nentation 

Hare quarks arc not observed in nature. Hence, there must he some mech­
anisrn vvhereby the quark produced at the hadronic vertex combines with 
other quarks to forrn the jct of hadrons seen in the detector. This process of 
"fragmentation" cannot be described in the scenario of pertLLrbative QCD. 
However there are a n1unber of non-perturbative models available which de­
scribe the basic featLLres. 

/\ 11 fragmentation models define a fragmentation pararnctcr: z. The exact 
definition tends to depend on the experiment: however, previous experiments 
on the production of charm in neutrino interactions [62, 6;3] have defined z 
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to be 

p ,'vf 
7 --­

,. - Jim~x 
M 

( 
r.:: .~) .). { 

where pu is the momeuLum of Lhe hc.v.lron, M, and P'.fr: is Lhe mc.tximum 
momentum which the kinematics will allow Lhe hadron to carry. For purposes 
of compc.uison, this defini Lion will be used in Lhis thesis as well. 

In order Lo use the results of the e+ e- collider experiments i L is necessary 
that the fragmentation be carried 011t in the W-boson-m1ckon centre of mass 
frame. In analogy with the CLb:O experimcnt[68], the maximum possible 
rnonwnt11m is denned to be 

l )nwJ: = J £'2 - rn.2 
AI beam (5.8) 

where rn is the nrnss of Lhe hadron. In Lhe boson-nucleon centre of nrnss 
frame 

2 Ebcam = vV (5.9) 

with Hl being the invc.t1fauL mass of the hadronic system, and so 

rnri.;r 
P,w (Vl/) 2 

- - rn2 

2 
(.5.10) 

The hadron is <issigncd a fraction .:: of this momentmn. 
/\s alluded to in Clrnptcr J the z distrib11tion of the charmed hadron 

is gcncrnlly parnmctriscd by a fragmentation function, O(z ). There arc a 
number of possible choices for the form of this functio1L but two specific 
parametrisations are most often used. 

• Peterson Function : The Peterson function is denned to he 

, N ( I cp ) -
2 

D(z ) = - 1 - - - - -
z z l - z 

(5.11) 

• Collins-Spiller Function : 

. ( 1 - z tc (2 - z)) . 2 ( 1 tc )-
2 

D(z) = i\' - --. + . _ _ · (l + z) l - ~ - ~ 
. I . ,_ I . ( r: l ') ). 

d. ~ 

where rp and ru arc free paranwtcrs, and N rn a normalisation factor that 
cmurcs that the inkgrnl of O(z ) is 11nity. 



5.(i The FADE Dimuon Event Generator 151 

f parameter 
Experiment Peterson Collins-Spiller 
CLEO [68] 0.16 ± 0.01 0.6 ± O.l 

ARGUS [69] 0.19 ± o.o:~ 
CCFR [6:3] 0.22 ± 0.05 0.8 ± 0.2 

Ta.ble 5.12: Experimenta.l determination of the charm qua,rk fragmenta.tion 
para.meter for the Peterson and Collins-Spiller frc.tgmentation funcLiorrn. 

The value of the fragmentation pa.rarnctcr: r: has been measured in both 
e+ e- col I icier experiments and neutri110 fixed target experiments. Table 5.12 
presents a compilation of the values of the fragmentation parameter, for 
both the Peterson and the Collins-Spiller functions, derived from various 
experiments. The CLEO experiment fo1rnd that the Peterson function did 
not adeq11ately describe their data, finding a fit x2 of 40.0 for 10 degrees of 
freedom. The Collins-Spiller hmction, on the other hand, fits the data well 
with a. x2 of 6.3 for 10 degrees of freedom. The CCFR determination of 
the Collius-Spiller fragmenta.tion p<.trnmeter is larger Llrnn Llrnt from CLEO, 
perhaps due to nuclear and reinteraction effects Llrnt are not present in the 
t+ t: - experiments, but is still consistent within the errors. This c.t1rnlysis uses 
the Collins-Spiller fragmenta.tion function with the fragmenta.tion para.meter 
defined by a weighted aver<.tge of the CCFR and CLEO results : t = (0.64 ± 
0.09). 

The species of drnrmed lrndrons produced in neutrino interactions we.ts 
mea.:mred by E5'.H [67]. Above a. visible neutrino energy of '.H) GeV, the 
production fractions were 60±6% /J0

: 26±6% n+, 7±.5% n;; and 7±11% ;\~. 
However, heca1rne the .:\ , is produced at low energies, the secondary muon 
from ;\" deca.ys ha.s a correspondingly lower energy than those from /J meson 
deca.ys. The acceptance for these mnons is small and most will escape the 
detector. This, together with the lmv semi leptonic branching ration of the 1\,, 
4.5 ± 1. 7 o/c,, means that the dinrnon sample may be assumed to be composed 
solely of D mesons. l\Ionte Carlo stLt<:lies support this conclusion, showing 
that the Ac contrib11tes to the final event sample at abo11t the level of 5%. 

5.6.2 Transverse Mon1entun1 of the D n1eson 

I )iiring fragmentation, the meson acq11ires a moment1nn component trans­
verse to the original direction of the charm quark. The Monk Carlo chooses 
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n± Branching Ratio 

ll fl 71" 0.03 

IJ fl /( 0.67 
LI fl J{* 0.30 
nu Branching RaJio 

LI fl 71" 0.08 
//fl J{ 0.()7 
l/ fl J{* 0.2ti 
Ac Branching Ratio 

A 1/ fl 1.00 

Table :S. B: The branching ratio of I) meson and ;\, baryon semi lcptonic 
decays relative to the total semileptonic branching fraction. 

a transverse momentum from a spectrum of the form 

dJ\T r - d PL -.-) = /\oc , T 

drr 
(.5.13) 

where Nu is a normalisation constant. The parameter f-J was measured to be 
,3 = 1.1 ± 0.3 by the LEBC EHS collaboration [70]. 

5.6.3 Charmed hadron decay 

Having generated the charmed meson, the final step is to perform the semilep­
tonic decay. The branching ratios of the different semileptonic decay modes 
of the D meson and the A.~ baryon are listed in Table 5.1:3[82]. 

The D meson is decayed using a spin-1 vector matrix element in the case 
of the J{* decay mode and a spin-0 pseudoscalar matrix element for the other 
decays [72]. As in Jetset[45], the decay of the Ac baryon is carried out LLsing 
a V-A matrix element to distribute the decay products. This takes the form 

(fl.14) 

where p;, i E { i\ 0 11, u~ :\}, arc the fo11r momenta oft he parti clcs in the decay. 
The decay is carried out in the centre-of-mass frame of the meson, randomly 
oriented and then boosted into the laboratory frame. 

/\ compasison of the dirn11on distrib11tions obtained from the data and 
the b';\l)E l\fontc Carlo arc shown in Figures 5.9 and .5 .10 and the standard 
comparisons of mca.ns and root rncan square deviations from the mean arc 
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FADE Data FADE Monte Carlo 
quantity l'vlean RMS Mean RMS x2 /dof of fiL 

Fl' 
"l ( c \ ') . JC r . 38.8 ;3-1.7 3:5.5 32.1 23/21[ 

Eµ 
2 (Gell) 10.l 5.0 9 .. J 4 ".' .. 25/19 

j<;lw,rl 
'l .l't S 

( c \ ') . JC r . 36.8 19. l 39.2 19.8 15/H 
Ez; 

Vl8 
(Oc:V) 77.4 42.9 80.8 4().0 25/24 

2 
Q,o,is (C-Y/ ' 2 

. , t · c) 13.2 10.9 12.8 10.7 12/14 
;1;HJ 0.19 0.1 /1 0.19 0.16 12/9 

.t}Rj 0.51 0.:21 0 .!)'.~ 0.21 10/9 

Z~·is 0.:36 0.14 0.:32 0.16 15/9 

Ta.ble 5.14: }Iea.n <.tnd R.MS va.lues of the reconsLrucLed kineurniic va.ria.ble 
disLribuLiorns for opposite sign dimuons in chtia and Monte Carlo, together 
with the x2 of the comparison of the shapes of Lhe distributions. 

shown in T'<.tble 5.14. The Monte Carlo sample wa.s genera.Led with <.t frng­
menLa.Lion para.meter of 0.()4, a cha.rm ma.ss of l.:~ (Ge V / (:2) c.md using the 
CCFH. strncture functions. 

In all cases the comparison of the simulation and data distributions has 
improved. In pa.rticulaL a dramatic improvement has been made in the :tB j 

and Q2 distributions, indicating that the correct dependence on the cross 
section has been implemented. 

As a. different lVlonLe Ca.rlo progra.m is being used Lo simula.Le the dimuon 
data. than was used Lo <.trri ve <.ti estimates of the selection efficiencies in Sec­
tion 5.2.1 it makes sense to consider how the efficiency may have changed. 
The same cuts as in the previous study were applied to the F;\ J) b: dirnuon 
sample. Tables 5.1 :S and 5.16 shmv the curnu lative and relative efficiencies 
as a fonction of the cuts. Since F.·'\ In: docs not track particles through the 
detector it >vas impossible to apply the timing cut. However, this cut affects 
the dimuon selection efficiency at a level of less than a percent and has a 
negligible effect on the event distributions of true dimuons. 

The efficiencietJ cc.tlcula.Led from the NEGLII3 c.md FADE Monte Carlo 
differ by <.tbouL 2 %. The ma.in contribution io the increa.se in Lhe efficiency 
is ihaL more evenLtJ pass the cuL on the seconda.ry muon energy in Lhe FADE 
sample, indica.Ling ihaL Lhe secondary muon ha.s <.t slightly lrnrder energy 
distribution in FADE than in NEGLll3. This can be e<.tsily understood by 
noting that the energy threshold induced by charm mass effects in F·;\ IH: is 
higher than in N EGLI H. The J) meson tends to a higher mean energy which 
will, in tim1, translate into a higher mean energy for the decay nrnon. 
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Sta.ck l 
Cut Number of events Efficiency Relative Efficiency 

2:5167 
b'i chi ci al ;\rm 17288 100 % 100 % 
Trigger Threshold 17:W;) 99.8% 99 .8% 
_\ µ > 0 129116 7.5.8% 7.5.0% 
Vertex Associa.Lion 12279 71.0% 94.8% 
E'' I > 4.5 CeV 11713 67.7% 95.4% 
_\ ,, =2 28H 16.3% 211.0% 
E'' 2 > 4.5 GeV 27ti4 lfi .9% 9'7 .8% 
Spatial Correlation 2602 15.0% 94.5% 
I dentin cation /\ lgorithrn 2391 1:3.8% 91.9% 

Stack 2 
Cut N urn her of events b~fficiency Relative Efficiency 

2()ti()0 
fiiducia.l Area 1812ti 100 7c 100 7c 
Trigger Threshold 18070 99.7% 99.7% 
_\ ,, > 0 139113 76.9% 77.1 % 
Vertex Associa.Lion LU!() 7:L4% % .ti% 
Ep 

1 > 4. 5 CeV 12616 69. 6% 94.7% 
:;: ,, =2 :H9ti 1'7.6% 2fi .:)% 
E'' 2 > 4.5 CeV 3066 16.9% 95.9% 
Spatial Correl ation 29H 16.0% 9.5 .0% 
I<lentifica.Lion Algori Lhm 2719 lfi .0% 9:L;)% 

Table 5. l .5: u,, opposite sig11 dirnuon event selection efficiency for events 
generated by Fi\l)b: heginni11g stacks l and 2. 
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Sta.ck:) 
Cut N1unber of events Efficiency Relative Efficiency 

26:507 
b'i chi ci al ;\rm 1809:5 100% 100% 
Trigger Threshold 17988 99.4% 99.43 
.\~, > 0 1;3993 77.3% 77.8% 
Vertex Associa.tion U496 '74.ti% %.43 
E~' 

I > 4.5 CeV 12669 70.0% 93.8Yc 
.\,, = 2 ;3287 18.1 % 2:5.9% 
E~' 

2 > 4.!'i GeV :HJ72 lG.9% ~n.43 
Spatial Correlation ;3009 16.6% 97.9Yc 
I dentin cation /\ lgorithrn 2807 1.5.:5% 93.2% 

Stack 4 
Cut Nurnber of events b:fficiency ]-{dative b:ffi ci ency 

21766 
Fiducial Area 14799 1003 100(/<) 
Trigger Threshold 11869 80.2% 80.2Yc 
.\,, > 0 8621 .58.3% 72.6% 
Vertex Association 8:);)9 !)().;)% C)(' ".'/( . ). • c 

E'' 1 > 4.5 CeV 8024 54.2% 96 ')Yc -~ c 

:\fl = 2 222;) lfl.0% 'Y" ".'/( ~I. 1 c 
E~' 

2 > 4.5 CeV 2011 1:3.5% 90.4Yc 
Spatial Correlation 1971 1;3.3% 98.0% 
Identifica.tion Algorithm 1842 12.4% ~n.43 

Table 5.16: 111, opposite sign dirn11on event selection efficiency for events 
generated by F/\]) b: beginning stacks l and 2. 
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5.7 Dimuon Rates and the Charm Threshold 

Instead of the absolute dirnuon cross-section, dirrrnon analyses tend to fo­
cm; upon the ratio of the dinrnon to single muon rates. The reason for this 
is three-fold : this quantity is more directly obtained, is insensitive to the 
description of the beam profile, and the energy dependence of the rates pro­
vides information on the cha.rm mass and other parameters ( CKM elements, 
ammmt of strangeness in the nucleon). This section studies the relative rate 
and presents comparisons v.:ith several other experiments. The comparison 
will be made only on the neutrino sample; due to the low statistics of the 
antine11trino events. 

5.7.1 Extraction of the Relative Rates 

The dimuon rate was calculated using the following procedure: 

1. Hackgr01md subtracted dirnuon and single muon data were binned m 

five E.;;,is bins. 

2. Hoth samples v.:ere corrected for acceptance and kinematic cuts. In the 
dirnuon cc1sc the correction also takes the u-v misidentification and the 
missing energy elite to the unobserved neutrino in the meson decay into 
account. 

3. The corrected dimuon data rn divided by the corrected single muon 
data for each /'.:.~:·is bin. 

The correction factor used for the dinrnon and single m110n samples was: 

V(E 11
) A(Eu ). = " . gen 

vis \ ' ( u u ) 
.' 

1 
l'~' -v -i s , obs 

(
r: l ~. 
d . ·l) 

where N (E 11
) 9 cn represents the mtmber of events generated in bins of incident 

neutrino energy and N(E~i:s) obs represents the mtmber of events observed in 
bius of visible neutrino energy. The dirnuon Lo single muon cross secLion 
ra.Lio ::; <-tre displayed in Ta.ble fl.17 <-md shown in Figure .:i.11. Also shown in 
Figure fl.11 are the <-tccepLance corrected resulLs from Lhe CCFH. experiment 
[6:2] and Lhe CDIIS experirnenL [75]. The Lhree experiments <-tgree well in the 
energy ra.nges Lo which they a.re sensiLive. The NOMAD a.nd CCfR result ::; 
agree with the LheoreLic<-tl predicLion ba.sed on the slow resrnling mecha.nisrn 
at 7croth order in Os . The CDHS results arc systematically lower than both 
the NO!Vli\l) and CCFH. data and the theoretical prediction , indicating a 
possible fortlw r thres hold effect in the CDHS data at low energies. The 
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~fonte Carlo >vas generated with a charm mass of 1.:3 (CeV /c2
). Both the 

single muon a.nd dimuon ~fonie Carlo samples used the CCFH. sLrucLure 
funcLions. 

IL should be noted ihaL, aJLhough Lhe relaJive ra,le is independenL of the 
neu Lrino bea,m profile when ii is s L udied as a. funcLion of Lhe neu Lrino energy, 
Lhe ioLa.l raLe is noL. The number of neuLrino charged current iniera,cLions 
observed in a, phase space clement (:r + rfa:,y + dy,f;,, + d/';11 ) is 

(5.16) 

where :VT is the m1mber of target nucleons in the experimental fiducial vol­
ume, :V" is the number of neutrinos passing through the fid11cial volume over 
the course of the experiment, l.f:>l/(E1,) is the shape of the neutrino fiux as a 
hmction of the neutrino energy, normalised SLLch that fl.f:> ,, (Eu)dE11 = lm-2

1 

and {Per/ d:rdydE11 is the neutrino-nucleon interaction differential cross sec­
tion. Similarly, the number of ne1Ltrino ind1Lced dim1wn events observed is 

(.5.17) 

The beam profile dependence ca.ncels when Lhe rela,ii ve ra.Le, R, a.s a. funcLion 
of energy is calculaJed 

J J( I;) TJ TM/ ft: I· IL' .)dt J. (; () (; l, (;yr; / '• 11. ·(, .y 

f f(d10"cc /d:rdydE,,)d:nly 
(5.18) 

However, vvhen cairn lating the integrated relative rate, the hearn profile must 
still be taken into account 

JJJ<l)" (L.' )(I;) TJTM/ft:f. /L' .)d t J. dL' .. 1·,1, _G () Gt.., G yr; 1'•11. ·(, ·!J . r,,, 

(5.19) 

This beam dependence changes the rate from the valLLe that is, na.ively, pre­

dicted by Lhe ratio of Lhe inLegraLed diITerenLia.l cross secLions. In Lhe ca.se 
of NOIVIAD, Lhe eITeci of Lhe low energy beam is io decrea.se Lhe number of 
observed dimuon e vents Lo yield a, ra.ie of (4.14 ± O.Ofl) x 10- :J. The opposiLe 
eITecL occurred in CCPR which had a high energy beam ( an a.verage neutrino 
energy of 140 GeV) a,ml mea,sured a higher Loial re.tie of (7.U±0.2:)) x 10-:.1. 

As c.t check the same exercise nrny be performed using Lhe dimuon sc.tmple 
generated hy NEGLIH. Fi gure 5.12 compares the NOM;\J) data corrected 
for acceptance and kinernatic effects using the charrn prod11ction rnodel in 
.\ ~:C~LI H. The neutrino ener gy depemkncc of the dimuon selection efficiency 
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Ne11trino Opposite Sign Di muon !{ates (m, = 1.:3 ( -, ) '))) bcV c. 
Energy Bin fl 

- Data fl- fl+ Data fl 
- fl- ft+ aµ.-µ+ /a,,-

(Ge\!) AccepL. Corr. Accept. Corr. x10-:i 

0 - 20 178,677 211±7 .5.7 ± 0.1 Tl ±10 1.6 ± 0 .. 5 
20 - 40 687 ,246 4fi8 ± tiO 2.02 ± 0.0:) U.8 ± 0.4 4.fi ± O.fi 
··10 - 70 ·167,932 722 ± 96 l .112 ± 0.02 :S.il ± 0.1 5.8 ± 0.8 
70 - 100 229,'.FJ8 fiG:) ± 82 LU± 0.0:) :L4 ± 0.1 6.2 ± 0.9 

100 - 200 187,799 604 ± 91 1.86 ± 0.04 4.6 ± 0.1 8±1 
200 - 300 7,372 2,5 ± 12 :3.2 ± 0.2 :S,;3 ± 0.;3 6 ± ;3 

Tota.I L7fil,012 2:)96 ±LU 2.09 ± 0.0:) 6.:)fi ± 0.07 4.14 ± O.Ofi 

Ta.ble fi.17: :\ eutrino induced opposi Le sign di muon rates correcLed for a.c­
ceptance a.nd kinematic cub by a dimuon simula.Lion with a charm mc.tss of 
l .3 (GeV/c~). Cohmrns represent: (l) energy bin: (2) raw single muon data 
after all rnts: (:3) background subtracted dim11on data after all cuts, (il) ac­
ceptance correction to the single muon data (:5) acceptance correction to the 
dinmon data. and (6) dinm011 to single muon ratio. 

in FADE differs ma.rkedly from that in NEGLII3. This belrnviour of the ra.Les 
is a fnrthm indication that NE(~LIH docs not describe charm quark prod11c­
tion kinernatics appropriately. 

The charm analysis presented in the following chapter uses FJ\D~~ rather 
than .\~:C~LIH for several other reasons: 

• Cha.rm producLion a.nd the subsequenL meson deca.y is correctly mod­
elled. 

• The progra.m can genera.Le lc.trge evenL samples much faster tha.n if the 
NOIVIAD Monte Ca.rlo chain were Lo be med. 

• Ii is stra.ightforwa.rd Lo vary pc.trameLern in both the cross secLion and 
the description of the fragmentation and 

• F.:\D~: better describes the available FC;\L dimuon data. 

5.8 Previous Experiments 

The phenomenon of charm production by ne11trinos had been investigated 
by a number of experiments since 19711[77]. Dirnuons have been stmlied by 
three types of detectors : 
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• Counter Experiments : 

FMMF Collaboration : This detector was a low density sand­
sted calorimeter vvhich micd flash chambers for particle tracking. 
It rnn in the Quad-Triplet heam at the Fcrmilah Tevatron [78]. 
The dirnuon sample consisted of events in which the momcntmn 
of both rnuon s v.;;1s greater th an I 0 Ge V / c. 

CDHS Collaboration : Running at the CEHS SPS, the CERN­
Dortmund-Ileidelberg-Sada.y detector accumulaLed the la.rgest sam­
ple of opposite sign dimuons to date [7.5]. The experiment was a 
calorimeter ming a n1agneti7'cd steel target with drift chamber 
tracking and required that hoth muon momenta he greater than 
~ (-' \i I ,) _TC • C. 

CCFR Collaboration : The CCFR group aJso used a high den­
si Ly target calorimeter, Lhis one rnc.v.le of iron plaLes interlea,ved 
with scintillator phrnes, a.nd drift chambers for tra.cking. It ran 
in Lhe Quad-Triplet beam aL Lhe Fermila.b Teva.iron and has pre­
sented many results on opposite sign dimuons , including the first 
analysis using Next-to-Leading order QCD[63 , 611]. The analysis 
imposed a cut of 9 CreV / c 011 the momcnh1111 of the primary muon 
and .5 CreV/ c on the secondary muon momenh1m. 

CHARM II Collaboration : The CIIARYI II detector was a 
nrnssi ve, fine-grained c.tnd low density detector designed for the 
study of muon neutrino scat Lering on elecLrons. IL used glass c.ts 
the neutrino target and streamer t11hcs instrumented with cathode 
strips as hoth the calorimeter and tracking detector. The dimuon 
anal ysis imposed a cut on the momenta of both muons of greater 
than 6 GcV / c. 

• Bubble Chamber Experiments : 

Columbia-BNL-Rutgers: The highest statistics dilepton (p - r +) 
sample from a bubble chamber experiment was gathered by the 
Columhia-H.\L-l{utgers collaboration. The experiment med the 
Fermila.b LS-ft bubble chamberfllkd with a Ne-H 2 mixturc[80] and 
accepted events in v.: hi ch the momenh1111 of the secondary positron 
v.:as a.hove 300 IVlcV / c. 

E632 : This experiment a.lso used the Hi-IL bubble chamber c.tt 
Fennilc.tb with a :\ e-Ih mix [81]. Their dimuon sample required 
hoth n111ons to ha.ve greater than 11 Ge\/ /c of momenh1111. 
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Cmmter Experiments 

b~xperiment f;,, (GeV) - + 
/I /l 

+ -
/1 /I 

F11MF :30-600 ;39;3 

CDHS 0-;300 l l 011 l :368.5 
CCI'R :HJ-600 rio:m lOGO 

CHARM II :30-:300 :3100 700 
NOIVI/\]) 0-300 :3 l l 6 l 12 

Bubble Chamber Experiments 

ExperimeuL E,, (GeV) fl-1+ fl+ z-
Col-B~L 0-200 461 (ft-e+) . , 

b~6:32 l 0-1150 1[0 (p-11+) R( + -) c JI /f 
NOMAD 0-'.HJO :~20 (fl-t.+) 

Emnlsion Experiment 

Experiment E 1, (CY' 1e I ) Charmed Hadron Events 
K5:3l 0-250 122 

Table 5.18: S1unmary of data. samples from previous neutrino charm produc­
tion experiments. 

• Other Experiments : 

- E531 : Although only c.tccumulaJing a small number of events, 
Lhe Fennilc.tb Efl:H experiment is unique in being an emulsion ex­
perirnent [66, 67]. This detector measmed charm particle prod11c­
tion directly by identifying and reconstrncting the charm particle 
decay in the em11 lsions. Much of the information 11sed in opposite 
sign dinmon Vlontc Carlo codes comes from this experiment. 

/\ surnrnary of the results obtained from these experiments is given m 
Table 5.18. NO!Vt.:\J) appears in two places in the table in order to empha­
si7.e the hybrid nafore of the .\OVI!\ I) detector. The detector is capable of 
studying dimuon producti011 in the FC;\ L and both dim11011 and 11-c+[711] 
production in the main ta.rget . 



Chapter 6 

Charm Analysis 

6.1 Introduction 

Infonria.Lion <-tbout Lhe p<-uameters involved in Lhe production of clrnrm qlrnrks 
may be extr<-tcted through the study of opposiLe sign dirnuon events. The 
sha.pes and sizes of Lhe disLributious of the va.rious kinematic va.ria.bles rna.y, 
through comparison with ~fonte Carlo sirrrnla.Lions, be used to extra.ct p<-t­
ra.rneters such as the a.mount of the sLrange qua.rk in Lhe nucleon, the cha.rm 
qlrnrk nrnss <-tud the CKM nrntrix elernenL l~,d· This cha.pLer describes the 
analysis of the dimuon data and presents the results of that analysis. 

6.2 Philosophy of the Analysis 

The production of a.n opposite sign dirnuon event is governed by four p<-tram­
eLers : 

• rnc : The mass of the charm quark which appears in the cross section 
and helps determine , through the slow rescaling mechanism, the shapes 
of the final kinematic clistrib11tions. 

• "' : Let p be the ratio of strange quarks and antiq uarks to non-strange 
q11arks and antiq11arks in the mtcleon sea : 

I :r0(:r)d:r +I :r:si(:r)d:r 
p= -J .ru(.r )s""dx + J .ru(x)dx + J ;rd(;r)swdx + J ;rd( ;r)rl:r (6.l) 

v.:h ere the function ;rq(x) { q E .s: Ti, d} represents the momentmn distri­
b11tion of quark q in the proton and the integrals arc performed over 
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Bjorken x. The size of the sea qtLark a.ncl sea antiqua.rk components 
mu::;t be identical 

J :cu(:t)swdx = J xu(:c)d:t 

/ :rd(:r)serid:i: = / :rd(:r)d:r 

/ ;r.s(.r )d.r = / x:s(.r )d.r 

so Equation 6.1 becomes 

J xs(;r)d:r 

(6.2) 

(6.:n 

which c<.tu be rearr<.tuged Lo yield Lhe proporLiou of sLrnnge <.tuLiquarks 
iu the toLa.l a.uLiqlrnrk sea 

p 

p+l 

f fs(:r)d:r 

J ;r:S(.r)d.r + J xu(.r)d.r + J xd(x)dx 
( 6.:1) 

The proportion of strange quarks and antiqua.rks in the nucleon sea 
is expected to be k if the sea were SU(:3) fiavoLLr symmetric. Conven­
tionally, Equation 6.4 is expressed in terms of a variable K, defined 
by 

K = 2p (6.5) 

\ViLh this subsLiLuLion, Eqlrntion 6.4 becomes 

I :rs( :r )d:r 
(6.6) 

J x'"!i(x)dx + J ;ru(;r)rfa: + J xd(x)dx 

A value of ii:=l would imply that the nucleon sea. is made up of k s and 
s quarks and ~ u ,TLd and d quarks. 

• 1';,d : As <.tlready discussed in Clrnpter l Lhe Cabibbo-Kobayashi-l\faskawa 
nrntrix elemenL, 1';,d, conLrols the fracLion of d-quarks Llrnt will produce 
clrnrrn. Once v;." is known, the 11nitarity of the CKM mixing matrix 
nrny be used to constrain the vahic of \~:s· 

• Be : The semileptonic branching; ratio of charmed mesons into muons. 

The information avai I able for a flt to these parameters rnay be separated into 
two categories: (a) the shape of the distributions and (b) the norrnalisation 
i.e. the number of opposite sign dimuon events per charged current event. 
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The shape of a distribution is at most a function of three parameters, m e, 

tt. and V,d 1 which hereafter will be collectively referred Lo as "the shc.tpe pc.t­
ra.rneters", since Lhe bnrnching ra.Lio merely aITecLs Lhe overa.ll normalisation. 
Ou Lhe other krnd Lhe uormaJisa.Lion is c.t function of c.tll four para.meLers1

. 

::\ ecessarily any fiL in vol viug the normalisation must be a four para.meter .fit 
in order LhaJ Lhe staLisLicaJ errors on Lhe results be correct. 

/\foll f01ir pasarneterfit not only would have been too comp11tationally 
intensive, bi1t also less sellSitive chic to the correlation between the variables, 
leading to larger systernatic errors. To avoid this the underlying principle of 
the folluwing analysis v.;a,s to fit m,, "'~ and ~cl using only the shape of the 
availa.ble distrib11tiol18. In this v.;a,y the inevitable high degree of correlation 
with Be >vas avoided. Once the sha.pe parameters had been ascertained, the 
normalisation could be used to determine the branching; ratio. 

6.3 Analysis Method 

;\ny fit of a theoretical rnodd to data involves varying the free parameters 
in the theory unti 1 a good fit has bee11 achieved. There arc two methods for 
doing this in the context of the cha.rm analysis. 

1. Grid Analysis : 

The nrst approach to the charm analysis involves dividing the phase 
space denned by the shape parameters into a flne grid and then gen­
erating; a ~fonte Carlo sample at each set of parameters on the grid 
points. The sample at each point is then compared to the data and an 
estimate of the goodness of fit is calculated. The benefit of this method 
is that the sample generated at any particular point is statistically in­
dependent of the samples at the other grid points. The liabilities are 
LhaJ, a.::; Lhe sa.rnpletJ are only defined aL Lhe grid poinL, some form of 
interpolaJiou aJgoriLhm itJ required in order Lo map the region between 
Lhe grid poinLtJ . The use of iuLerpolaLiou conLc.tins a number of hidden 
Lraps; in Lhe con Lex L of fit Ling, the most dangerous is Llrnt one is usually 
tJearching for a. maximum or minimum in Lhe goodness of .fit parc.tmeLer. 
IL is po::;sible for inLerpolaLion algorithms, especially those which use 
methods based on interpolating polynomials, to generate false minima 
or rnax irna bctv.;een the grid points res11 lting in a distorted fit. ;\ way 
around this cbnger is to make the grid points close eno11gh that only a 
linear interpolation is required to move from one grid point to another. 

1 The set of all parameters: inc , K, l·~d and B e will hereafter be referred to as the ''charm 
pararnPters". 
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HmveveL this requires a formidable a.mount of computation. To obtain 
some mH.lersLa,uding of Lhe degree of computaLion involved, suppose 
that there are }V points io iesi for each shape pc.trameLer, defining a 
space couLc.tining l\''J grid poinLs. In order Lo fiL for Lhree free parnrne­
iers one needs Lo study the disiributious of aL lec.tst Lhree experirnenLc.tl 
variables, ec.tch of which urny be split inLo 111 bius. The toLc.tl number 
of bins is, therefore, /H'J N'J. Suppose /\!I = N = IO; then the m1rnber 
of bins is 1 x 10°. If ca.ch bin is req11ired to contain at least 10 events 
after cuts, so that the statistical error on the bin follows a G a11Ssian 
distribution, a,nd assurni11g a selection efficiency of approximately 20% 
(as it is in the case of opposite sign dirnuons) then the required m1rnber 
of generated events is on the order of 5 x 107 events. For this study 
one would require somewhat finer bins, so that only a linear interpola­
tion method is required, increasing the req1Lired number of events even 
further. This level of computation was not considered to be feasible. 

2. Weighted Analysis: 

Consider an event generated a.t a point in phase space defined by (;rB j , 
YB j , E 11) with cha.rm parameters (mc, K,1/~d ,Bc). The contribution this 
event makes to an event sample (or the "weight" for the event) is 

'D(me, I{,, V~d, Be) 

:V(m,"' r.~ , \!;,d, He) 
( 6.'7) 

where 'D(m.,, r- , 1,,~rl , BJ is the value of Lhe di1Iereniic.tl cross section c.ti 
the phase space point (.r H:i, yr11, /';/J) weighted by the beam flux , <l)(f,',, ) 
and .V(m"' r.~, v:,d, H, ) is the integral of the flux weighted differential 
cross section for the set of charm parameters (mc,h'. , l<d , He), which is 
effectively the total number of generated events. 

d'Jcr 
D( m,, h~, v:,d, He) = <l)(f;,, ) Jt l l E (me, h'., \~d, HJ ( 6.8) 

c.,cyc , 

.:V(m.c, K , l·~d ; Be)= J J )' lf>(E11) {t(:'crl , (m e, IC V~d , Be) d~dydE 
{ ,,{ .lJl E (6.9) 

In these eq1Lations ~ is the slow-rescaling para.meter defined in Eq1Lation 
1.26 of Chapter 1. 

The contribution of an event generated at the same point in phase space 

(:rBj, YBj , E1, ) but >vith different cha.rm para.meters, (m.~"-' ,KN Y~'d',B~"') 
in a.n event sample is 

D( •Y •Y 1 - ·V fl 'V , /'fl' ,-, ·1 - - ) c ~ l , ~ cd ' c . 
(G .10) 
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and so the result of moving to a new set of charm parameters has been 
Lo rtwtighl the event by a. fad.or of 

(G.11) 

Nmv suppose that there exists a large sd of events generated with a 
single sd of charrn parameters. Then the distributions for another 
set (ni ~v ,KN J':J' ,B~v) may be calculated by reweigh ting each individ1Lal 
event in the sample by the factor defined in Eq1Lation 6.11. 

The charm analysis proceeds as follows if the weighting method is used: 

• Generate a. large evenL sample with one t:>pecific t:>eL of charm pa.­
ra,meLers. This it> Lhe "seed sample''. 

• For any other set of para.meters; give each event a reweighting 

factor defined by Equal.ion 6.11. 

• Vary the charm parameters, and hence the individual event reweight­
ing factors, until the best fit of the sinrnlated distributions to the 
measmed data distrib1Ltions in achieved. 

The subtlety vvith this procedure is that the set of charrn parameters 
1rned to generate the seed sample rrrnst ens11re that no region of phase 
space is empty. Othenvise; the fit becomes biased. For instance, if the 
seed s<uTl pk v.:ere to be generated with a high charm mass then the 
neutrino energy distrib1Ltion would be skewed to high values. There 
v.:ould be an unpopulated region at low energy, pmely because the 
charm mass is too high for events to exist there. Since one cannot 
v.:eight events v.:hich do not exist, this region would be empty; even if a 
v.:eighted analysis for low masses were to be attempted, and the mass 

resulLing from the fit would be biat>ed to high valuet:>. 

Due to both the computation time and uncertainties in the interpolation 
involved ming the grid nwthod the following analysis was performed using 
the weighting approach. 

6.4 Charm Quark Mass Analysis 

Thi s section presents <1 dderminati011 of the mass of the charm quark using 
the opposite sign dimuon data. The mass appears irnplicitly in the cross 
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section as part of the slow rescaling formalism, in which the sea.ling para.meter 

is changed from :CRJ to f = :i:R.1 + m~/'2Af1/ in the presence of a heavy qua,rk. 
In order Lo extra.ct Lhe cha.rm mass pc.trameLer one musL compc.tre a urnss 

seusi ti ve disLribu Lion in Lhe data with Lhe same distri bu Lion in the simulation 
for different mas::;es. The charm production cross section may be expressed 
in terms of YRJ, Lhe neu Lrino energy, E,,, and Lhe slow rescc.tling variable, 
E,, v.:hich is itself a fonction of XH:i· This s11ggcsts that kinematic q11antities 
which arc most sensitive to the vah1c of the charm quark mass arc: 

• The visible l/H:i spectrurn : The charm rnass irnposcs a lower limit 
on the value of the hadronic energy in a dirnuon event. The visible l/H:i 

may be wri ttcn as 

l 
(G.12) 

The heavier the clrnrrn quark, the larger is the mean hadronic energy 
<md so the mean Yuis should increase. The low y region of the spcctrnm 
is most sensitive to differences in cha.rm mass . 

• The visible XH:i spectrurn: Since the correct scaling variable is e and 
not XH:i the shape of the XH:i distrilrntion is dependent on the charm 
n1a.ss. 

• The visible neutrino energy spectrmn : ;\s already mentioned 
the slow rescaling mechanism introduces a heavy quark threshold in 
the hadronic energy spectnLm and hence also in the neutrino energy 
spectrum. 

The opposite sign dimuon sample was extracted with a deposited hadronic 
energy cut of 5 GeV, below which the calibration was not considered to be 
reliable, and a. CLLt on the secondary muon energy of 4.5 GeV. Combined; 
these represent a. CLLt on the total hadronic energy of the event of at least 9.5 

Ge V. KinemaJically Lhis translates into a low y cuL which severely reduces 
Lhe seusiti vi Ly of Lhe y disLribuLion Lo Lhe charm quark mass. 

As Lhe charm mas::; increases, the mec.m of Lhe :r 1 .• ; .. disLribution c.tlso be­
comes larger. If the amount of sLrange sec.t, t~, increases Lhe mec.m of Lhe :r 1 .• ; .. 

distribution decreases. It is obviom, Lhen, thaL Lhe charm mass and t~ c.tre 
strongly a.nLicorrelaLed through Lhe :r 1 .• ; .. disLribution. However, Lhe c.tmounL 
of the strange sea has only a small cifect on the visible neutrino energy spec­
trnm. Figure 6.1 shows a cornparison between the visible energy spectra of 
two .Vlonk Casio dimuon samples generated with two extreme values for n:. 
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There is very little shape difference between the two distributions, j LLstify­

iug the chtim Lha.L an a.ua.lysis of Lhe slrnpe of Lhe visible energy disLribuLion 
is inseusiti ve Lo Lhe value of rl.. The drnrm qlrnrk mass fiL will proceed by 
studying Lhe visible ueuLrino energy spectrum. 

The flt v.;as carried 011t by corn paring hackgr01md s11 btracted data in E uis 

bins vvith the prediction frorn F/\ DK The data and Vlontc Carlo was split into 
six b:uts bins ( 0 - 20 - :30 - .50 - 80 - l 00 - 300 GeV ). In the seed Monte Carlo 
the fragnwntation paranwtcr (cf Section :S.6.J) was fixed at 0.611, the CCFI{ 
structure functions were used and r; was fixed at 0.373: which was determined 
by a Leading Order analysis by CCFI{ [62]. The sample was generated with 
a charm mass of 0.1 (CeV/c2

) and contained 1 x 106 events. The sample 
was generated >vith s1JCh a. lmv mass in order that the low energy region 
of the energy spectrum be populated and hence that the weighted analysis 
gives a. non-biased result (see the discussion concerning the weighted analysis 
method above). 

A x2 function was used as measure of Lhe goodness of .fit of Lhe ::Vlonte 
(\ulo Lo Lhe daLa.. The fuucLional form of the x 2 was 

2 _ ". (D; - (S ·Bi + Fi)) 2 

X-L.., (·2 ·)) 
; . <TnATA, + <Tire,. 

(G .U) 

where the index i nms over the six energy bins. In Equation 6.1:3: Di: S · B;, 
and Fi represent the p-fl+ data, background data and FADE ::VIonte Carlo 
event numbers respectively and the quantity S = LS± 0.:3 is the backgro1rnd 

sec.tie used Lo converL Lhe number of observed like sign dimuon evenLs to the 
number of opposi Le sign dimuon lxtckground even Ls (see Section ti.'.~). In the 
denominaLor aXIc, is the sLa.Listica1 va.ria.nce on Lhe simula.Lion and abATA, 

is Lhe va.ria.nce iu the da.L<.t. Since Lhe background scale musL be taken inLo 
accouuL, Lhis has Lhe form : 

2 D -.? IJ 
O'TJATA , = i + ,'-,~. i (G .14) 

obLa.ined by combining the sLa.LisLicaJ errors in qua.drc.tt ure. The uncerLc.tinLy 
iu the b<.tckgrouud scale a.ppears below in Lhe form of a sysLeurntic error. 

/\flt to the shape of the visible neutrino energy spectrum yields 

·1 ·3+0.2 ( (-' \ ' / 2) 1nc = .. -o.~ . _,-c : c . (6. LS) 

'J'he x2 of the flt v.;as 6. l vvith :S degrees of freedom. The x2 as a function of 
the charm mass is shmvn in Figure 6.2. 
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6.4.1 Systen1atic Uncertainties 

SystemaJic uncerta.inties arise from uncertainties in parameters within the 
model and by finite resoluLion on the experirnenLa.l variables. EsLirnaLes of 
the uncertainties were obtained by varying ead1 pa.rameLer and observing 
the shift in the fitted charm mass. The s011rces of 11ncertainty arc described 
below and the contribution from each is 011tlincd in Table 6.1. 

• Background Scale, S: The scale 11secl to estimate the background 
>vas (L5±0.3) (cf Section 5.:3). The uncertainty in the mass clue to the 

. ~ ' . ., 

background scale wa.s frmnd by varying the sea.le between 1.2 and 1.8. 

• Fragment.at.ion : The uncertainty due to the fragmentation wa.s esti­
mated by changing the fragmentation parameter from 0.55 to 0. 7 5, a 
variation of 15Yc . 

• Structure Functions : Different structLLre functions lead to differ­
ent kinematics. Since NOMAD ha.s not parametrised its own stn1cture 
functions the uncertainty involved in the choice of the underlying pa.r­
ton clistrib11tions >vas estimated by regenerating the seed Monte Carlo 
file with different struch1re functions a.ncl repeating the clinrnon fit. It 
should be noted tlrnt the resulLs of Lhis analysis are based on Lhe CCfR 
structure functions[62]. Other sLrucLure functions used were the GTIV­
IIO [55] and the }IRS-SO [f>G] functions. Any systernaLic eITecL resulLing 
from a. change to diITerenL structure functions is an imlicaJion of differ­
ence between these and Lhe functions pc.trameLrised by CCFR. 

• l / -V Misidentification : The sepc.tration of the data into neutrino and 
c.wtineutrino induced dimuons involves the idenLifirntion of the priurnry 
muon based on c.t trans verse moment urn criterion. The tr-c.tus verse mo­
nwnturn of the secondary rrrnon is determined by that of the ]) meson , 
vvhich in tiirn is pa,ra.rnetrised by 

(6.16) 

vvherc the parameter ,3 was measured to be ;J = J. l ± 0.:3[70]. The 
un certainty from the identification proccd11rc was estimated by pcr­
forrnin g the fit using seed samples generated with {J equal to 0.8 and 
I. it. 

• The size of the strange sea : The size of the strange sea was varied 
from 0.3 to 0. ·1:5. 
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• The CKM matrix elements i:~d and V~s : The current best values 
of these two CKM maJrix elements a.re IV,dl = 0.221 ±O.Om and ll~, .. I = 
0.974 ± 0.001 [82]. Input va1ues of the CKM elements were separately 
varied by Lheir uncerLa.inties and the mass fit was repeaJed. As Table 
6.1 shows, the systematic error attributed Lo uncertainty in the CKM 
matrix elements was negligible. 

• Cut values : The value of a cut is known only up to the experimental 
resohttion. To estimate the 1mcertainty deriving from this finite resolu­
tion each cut on a ::;pecific va.riable was vc.tried around its central value 
La.king into a.ccount the experimental resolution in Llrnt variable. 

• Bean1 profile : An estimate of the uncertainty on the charm mass due 
to a non-optimal beam profile on the calibration was made by weighting 
the ~fonte Carlo ne11trino events by the relative fiux predictions of two 
different beam profiles in nrnch the same way as in Section :3.4.4. 

The cha.rm qua.rk ma::;s from Lhe fiL is Lr~g:~ ~g:~ (GeV/c2
) where the 

systematic errors ha.ve been added in quadrature. It should be noted that the 
as::;umption of independence of some of the error contributions in Table G.l is 
not ::;tricLly ju::;tified. For example, Lhe lxtckground srnle is a function of cuLs 
in Lhe secondary muon energy. This imlicc.ttes Llrnt the errors quoted c.tbove 
arc, most probaJJly, overestimates and so the total error is a conservative 
estimate of the actual 1mcertainty. 

The charm qua,rk nrnss nwasured above is compared to the results of other 
experiments in Table 6.2. The res11lts are consistent within the uncertainties. 

6.5 The Strange Quark Content of the Nu­
cleon 

Charrn proch1ction from neutrinos is an excel lent pro he of the strange compo­
nent of the nucleon sea. The differential cross sections for charm production 
in neutrino and antincutrino interactions arc given in b:quations l .33 and 
1.34. Reproducing them here for convenience they are 

d~dy 

( xy) l-y+T (G.17) 
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' l'heorctical Un certainties 

Source of U uceriaiuLy D..m~ Source of U u ceriaiuLy D..rn ,, 
Hackgr01md Scale = 1.2 +0.16 Hackgr01md Scale = l.8 -0.17 
Pr a.gmeu La.ii ou: t = 0.55 +o.O;) FragmenLaLion; t = 0.'7!) -0.04 

CRV-HO Strud me Functions -0.06 MRS-SO StnLcture Ftmction -0.07 
(J == 0. 8 -0.0:3 3 = I .:1 +0.02 
fl, = o.;) + 0.07 f~ = 0.4ti - ().()'.) 

l'~d = 0.218 -0.01 v~d = 0.224 +0.01 
v:,s = 0.973 -0.0J Vcs = 0.975 +O.OJ 

Beam profile -0.20 

~~xpcrimental i; ncertaint.i cs 

Source of Uncertainty D..mc Source of Uncertainty D..n ic 

Fiducial; 1x1, IYI < 65 cm -0.0;3 Fid11cial: 1.\' I, IYI < 7.5 cm +o.J .5 
D..T <4 ns -0.01 D..T < 6 ns +0.01 

H.adi a l di stance < 8 cm +0.ll 1-ladial distan ce< 12 cm -0.09 
Q2. 

' V V i' > 0.8 c \ 'j 'j, _TC 1 C -0.0:3 Q~is > l.2 -, , I ~ 
(TC \; C +O.OJ 

:l'Bj < 0.8 +0.01 :£'.Bj < 1 ') -0.01 
/;,:fuu l > •1.0 GcV -0.07 f ;hCld > 6.0 GeV +0.09 
E~,1 > 4.'.) GeV -O.O:) E~,1 > 4.'7 GeV +0.()'7 
E

1
,,, > 4.:3 CeV -0.10 E,,.' > 4 ,., ./ GeV +0.20 

Table 6.1: The variation of the fitted value of the charm mass for different 
sources of systematic uncertainty. 

II Exµerimen L I m~ (GeV / c2
) 

1.3 ± 0.2 ± 0.1 (LO Analysis) [76] 
CCFR 

1.70 ± 0.19 ± 0.02 (NLO Analysis) [64] 

CH i\ H..\1 I I I ..,.g+0.26 ± 0 2..,. 
. / ._ -0.28 · · I [79] 

Table 6.2 : Results on ni c from previous experiments. Both the Leading Order 
and Nex L-io-Lea.ding Order resulLt> are t>hown for CCPR. 
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for ne11trino interactions and 

G") Et -rn z1<., 

177 

(G.18) 

for antineuLrino events <-tn<l where Lenns proportimrnl Lo the nucleon rnc.tss 
have been neglected for the sake of clarity. Due to the relati ve si7'c of the 
(-,I ' j\i] I ( I \/ 12 - 0 flt:: 0 0 t:: - I L / 12) ~ ~ tl1.. f h . . .· \ c cnwnts · cs - _ .:ci;.1 >> . _ ,) - v eel . <:\<:\ 10 o t c antrncutrmo 
dinmon sarnplc cornes frorn the strange quark component of the nucleon 
sca.[61]. This irnplics tha.t the number of observed events is a direct probe of 
the si7'c of strange part of the nucleon sea., n: (Eq11ation 6.6) . Unfort1rnatcly: as 
reported in Chapter 5, the antine11trino induced dimuon sample in NOMAD 
is extremely sma.11 and hence is not 11sefol for this sort of analysis. \Ve must , 
then, turn to the ne11trino induced sample in order to estimate the size of 
the strange sea. 

The <lisLribuLion which is mosL sensitive Lo r,, is Lhe visible 13jorken x 
distrib11tion in ·which slrnpe and rnagnitmk arc controlled by nvc variables : 
m , , /\': v:,5 , l-·~ d: and H, . The high degree of correlation with H, is avoided if 
only the shape of the .r ,_,is distrib11ti011 is considered. In addition : the charm 
rnass has been constrained by the flt to the visible energy distri hution and 
so the anticorrda.tion v.:ith m e (sec the disrnssion in the previous section ) 
no longer has to be considered. It is expected that /{, and V~d a.re strongly 
correlated and so the analysis may be carried out either by allowing both K 

and l·~d to be free parameters and fitting for botlL or by fixing one para.meter 
to its current best vahte and varying the other. \:Vithout the information from 
the antine11trino sample it is not expected that the result for V~d will b e more 
precise than Lhe current v<-tlue, and so Lhe strange conLenL of Lhe nucleon will 
be <leLennined by fixing \i~rl. 

Fi xing the CK l\.'1 dcrncnts to he I Vcd I = 0.220 ± 0.00;3 and I \::,s I = 0.9711 ± 
0.001 [82]: the background subtracted data and the Monte Carlo were split 
into nvc x ,_;5 bins (0.0 - 0.05 - O.l - 0.3. - O.:S - l.O). The goodness of nt 
hmction >vas the same x2 function as that used in the mass analysis . The 
res11lt of the fit is 

c · = 0 1J6+0.09 
" ' · · -0.IJ7 (6.19) 

with a. x 2 of :3.3 with ·1 degrees of freedom. The ;y2 as a fonction of n: is shown 
in Figure 6.3. 
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'J'hmrdical Un certainties 
Somce of l~ ncertainty !:lK. Source of l~ ncertainty !:lK. 

Hackground Scale = 1.2 -0.06 Hackground Scale= 1.8 +0.10 
Fragmentation: ( = 0.55 +0.005 Fragmentation: ( = 0.75 -0.002 

,3 = 0.8 -0.007 3= I .11 +0.0011 
III,,= 0.9 (GeV/c2

) -0.0t> '/II. ,,= 1.8 (GeV /c2
) +0.07 

''~d - 0.218 -0.02 l1~d = 0.224 +0.06 -

\ ·~:s = 0.97;3 -0.007 \<:s = 0.97.5 +0.01 
Dea,m profile +0.05 

b:xpcri rn en ta l i; nccrtainti cs 
Source of 1~ncerta,inty f::ltt. Source of 1~ ncerLa.inty f::l tt. 

b'ich1cial: I-YI: IYI < 6.5 cm -0.02 Fid11cial: IXl: IYI < 7.5 cm +0.017 
flT<4rns +o.orn !:lT < () ns -0.001 

Radial distance < 8 crn +0.04 Radial distance < 12 Clll -0.02 
)2 

(,vi8 > 0.8 c \"/ 2 .TC ' C +0.01 
- 2 

(],.; .. > 1.2 c v I 2 .TC ' C -0.03 

E h.rid > 4.0 GeV +0.001 Eh.rid > 6.0 GeV -0.00ti 
E 11.1 > 4.3 GeV +0.006 £ 11 1 > 4.7 GeV -0.006 

E p.2 > 4.;~ GeV -0.00;~ E.12 > 4.7 GeV +0.004 

Table 6.3: The variaJion of the flttcd value of n: for different sources of 
systcrnatic uncertainty. 

6.5.1 Systen1atic Uncertainties 

The factors contributing to the systemaJic uncerLc.tinty in the measurement 
of n·. arc essentially idcntica.l to those iii the charm quark mass analysis. The 
only differences arc th at the systcrnatic effect of variations in r.~ is replaced 
by the effect of va.rying the charm mass and the variation in r.~ obtained 
by changing the cut on ;i;u is is ornitkd. The error attributed to different 
structure functions has a.lso been omitted, since the manner in which h'. is 
included in packaged strnctmc functions, such as those from PDFLIH: is 
highly dependent on the p artintla.r hmction sets. The systematic errors are 
tabulated in Table 6.:3 and , v.:hen added in q11adrature: yield a final res11lt of 

K. = 0.46+0 .0~+0. l.5 
-0.IJ r -IJ.U\J (6.20) 
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6.5.2 Results fron1 previous experirnents 

Results on the strange content of the nucleon sea from previous experiments 
are tabulated in Table 6.4. The value of K shows that the nucleon sea is not 

S1~(;n symmetric. In facL~ it ca.n be seen LlrnL the nucleon sea. is composed of 
20 % s a.nd .S quarks~ 40% u and u quarks c.tnd 40% d and d quarks, assuming 
Lhe up a.nd down components of Lhe nucleon ha.ve Lhe sa.me magnitude. This 
assumption is not necessc.uily justified as clc.tta from NMC[8:L 84] suggesLs 
Llrnt the up c.tud down quark conLenL of Lhe nucleon sea is noL identical. 

As with the charm quark mass, the current measurement is consistent 
with previotts experiments, althottgh the total systematic error is larger. As 
Tables (i.l c.tud G.;~ show, the urnjor contributions Lo the systema.Lic error c.tre 
Lhe uncerLa.inty in the background scale a.nd Lhe bee.mi pro.file . 

The only way to rechtce the error attrib11tecl to the backgro1md would be 
to generate at least four ti1nes the number of events as are contained in the 
current 11~'C ~fonte Carlo sample. As already discussed in Chapter 5, the 
simulation of an event sample of this size (approximately 1 x 106 events) is 
a highly non-trivial exercise. The prod11ction rate of sinrnlated events is on 

6 Lhe order of 10,000 events per day and so sc.tmple of l x 10 evenLs would 
have required c.tbouL ;~ months of uninterrupted processing. The processing 
facility used for the FCAL simulation producLion is also uLilised by oLher 
experimental groups a.nd so iL is conceivable Llrnt Lhe processing Lime could 
have increased by c.t factor of two or more. 

In the case of the beam profile , the SPY results[36] indicate that the 
current beam profile does not model the beam precisely. The use of a beam 

profile in which the SPY results ha.ve been included lrns the poLentic.tl to 
significantly decrec.tse the systema.Lic error aLLributed to the bea.m. 

6.6 The Average Semileptonic Branching Ra­
tio 

The la.st para.meter which can be exLrncLed from Lhe da.Lc.t is Lhe semilepLonic 
bra.nching rc.ttio, fl,,. Ila ving constra.ined m,, a.nd t~, Lhe bra.nching raLio ma.y 
be determined by studying Lhe rnte of dimuons observed wiLh respect Lo the 
number of l/;·c e venLs. The observed rnte wa.s (O .OOlti ± 0.0001) dimuons per 
1f 'C event. The ra.te obtained from Lhe ::Vlonte Ca.rlo. afLer kinema.Lic cuts µ . 

and c.tcceptance funcLions \Vere applied, wa.s (0.01587 ± 0.0001) dimuons per 
z/ T events. assi1ming a brcrnching ratio of 100% . Di vidin

0
0 the observed rate 

JL ' 

by the predicted rate gives a branching ratio of (9.5 ± 0.7)%. This is slightly 
sm aller than the vaJ1ic of (10.9±0.8±0.6)% obtained by CCFH[63]. However , 
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II Experiment I 

0 ·ll +o.mJ+o.07 ( 1 O 
- · -U.07-U.U'.2 . ' ;\ n alysis) [76] 

CCfll 
o r-no+o.m+o.11 

· '- ' - -O.O:J-0.07 (.\LO ;\ n alysis) [61!] 

I'IVIIVIP 0.41 ± 0.08~2:6~~ ['.,R] IL 

CIIAIUVI II o.:~9~g:g~ ± o.(l'7 [79] 

CDHS 0.47 ± 0.08 ± 0.05 [75] 

Ta.ble G.4: R.esults on r,, from previous experiments. 13oth the Lea.ding Order 
and Next-to-Lea.ding Order results are shown for CCPR. 

studies of cha.rm production by neutrinos in emulsion show tha.t the a.verage 
branching ratio is a. wea.kly rising f1111ction of the neutrino energy. The av­
erage ne11trino energy of the CCb'){ experiment was HO GeV, compared to 
the NOIVI/\]) average energy of 2·1.1[ GeV and so a lower branching ratio is 
expected. 

The pa.ranwkr being rneas1ired in this section is the semileptonic branch­
ing ra.tio a.veraged over the prod11cti011 rates of charmed mesons and baryons 
produced in neutrino charm q11ark production. That is, if H is the set of 
charmed hadrons that are produced in neutrino-mtcleon interactions (i.e. 
the set {H: HE D0 , D0 ;D+;n- ,n;;D-;;Ac}L then 

n .. = Lh.Elf nhnh 
' LhEII Rh 

(G.21) 

where R1; is the ra.te of production of cha.rmed ha.dron h, with respect Lo the 
LotaJ raLe of cha.rm production, <.tnd flh is the semi-inclusive brnnching raLio 
for the process h ---+ p+ + anylhing. Hence, if the production raLes of <.my of 
Lhe different charmed hadron::; change with neutrino energy then Lhe avemgt 
bra.nching I«ttio become::; energy dependent. 

Figure 6 ... 1 compares the average semi leptonic branching ratio measured 
in the .\O.\L\I) data with that cak11lated from production rates rneasmed in 
b~5;3J [66]. ;\lso shown is the contribution to the branching ratio from different 



182 ChapLer 6. Charm Analysis 

Experiment Branching Fraction Average Neutrino Energy (Ge V) 
CCfll O. l 09 ± 0.008 ± 0.006 HO.O 
Eti;H 0.099 ± 0.012 140.0 

CHAR11 II 0.091 ± 0.010 2:3.7 
CDHS 0.078 ± 0.0 J ;3 12.0 

Table 6.5: The average semileptonic branching ratio obtained from previo1Ls 
experiments. 

charmed hadron species : D 0 ,D+ ,Ac and other mesons (D- :D
0
:Ds)· As the 

fig me shmvs, belmv a. ne1Ltrino energy of ;30 C: e V, the prod1Lction rates of the 
Ac and rarer mesons increase with a corresponding decrease in the D meson 
rate of production. Since the semi-inclusive process Ac -+ ~1+ + anything 
has a, sma.11 bra,nching ra,Lio more weighL is given Lo Lhe A, component in 
EquaJion 6.21 resulcing in a, decrea,se of the average semilepLonic bra,nching 
ra.Lio <.ts well. 

The majoriLy of Lhe CCFR dimuon chtta was above a. neuLrino energy of 
40 GeV, due Lo Lhe high energy neuLrino beam <.tt Fermila.b. Hence, CCfR 
was 1mablc to directly observe the decrease in the branching ratio. N()l\!I;\]), 
hmvever, operates in <1 lower energy range, and the energy dqicndence of the 
branching ratio is observable, as Figure 6.11 shows. 

If only data above a visible ne11trino energy of 30 GeV is analysed, the 
nwasured branching ratio becomes (l 0.5 ± 0. 7)%: entirely comistcnt with 
that measmed by previmLs experiments (see Table 6.5). The value for Be de­
termined by CDHS is smaller than any of the other ne1Ltrino experiments and 
also differs from that obtained by e+ e- collider experiments. It is tho1Lght 
that this may have been ca1Lsed by difficulties in the correction for exper­
imental acceptance in that analysis[85] but , due to the low mean ne1Ltrino 
energy: there may also have been a s1Lbstantial contribution from Ac decay. 

SysLemaLic uncertainties were esLinrnLed in Lhe sa.me urnnner as used in 
Lhe resL of Lhe a.na.lysis. The resulcs a.re compiled in Table 6.6 a.nd Lhe fornl 
result, wiLh the sysLeurntic errors <.tdded in qua.drnture, is 

H 0 On-± 0 00 . .,.+0.01;, 
c = -· ~J,) -·- - 1 -0.01~ 

at an average ne1Ltrino energy of 24.4 CeV. 

6.7 Future Prospects 

(6.22) 

• Inclusion of 1997 and 1998 Data The data comprising the work 
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Theoretical i; ncertainti cs 
Source of U ucertaiuLy ~B,, Source of U ucertaiuLy ~n~ 

Hackground Scale= 1.2 +0.0070 Hackgrmmd Scale= l.8 -0.0080 
FragmeuLa.Liou; t = 0.55 -0.002:~ FragmenLaLion; t = 0.75 + 0.0011 

p = 0.8 +0.001:3 f-J = 1.4 -0.0005 
( -, ) ?) me = 0.9 (-.eV c +0.0002 me = 1.8 (GeV /c2

) -0.000:3 
t< = (Uti +0.012 f~ = 0 .ti ti -0.009fi 

CRV-HO Struchtre MRS-SO Stnicture 
Function +0.004 Ftmction -0.00:30 

\ ·~:d = 0. 218 +O.OOOJ Vcc1 = 0.2211 -0.000J 
,,,~ .. = o.9n +o.ooo l F r.s = 0.975 -0.000 l 

Hea.rn Pron le +O.OOOOJ 

Experimental U ncertainLies 
Smircc of Uncertainty ~He Source of Un certainty LlH, 

fiiducia.L IXI~ IYI < 65 cm -0. 0002 Fiducia]; IXL IYI < 75 cm +0 .0002 
~·1· < .j m; -0.0001 ~'/' < 6 ns + 0.00001 

IL.tdia.l distance < 8 cm -o.oo:n H.adic.tl distance < 12 cm +0 .0017 

q~is > 0.8 CY/ ~ -.e : c +o.ooo:~ !2 ( vis > l.2 CY/ 'L l'e : c -0.0008 
t,'hud > i f.O Ge V +0.000;3 /'; fuui > 6.0 (~c \/ -0.0002 

E,1.1 > 4.:~ Ge\! -0. 000 l E.,1 >4.'7GeV +0 .0002 

E1,·" > 4.:3 Ge\! +0.0008 El'·, > 4.7 GeV -0.0009 

Table 6.6: The variation of the fitted valtte of the average semileptonic 
bra.nching rc.ttio for diITerenL sources of sysLeurntic uncertainly. 
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in this thesis represents approximately ;30 % of the total amount of 
da.La, La.ken wiLh Lhe FCAL ::;ince 1995. Neither Lhe 1997 nor Lhe 1998 
FCAL daJa sets ha.ve undergone reconsLrucLion. The inchrnion of Lhis 
da.La, \vould represenL a. significa.nL increase in Lhe ::;ize of Lhe oppo::;iLe 
i:iign dimuon sample. ExLra.pola.Lion from Lhe a.va.ilable daJa set indi­
caJei:i a.n expected number of observed dimuons of Lhe order of 10,000 , 
competitive with CDHS which has recorded the largest data set to date. 

• Monte Carlo Generation : The precision of the results presented 
above is limited by the systematic uncertainties. In each case the largest 
source of systematic uncertainty is the error on the background scak. 
The generation and reconstruction of at least four times the amount of 
l\fonte Carlo events is required to ensure that the statistical uncertainty 
in the background scale is at least halved. 

• Inclusion of the Antineutrino Sample: The lack of an appreciable 
antineutrino sample imposes a. constraint on the analyses that can be 
performed using the oppoi:ii Le sign dimuon da.Lc.t. If c.t rea.::;mrnble va.lue 
were a.1Jsumed for the a verc.tge ::;emilepLonic brnnching ra.Lio, c.t sample of 
opposite i:iign dimuon even Ls produced in a.n a.nLineuLrino bee.mi would 
provide a. direct mea.f:l uremenL of r,, w hil::;t Lhe neutrino sample would be 
med Lo determine l'~rl . Due Lo Lhe high degree of correlation beL ween 
the two variables this analysis method is impossi hie with only the ne11-
trino inch1ced sample. NO!Vli\!) ran with an antineutrino beam for two 
short period s in 1998. ,-\ lth011gh not yet rcconstrncted : the m1mher of 
opposite sign dirnuon events expected to be observed is approximately 
250. ~:ven v.: ith this small sample it would be possible to decrease the 
error on n, by a factor of LS and provide an independent measurement 
of l'~d · YVith the munber of events in the current neutrino induced 
sample, an accuracy of 5% in the measurement of V~d wmLlcl be possi­
ble, making the n, and l·~d measLLrements comparable with those from 
CCFR. 

• NLO Analysis : The only experiment to analy::;e charm production by 
neutrinos aL Next-Lo-Lea.ding Order was CCFH.[64]. There are, how­
ever, some reser va.Lion ::; abouL Lhis c.t1rnlysis in Lhe liLera.Lure. CCFH. 
reported thaL the a.mounL of Lhe strange sea. in Lhe nucleon extra.cted 
ming a. NLO fonna.lism wa.::; c.tlmosL Lwice thaL exLracLed ming a. LO 
form a lism. Hmvever: H.cforen ce [88] suggests that this result was at­
tained through the inconsistent application of an acceptance correction 
and that, if <l consistent analysis were to he performed , the resulting 
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size of the strange sea would be closer to that attained at Leading Or­
der. fiurthermore, reference [89] stales thaL Lhe Lheory used by CCfR 
was only an a.µµroximaLion Lo Lhe true :\"LO Lheory. Drieily~ CCfR 
used a diITerenLia.l cross section in which Lhe fragment a Lion process we.ts 
fad.orized from the hc.trd scc.tt Lering process : 

dJ u(v) 
CTN LO 

d:cdydz 
(6.23) 

In H.eforence [89], K retzcr points 011t that opposite sign dirrrnon pro­
duction is really <1 semi-incl11Sive process in which the fragmentation 
function cannot be factorized frorn the rest of the cross section. ;\n 
independent analysis of the neutrino prod1Lction of charm at Next-to­
Leading Order \VOLLlcl a.id in either verifying the results of CCFR or 
provide alternatives based on a consistent theoretical model. 



Conclusion 

The NOl\1AD experiment at the CERN SPS was constnLcted in 1994. In mid-

1995 the front iron support was iustrumenLed wiLh scintillaLors Lo form an 
iron-scinLillaJor s<.tmpling ca.lorimeLer. The proposed meLhod of rnlibraLion 
of Lhis calorimeLer, Lhe fiCAL, was based on disLortious in Lhe Iljorken y 

disLribuLion. However, Lhis method was seen Lo possess shortcomings and 
so a sLr<.tighL-forward comparison with MonLe (\trlo was used. The absoluLe 
energy scale vvas determined to be 

l[CeV] = (2.95 ± 0.02(stat) ± 0.27(.sy.s))[mip] 

/\bout 500,000 events frorn the J 99.5 nm and :3 ,000,000 events frorn the 
1996 nm v.;erc found to be useful for analysis. The reconstrnction of the 
vi sible neutrino energy in charged current neutrino interactions shows good 
agrcernent vvith the J\:tonte Carlo prediction, as docs the reconstrnction of 
the various kinematic variables. The energy resolution of the FC;\ L was 

estimated to be approximately 104%//E. 

From the sample of charged current neutrino interactions, an opposite 
sign dimuon sample of 4,95:3 events was reconstnLcted. After accidental 
overlaps of beam muons with charged current events were eliminated, :35 
% of these >vere found to be backgrmmd events from muonic hadron decays 
and hadron punchthro1Lgh. There were (2966 ± 2:36) neutrino ind1Lced and 
(26:3 ± 24) antineutrino ind1Lced dimuons after background subtraction. The 

descripLion of these evenLs by the 1\0:.VIAD MonLe Carlo was found Lo be 
i1rndeqlrnte, prompLing Lhe construction of fiADE, a dedicaLed dimuon gen­
er<.ttor for fiCAL inter<.tcLions which adequaLely described Lhe dimuon daLa. 
1~ sing FADE, the r<.tte of opposiLe sign dimuon producLion wiLh respecL Lo the 
producLion of charged currenL even Ls was me<.tsured to be ( 4.14 ± 0. Oti) x 10- :i 
after correcti on for experimental acceptance. 

An a lysis of the opposite sign dirmrnn data was performed using a method 
based on event weighting. The results obtained for the charm mass , the 
strange sea. content of the m1 clcon and the average scrnileptonic branching 



ratio >vere : 

l •1+ 0 .2 +0.:.1 
rn., = ·"-0.:.1 -0.:.1 

__ () 4c+o.oq+o.1:, 
h" - • 0 -0.07-0.0\.J 

He = 0.09.5 ± 0.007~g:g:.~ 

where the first error is statistical and the second combines all systematic 
errorf:l in qua,dral.ure. Improvernenb on c.tnd exte1rnio1rn to these results could 
be achieved by 

• Genera.Ling more chc.trged current ::\Jonte (\trlo Lo decrec.tse Lhe sLc.ttisLi­
cal error on Lhe ba.ckground. 

• Reconstructing and a.na.lysing the 1997 and 1998 da.ta sets. 

• Reconstructing the a.ntineutrino da.ta so that a.n independent measure­
ment of n, and l'~d may be ma.de. 

• Performing the analysis a.t Next-to-Lea.cling Order in QCD in order to 
verify, or disprove; the results of CCFR. 

188 



Appendix A 

Code Versions 

The da.La, seLs used iu chis thesis were reconstructed with the following code 
versions : 

1995 Da.La, 1996 Da.La. c.tnd Mon Le Ca.rlo 
Code Version 

Hecou Hecon64 v'7r5 
Veto v7r0 v7r:3 

Drift Chamber v7r0 v7d 
ExL1-c.tpolc.ttor v:2r0 v'7r4 

DcTrcl v7r0 v7r:3 
' ]'rd trd6-·1 v7d 

Pm prs62 
Cal cal6-·t v7d 

}Iuo muon(d v'7r2 

Sci v7r0 v7r2 

Heal hcal6,5 v7rl 

fcc.tl v7r0 v7d 
Phase2 vlrl v7r:3a 
1~ Lil v7r0 v7d 

Spree vl1<3 v7r0 

IV!agficld vl r,.1 v7d 
Eno·ine 

b 
v;MJ v7d 

Ta.ble A.l: Versious of NOMAD SofLwa.re used in Lhe 1995 a.nd 1996 clc.tta 
production. NoLe thaL the PHS code wa.s merged with Lhe CAL code for the 
1996 daJa proch1dion. 
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