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Preserving the beam size (or equivalently the emittance) is a primary aim of accelerator physics. 

Here we study the effect on the emittance of power supply ripple in the guiding magnetic fields. The 

collective behavior offorced Dufling oscillators is the natural model to understand this phenomenon. 

We consider the case when the external frequency is near the linearized natural frequency and 

nonlinearity and forcing are small. The method of averaging reduces the problem to an autonomous 

system. A coarse grained long time limit of the phase space density and· the rate of approach to 

this limit are discussed in terms of the autonomous system. We find the frequencies which lead to 

the largest emittance growth in three different forcing regimes (weak, moderate and relatively large) 

and also characterize the dependence of emittance growth on forcing amplitude in these regimes. 
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1. Introduction 

What happens at long times to a collection of non-linear oscillators subjected to a time periodic 

external force? This is a question of interest both in classical and quantum physics in areas ranging 

from accelerator physics, plasma physics, microwave ionization of atoms, etc. The complexity of the 

answer depends on the number of degrees of freedom, the degree of nonlinearity and the interactions 

between the oscillators. One of the simplest such systems is an ensemble of one-dimensional non­

interacting driven Duffing oscillators. This problem has direct application to the stability of particles 

in large high-energy proton accelerators in which the periodic driving comes from the ripple in the 

magnetic fields guiding the protons and where the Coulomb interactions amongst the protons can 

be neglected. The equivalence of this problem to the Duffing oscillator is derived in the following 

subsection 1.1. 

Lately several theoretical ( [1], [2], [3]) and experimental studies ( [4], [5], [6]) have been performed 

to analyze the behavior of single particles in nonlinear fields typically present in modern accelerators. 

These have been driven by the desire to understand either the cause of slow particle losses due to 

nonlinearity or the effects of coupling between the transverse and longitudinal degrees of freedom 

on the longitudinal motion. Our aim here is to understand the time evolution of the transverse 

emittance (or beam size) due to dipole ripple resonant with the transverse motion. While the single 

particle dynamics of the weakly nonlinear driven Duffing oscillator is well known (see e.g. [7]) we 

emphasize that our interest is in the behavior of an ensemble of such oscillators. 

To set the stage for our analysis, we first consider the evolution of an ensemble of driven linear 

oscillators in Section 2. The phase space density for this system is a quasi-periodic function of 

time and does not approach an equilibrium value. For driven nonlinear oscillators the behavior is 

quite different due to the effects of phase mixing. In Section 3 we present numerical results for 

the evolution of the average amplitude squared of an ensemble of Duffing oscillators. The rest of 

the paper is devoted to an analysis of the observed behavior. In Section 4 we discuss the averaging 

approximation to the Duffing equation and construct the phase space portraits and the exact solution 

for the averaged equations. The long time behavior of the Duffing oscillators will be understood 

in terms of these averaged equations. Since these equations are autonomous, the associated phase 

space density has a long time coarse-grained limit, the supporting arguments are given in Section 5. 

The construction of this equilibrium density is the subject of Sections 6 and 7. In Section 8 we 

discuss the ensemble averages of two quantities which characterize the particle distribution and 

their rate of approach to equilibrium. In Section 9 we apply our analysis to determine which drive 

frequencies cause the largest growth in the ensemble size and the dependence of the ensemble size at 

long times on the amplitude of the forcing. We sum up in Section 10. There are three appendixes, 

the first discusses the first order averaging theorem, the second derives the formula for the evolution 
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of a phase space density and the third discusses a qualitative feature of the equilibrium density. A 

similar problem was considered in [8] but without consideration of the approach to equilibrium and 

the corresponding equilibrium density, nor was the specific dependence of the emittance growth on 

forcing amplitude and frequency studied. 

A reader interested only in the application to the accelerator problem may read the following 

subsection 1.1 and then proceed to Section 9 for an analysis of the effects of the ripple field on the 

beam emittance. 

1.1. Motivation lor the Duffing equation 

This problem arose in the study of the effects of magnetic field ripple in electrical power supplies 

feeding the dipole magnets in the Collider ring at the Superconducting Supercollider. In the absence 

of the ripple and any magnetic field nonlinearities, the transverse motion of the circulating protons 

is described by the following equation [9] 

d2x 
ds2 + K(s)x = 0 , (1.1) 

where x is the distance from the design orbit and K(s) describes the strength of the quadrupole 

magnets as a function of the position s around the ring. Since K(s) is periodic around the ring, 

(1.1) is a Hill's equation with two linearly independent solutions J{3(s)e±itjJ(3) where 

1/;(s) = r ds 
10 {3 

(1.2) 

and {3 is the unique periodic solution of 2{3{3" - ({3')2 + 4{32 K(s) = 4 with period C. Since (3 is 

periodic, -if; defined by 1/;(s) = -if;(s) + 1/;(C)s/C is periodic and the solutions of Hill's equations are 

quasi-periodic with frequencies 27r /C and 27rwo/C where Wo = 1/;( C)/(27r) is a dimensionless number, 

the so-called tune of the machine. If we make the change of dependent and independent variables 

by (x, dx/ds, s) -> (e, T/, ¢) via 

~ = ~ , ., = _1_ [{3dX _ ~ d{3 x] A. _ ~.I. 
.. V fJ ., v7J ds 2 ds ,'I' - Wo 'I' , 

then we obtain the simple harmonic oscillator equation 

d 
dt/Je = woT/ , 

or 

(1.3) 

The independent variable ¢ is the betatron phase of the particle. Equation (1.3) has a conservation 

law 
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r~ = e + 7J2 = constant . (1.4) 

This quantity (called the Courant-Snyder invariant) times 7C' is the area in phase space enclosed by 

the trajectory. For a collection of particles, it follows that the ensemble average of this quantity is 

preserved in the evolution. This ensemble averaged quantity 

is related to the "beam emittance" in usual accelerator parlance. 

The presence of magnetic nonlinearities destroys the constancy of the emittance and among other 

things makes the tune depend quadratically on the amplitude. This can be incorporated into the 

equations of motion by adding a cubic non-linearity, giving 

(1.5) 

where w is a constant depending on the strengths of the magnetic multipoles. If there are only 

sextupoles and octupoles, fO depends on the octupole strengths to first order and the sextupole 

strengths to second order. Standard perturbation theory then shows that the new tune is 

to O(f). 

30 2 
W = Wo + f-

S 
ro 

Wo 

Magnetic field ripple in a dipole creates an additional force on the transverse motion of a particle. 

This is a time dependent force and acts every time the particle goes through the dipole. We assume 

for simplicity that there is magnetic ripple in only one dipole, placed at a phase </>0, In one pass 

through the ring, the betatron phase </> advances by 27C' radians. The equation of motion in the 

presence of ripple is, 

d2e 00 
d</>2 + w~e + we3 = I(t) L 6(</> - </>0 - 27C'm) . 

m=-oo 

(1.6) 

Since the magnetic field ripple arises from current ripple in the power supplies, the time dependence 

of the ripple is of the form 

f(t) = fo cos f2rt , 

where f2r is the ripple frequency. We can expand the periodic delta function as 

00 1 [00 1 m~oo 6(</> - </>0 - 27C'm) = 27C' 1 + 2?; cos q(</> - </>0) 

For large rings and small non-linearities, the phase </> depends linearly on the time t as </> = f2{jt, 

where O{j is the betatron frequency. Substituting these back into the equation of motion gives, 
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(1.7) 

Of all the frequencies present in the forcing term on the right hand side, we pick that frequency 

which is closest to the betatron tune woo Dropping all other terms, the equation of motion simplifies 

to 

d
2e 2 3 1 [ ] d<p2 + woe + me = 211" fo cos (vo + f~)<p + cO<Po , (1.8) 

where f ~ 1, and ~ is called the detuning. This is the equation for the forced Duffing oscillator 

without damping. In the event that there is significant ripple in N dipoles located at phases <Pi, j = 

1, ... , N, the above equation can be generalized to 

(1.9) 

The questions of interest are 

• What ripple frequencies Or (or detunings ~) lead to the largest beam emittance? 

• In a typical accelerator ripple fields can always be reduced to low levels by properly designing 

the power supplies and also attaching appropriate filters to the magnets. However with a large 

number of magnets, even small ripple fields can lead to appreciable emittance growth over the 

lifetime of a beam. The question that arises is to what level must the ripple amplitudes fJ be 

reduced to avoid significant perturbation of the beam? 

2. Collective behavior of driven linear oscillators 

This section is a slightly generalized treatment of material that appears in [10]. It is included 

primarily for pedagogical reasons, to make clear the difference in behavior between an ensemble of 

linear oscillators and an ensemble of nonlinear oscillators. 

We consider here the long time behavior of an ensemble of driven linear oscillators, each of which 

is governed by the equation of motion 

(2.1) 

with initial conditions x(O) = Xo , x(O) = xo. The general solution is 

x(t) = Xo coswt + Xo sinwt + 2 F 2 [coswrt - coswt] , 
w W -wr 

(2.2) 
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which contains the special cases of linear growth for W = 0 and also w2 = w; '# 0 and quadratic 

growth for w = Wr = 0 in the usual limiting way. Here ensemble averages over Xo and i:o have the 

same properties as the underlying dynamics, basically quasi-periodicity. To obtain non-trivial results 

consider an ensemble with a spread of natural frequencies w, and distributed in phase space. For 

these linear oscillators the frequencies will, in general, be independent of the positions in phase space. 

In an accelerator this situation arises if the machine is perfectly linear but has non-zero chromaticity 

and the particles in the beam have a spread in energies. The density distribution describing the 

initial phase space coordinates (xo, i:o) and the frequency for this ensemble can therefore be taken 

as a product distribution, 

(2.3) 

which is normalized as 

J pp(xo, i:o)dxo di:o = 1 = J pj(w) dw . (2.4) 

Here, pp and pj denote the distributions in phase space and frequency respectively. 

One might imagine that when the whole ensemble of particles is driven by the external force, the 

response of the resonant particles will be the most important in determining the position of the 

centroid. However the position of the centroid does not grow without limit at long times. This can 

be seen by computing the centroid position as the ensemble average of x(t), 

(2.5) 

The ensemble average can be written as a sum of two parts, the first depends on the initial conditions, 

the second on the response to the external force, 

(x(t)) = (xo) J coswtpj(w) dw + (i:o) J si:wt Pj dw + F {J ~j~W2~ [COswrt - coswt] dW} 

(2.6) 

To calculate the average of the term in curly braces, we introduce the detuning parameter, A = 

Wr - w. Substituting the single particle response given in Eq. (2.2) and changing the variable of 

integration to A gives 

() J . J sinwt x(t) = (xo) coswtpj(w) dw + (xo) -w-PJ dw (2.7) 

[ 100 P(Wr - A) . 100 p(Wr - A). ] 
F -coswrt _ooA(2wr_A)(cosAt-l)dA+smwrt _ooA(2wr _A)smAtdA . 
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We are interested in the long time asymptotics of (x(t). We use the following results 

r 1 - cos Llt - P V (~) 
t2.~ Ll -.. Ll 

lim sin Llt = 71'o(Ll) 
t-oo Ll 

where P. V. indicates the Cauchy principal value of an integral. The above equalities are to be 

understood as being applied to distributions. Using these equalities, we obtain 

[ JOO p(wr-Ll) . p(wr)] 
+F - coswrt P.V. -00 Ll(2wr _ Ll) dLl + 71'smwrt 2wr ' (2.8) 

as t - 00. By the Riemann-Lebesgue lemma which says that if J is absolutely integrable, then 

f~oo J(x)eitxdx - 0 as It I - 00 (see e.g. [11]), it follows that in the limit the first term vanishes and 

for a phase space distribution symmetric about the origin, (xo) = O. Thus we are left with only the 

response to the external force. We can assume that p( w) is sharply peaked at some frequency w which 

is near W r, i.e. p(wr - Ll) is non-zero only for Ll «Wr. This amounts to saying that the external 

drive force is nearly resonant with the core of the particles in the ensemble. This approximation 

enables us to simplify the result for the position of the centroid to 

(x(t) = 2F [coswrt P.v.jOO PJ~w) dw + 71'sinwrt PJ(wr) + 0(1)] 
Wr -00 W Wr 

(2.9) 

as t - 00. This expression shows that at long times, the centroid oscillates at the external drive 

frequency with a finite amplitude. This lack of growth in the centroid motion in the presence of an 

external force is also known as Landau damping [10]. 

The average amplitude of the ensemble in phase space (or equivalently the energy) does however 

grow in time by absorbing energy from the external source. This can be seen by calculating the long 

time asymptotics of (x 2 ). We proceed as before and for the evaluation of the asymptotics we need 

the following results: 

I· 1 - cos Llt I' ( A) 1m Ll2 = 1m 71'0 ~ t , 
t-+oo t-+oo 

lim 1-2cosLlt+cos2Llt =-~PV (~) 
t-oo Ll2 dLl . . Ll ' 

lim sin 2Llt - 2 sin Llt = ~ ~o(Ll) , 
t-oo Ll2 2 dLl 

I
. sin 2Llt - sin Llt I' cos 2Llt - cos Llt 
1m = 0 = 1m ---,....---

t-O<? Ll t-oo Ll 
(2.10) 
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These results can be derived by taking the Fourier transform of the expression on the left hand side 

with respect to a, evaluating the long time limit and then taking the inverse transform. Using these 

equalities, integrating by parts and making use of the Riemann-Lebesgue lemma, 

100 PJ(Wr - a) F(xo) 
+F(zo)P.V. -00 a(2wr _ a) da + ~PJ(O)(l - 2 COswrt) 

- isin2wrtd~ [(~~:r_-a~;]I~=J (2.11) 

as t - 00. For symmetric phase space distributions the terms in the second line vanish. Keeping 

only the dominant terms shows that the growth of (z2(t)) is linear in time, 

(2.12) 

at long times. Thus we see that the density of free particles (w = 0) and exactly resonant particles 

(w = wr ) determines the long time behavior of the ensemble. For these particles, z2 grows as t 2 . 

However in averaging over the ensemble we include particles nearby in frequency for which the 

motion is only oscillatory. This slows the collective behavior of the ensemble by one power of t. 

In the rest of the paper we consider the nonlinear case where we will see that the averages are 

bounded and the linear growth in time does not hold. 

3. Numerical solution of the DufHng equation 

3.1. Single particle behavior 

A single undamped driven Dulling oscillator is described by the equation 

(3.1) 

where Wo is the natural frequency of the oscillator in the absence of non-linearities and external 

forcing. Both the non-linearity and the external force are assumed small : 0 < f ~ 1. The 

assumption of a small force precludes the existence of chaotic behavior in most of phase space. We 

allow for an arbitrary initial phase ~ of the force. This phase affects the short time behavior of the 

particle but not the behavior at long times. 
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The response of the particle can be described by the Fourier modes in x. The amplitudes and 

frequencies of these modes depend on the parameters in the equation of motion and also on the 

initial conditions. The restriction to small forcing limits the number of significant Fourier modes. 

In fig. 1 we show a 211' /wr Poincare section for 3 particles over a hundred periods of the external 

force. In figs. 2, 3 and 4 are shown their Fourier spectra. Particle 1 which is practically stationary 

in the Poincare plot has one significant Fourier mode at the drive frequency W r , particle 2 with a 

greater excursion in phase space has three significant nearly equally spaced modes (one at wr ) while 

particle 3 whose motion is symmetric about both (x, x) axes again has only one significant mode. 

The dependence of the Fourier spectra on the initial conditions will be explained in Section 4.5. 
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Fig. 1. Poincare plot over 500 periods of 3 particles; £=0.1, a = 1.0, 1=1.0, Wo = 1.0, w .. = 0.99. 
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Fig. 2. Fourier spectrum of particle 1 in fig. 1 with largest peak at W = Wr = 0.99, the drive frequency; 

€=0.1, a = 1.0, /=1.0, Wo = 1.0. 
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Fig. 3. Fourier spectrum of particle 2 in fig. 1 with largest peak at W = 1.29; €=0.1, a = 1.0, /=1.0, 

Wo = 1.0, Wr = 0.99. 
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Fig. 4. Fourier spectrum of particle 3 in fig. 1 with largest peak at w = 1.89; f=O.l, ex = 1.0, /=1.0, 

wol = 1.0, Wr = 0.99. 

9.2. Time evolution 0/ the averaged amplitude 

Our main aim in this paper is to understand the collective behavior of an ensemble of Duffing 

oscillators with application to the motion of particles in a storage ring. The initial distribution 

of particles in phase space changes in time due to the forces acting on them. We wish to follow 

this evolution in time and determine the change in the size of the distribution. In this section we 

will do so by numerical integration of the equations of motion. In proton storage rings the particle 

distribution is well approximated by a Gaussian distribution in phase space. For the numerical 

simulations reported here, we take a total of 104 particles distributed as a bi-Gaussian in (x, x) 

space with a unit variance in each and a zero covariance. We use the integrator RKF45 [12] in 

double precision with an error tolerance of 10-7 . Decreasing the error tolerance to 10-8 changes the 

values at long times only by one part in a thousand. 

It was mentioned in Section 1 that the questions of interest are the effects on the distribution size 

as we change the parameters of the time periodic force-the amplitude / and the frequency Wr. We 

will examine the case when the external frequency is close to the linearized frequency of the particles 

and thus we define the detuning parameter d as 

Wr = Wo + fd (3.2) 

Here we will show representative examples of these effects as found by the numerical integration. 

We consider the following quantity as a measure of the size of the distribution in phase space, 

(A2) = (x2 + :~ x2) (3.3) 
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where () denotes the average over all particles. It turns out to be more convenient (as will be seen 

in Section 8) to consider A2 rather than x 2 + i:2jw5, although WO,Wr are close. We calculate the 

time evolution of (A2) and write out its value every period of the force so that we are viewing (A2) 

in a Poincare section. Figures 5 and 6 show the time evolution for the same amplitude of the force 

(f = 1.0) but different detunings. Figure 7 shows the evolution at a larger force (f = 10.0) and the 

same detuning as in fig. 5. 

All three figures show that (A2) rises quickly to a peak value and then performs smaller amplitude 

oscillations about a value to which it relaxes at long times. This is to be contrasted with the behavior 

of an ensemble of driven linear oscillators for which (A 2) grows linearly with time. A comparison of 

figs. 5 and 6 shows that it takes longer to equilibrate at the lower value of the detuning if the force 

is held constant. From figs. 5 and 7 we observe that, with the detuning kept constant, both the final 

equilibrium value and the frequency of oscillations increase nonlinearly with the forcing amplitude. 

We will explain these observations by a theoretical analysis in the subsequent sections. 
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Fig. 5. Time evolution of the ensemble average< x 2 + (x/w r ? > in a Poincare section for a Gaussian 

distribution with 104 particles; c=O.l, Q' = 1.0, /=1.0, Wo = 1.0, ~ = -0.1. The inset shows the evolution 

over 100 periods. 
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4. The averaging approximation 

4.1. The averaging theorem 

Consider the undamped, driven Dufling oscillator, 

(4.1) 

with small forcing and small nonlinearity, i.e. f ~ 1. Let 

T = wrt , Wr = Wo + fLl (4.2) 

and notice that we are near the 1:1 resonance with Ll the resonance parameter. The equivalent 

system of first order ODEs, 

d f ( x~ f ) ( 2 -X2 = -Xl + - 2LlxI - a- + - cos T + 0 f ) 
dT Wo Wo Wo 

(4.3) 

can be written as 

X(TO) = Xo ( 4.4) 

where x = (x, x) == (Xl, X2) and J is the symplectic matrix. This can be transformed to a standard 

form for the method of averaging by 

(4.5) 

which yields 

d~y = fe-J(r-ro)g(eJ(r-ro)y, T) + 0(f2) == fG(y, T, TO) + 0(f2), y(TO) = Xo . (4.6) 

Here TO is inserted in (4.5) so that in the TO Poincare section, x = y. The vector field G is 271" 

periodic in T and the first order Averaging Theorem, as presented in Appendix A, states that 

for 0 ~ T ~ T/f. Thus P increases the accuracy at 0(1) times but not at O(l/f). Here 

P(u, T, TO) = r [G(u, T, TO) - G(u, TO)] dT 
lro 

is 271" periodic in T and u satisfies the averaged equation, 

du -
dT = fG(u, TO), 

1 r'lr 
G(u, TO) = 271" lo G(u, T, TO) dT, U(TO) = Xo . 
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If we let 

then G is found to be 

f 
K=-

2wo 

where u = (u, v). Furthermore (4.9) can be obtained from the Hamiltonian 

Wo il = _~(u2 + v2 )2 + .6.(u2 + v2 ) - Ksin(To + ¢)v + KCOS(TO + ¢)u 
f 4 2 

with 

d ail d ail 
-u= -- , 
dT av -v=-

dT au 

(4.10) 

(4.11) 

( 4.12) 

It turns out that G is such that all solutions of (4.9) exist for all time and that T can be any 

positive constant. It follows from (4.5) and (4.7) that 

= +0 f , 
[ 

COS(T-To)u+sin(T-To)V 1 () 
- sin( l' - TO)V + cos( l' - TO)U 

(4.13) 

for 0 ::; l' - TO ::; T / f .On a TO Poincare section 

X(TO + 2mr) = U(To + 2mr) + 0(f2n) for 0 < 2mr < T / f . (4.14) 

It is interesting to note that U thus defines the Poincare map with an accuracy of 0(f2), a fact we 

will not make use of in this paper. From Eq. (4.13), it is clear that u describes the slow oscillations 

of the envelope of x. 

To analyze the averaged equations, we first find the equilibrium points and analyze their stability. 

We then construct the phase plane portraits. At a later stage we will find the solution in terms of 

elliptic functions. 

It should be emphasized that these results are valid on time intervals of 0(1/f) and we hope that 

this is long enough for equilibrium to set in. We do not expect U(T) to give a good approximation 

on longer intervals because in general we expect the U motion to become out of phase with the 

y motion at longer times. However we can say something at longer times because the adiabatic 

invariant results developed in [13] can be applied. They show that Hamiltonians such as the one 

in (4.12) when evaluated along the solution y(t) or along x(t) in the TO section cannot change 

significantly until times of 0(1/ f2). Since our equilibrium results really only need motion on an 

energy surface, this may mean that averaging results work on longer intervals. 
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4.2. Fixed points of the averaged equations and their stability 

To obtain simple equations for finding the fixed points we define the polar variables (a, r) as, 

u = a cos( r - TO - ¢) 

v = asin(r - TO - ¢) (4.15) 

where a ~ 0. At this point we set the section time TO and the initial phase ¢ to zero. The initial phase 

¢ affects only the transient behavior of the particles and not the long time behavior, our focus of 

interest. The section time affects the orientation of the Poincare map but not the ensemble averages 

of rotationally invariant quantities such as u2 + v2 • The fixed points (a e , re) are then determined by 

setting G = ° to zero which leads to the equations 

sinre=o, 

f(a e) == Aa~ - ~ae -/\,cosre = 0. 

(4.16) 

(4.17) 

The first equation leads to the two possibilities re = 0, 1f'. Since fl(a) = ° for a = ±J ~/3A, there 

are three real roots if f( -J ~/3A) > 0, i.e. if 

(4.18) 

and there is only one real root if the detuning ~ < ~bJ' For ~ > ~bJ we define 

1 [(~ )3/2 1 O(re) = '3 cos- l lJ cosre, 0< 30 < 7r • 

Choosing the positive values of a from the six possibilities gives three fixed points at 

(4.19) 

(4.20) 

(4.21) 

These fixed points are ordered as 

In the (u,v) phase space, the three fixed points are at (Uc1,Vc1) = (al,O), (U e2,Ve2) = (-a2,0) and 

(Ue3, Ve3) = (-a3, 0). 
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If A < AbJ, then the single positive real root of the cubic is 

(4.22) 

The fixed point is at (ueo, veO) = (ao, 0). At the bifurcation point A = AbJ there are two equilibrium 

points, one at al = 2) ~ and the other at a2 = aa = al cos 7r /3. 

In fig. 8 we show how the amplitudes of these fixed points vary with the detuning A. 
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Detuning !J. 
Tlp·05632 

Fig. 8. Fixed points as a function of the detuningj A = 3/8, K = 0.5. 

We now examine the stability of small amplitude motions around these fixed points. The Jacobian 

matrix is 

- [ 0 DG(u, To)lu=u = 
C A _ Aa2 

e 

(4.23) 

The stability eigenvalues Il are thus given by 

Il = ±iV[Aa~ - A] [3Aa~ - A] . (4.24) 

Thus for Il I- 0 the equilibrium is unstable for Il real and linearly stable for Il imaginary. The fact 

that linear stability implies stability follows from the Hamiltonian structure. Aa~ - A I- 0 if", I- 0 
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but if 3Aa~ - ~ = 0, then two roots coalesce and a phase plane analysis shows that the fixed point 

is unstable. 

For ~ > ~bl' the stable fixed points are at (al,O), (-a2,0) while the fixed point at (-a3,0) 

is unstable. For ~ < ~bl' the fixed point at (aD, 0) is stable. The frequency of small amplitude 

oscillations about a stable fixed point is f2c = v'(Aa~ - ~)(3Aa~ - ~). Figure 9 shows that f2c 

around aD decreases as ~ approaches zero from below, then increases slowly till ~ -+ ~bl' At the 

bifurcation point ~ = ~bl' f2c = ~bl' The fixed point aD becomes the fixed point al for ~ > ~bl 
and the frequency around al also increases slowly with ~. The fixed point at a2 is closest to the 

origin and it moves in rapidly towards the origin as ~ increases beyond ~bl' The frequency of small 

amplitude motion around a2 grows with corresponding rapidity as ~ increases (around a2, f2c ~ ~ 

for large ~). 
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Fig. 9. Frequency at stable fixed points vs. the detuning; A = 3/8, K. = 0.5. 

4.9. Phase plane portraits 

Define the slow time variable 71 = f.T /wQ and let a prime denote a derivative with respect to 71. 

Then from (4.9) and (4.11) it follows that 
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where 

oH 
u' = -- = -.6.v + A(U2 + V 2

)V oV (4.25) 

(4.26) 

(4.27) 

Furthermore, the Hamiltonian is symmetric in v, so that the phase curves In the (u, v) plane 

are symmetric about the u axis and we can describe the phase curves by v( u, E) ~ 0 where 

H(u,v(u,E» = E. 

To determine v we define 

and note that H = -~R" + %-R2 + IW. Thus 

v(u, E) = ±JR2 - u2 . 

For later use we note that (for v ~ 0), 

ov 
oE 

1 

and the opposite sign in the lower half of the phase plane. 

(4.28) 

(4.29) 

(4.30) 

(4.31) 

The shape of the equal energy contours depends on whether .6. is less than or greater than O. 

For .6. < 0, only the positive sign in the expression for R2 leads to positive values of R2. This also 

implies that v is a single valued function of u over all of phase space. For.6. > 0 however, both signs 

in the solution for R are allowed but in different regions of phase space. As a consequence, v is not 

a single valued function of u and the phase portrait has folds in it. The turning points in the phase 

portrait occur where the slope of v becomes infinite and dv I du is infinite when the right hand side 

of (4.25) is zero, thus either v= 0 or )'R2 - .6. = O. The latter gives 

At u = Uturn, the sign of the square root in the expression for R2 changes sign and R2 = .6./ A. Thus 

all turning points (not on the u axis) for the kidney shaped equal energy contours lie on a circle of 

radius J.6./ ).. Particles which have such turning points have energies E in the range 

.6.
2 J¥ .6.

2 J¥ E/ow=--Il. -<E<-+Il. -=Eh'h - 4), ). - - 4), ). - 19 (4.32) 
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For all particles in this energy range, the turning points in U are at Urn;n, Uturn, Urn ax with Uturn :$ 

Urnin :$ U rnax · Travelling along a contour from Urnin to Uturn, 

and from Uturn to Umax 

Outside this energy range we take the positive sign for all contours. We now construct several phase 

plane portraits. 

The energy E is bounded from above, it takes on the maximum value Emax at the fixed point 

(uco, vco) = (ao, 0), this value is 

(4.33) 

At the origin of phase space, E vanishes. 

Figure 10 shows the phase curves in (u, v) space for a few values of the energy at at detuning far 

below the bifurcation value l:l.b/ ~ 0.859. Figure 11 shows the phase portrait at a detuning l:l. = 0.75 

much closer to the bifurcation value. In either case, for E ~ 0 the phase curves are approximately 

circles given by R2 = J-4E/>., as is seen from (4.27). 
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Fig. 10. Equal energy contours in ('1.1., v) phase space below the bifurcation value of A: >. = 3/8, It = 0.5, 

A = -0.1. The bifurcation value is Abf ~ 0.859. The fixed point is at (uco, vco)=(1.020,0.0). 
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Fig. 11. Same as fig. 10 except that t:. = 0.75. The dotted lines show the circle of radius [t:.jA]1/2 on 

which the turning points (off the u axis) lie. The fixed point is at (uco, vco) = (1.672,0.0). 

2. t:. > t:.b f 

In this case the two stable fixed points are at amplitudes al, a2 and the unstable fixed point is at 

an amplitude a3, these being ordered as 0 < a2 < a3 < al. The corresponding energies are ordered 

as E[a2] < E[a3] < E[al]. Note that the energy has a global maximum at the stable fixed point al 

and is not bounded from below. In the limit that ~ -> 00, E[ a3] -> E[ all and the amplitudes of the 

corresponding fixed points also approach another, as is clear from fig. 8. 

For energy values in the range E[a2] ~ E ~ E[a3], there is a two-fold degeneracy of curves. This 

occurs because as we proceed towards negative u from the unstable fixed point (at amplitude aa), 

the energy decreases without bound from the value E[aa] while if we proceed towards positive u 
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from this point, the energy again decreases to a minimum of E[a2] and then increases to a maximum 

of E[ad at the stable fixed point at al' One set of curves in the above range are the relatively small 

amplitude motions about the stable fixed point (a2' 0) and contained within the homo clinic loop. 

On these contours, R2 = R:. In the same range of energies, there is another set of curves with 

larger amplitudes lying outside the homo clinic loop. If these curves are completely outside the circle 

of radius VA/A, then R2 = R~ on the complete contour, otherwise R2 = R: on the portion of the 

contour lying within the circle. Figure 12 shows the equal energy contours for a few values of E at 

A = 2.00, at a detuning above the bifurcation value of AbJ = 0.859. 
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Fig. 12. Equal energy contours in (tI, v) phase space for a detuning above the bifurcation value; ). = 3/8, 

K. = 0.5, (j. = 2.0. The fixed points are at (tlel,Vel) = (2.425,0.0), (tl e2,Ve2) = (-0.253,0.0) and 

(tle3, Vc3) = (-2.172,0.0). 
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4.4. Solution of the averaged equations 

In this section we show that the solution of the averaged equations (4.25), (4.26) can be written 

in terms of Jacobian elliptic functions. These exact solutions will be used later in calculating the 

time evolution and also the long time limit of ensemble averages. If we let 

u = V2.i cos 'Y and v = V2.i sin 'Y 

then (J, 'Y) are canonically conjugate variables whose equations of motion are 

'" 'Y' = ~ - 2>'J + . lOT cOS'Y 
y2J 

J' = ",V2.i sin 'Y 

These are derivable from the Hamiltonian 

H = _>.J2 + ~J + ",V2.i cos 'Y 

with 

, oH J'- _ oH 
'Y = oJ' - o'Y· 

(4.34) 

(4.35) 

(4.36) 

(4.37) 

( 4.38) 

The fact that H is independent of the time (77) implies that the equations are integrable by quadra-

ture. We can eliminate 'Y from the equations of motion and integrate the resulting equation for J 

to obtain 

(4.39) 

We represent the constant value of the Hamiltonian by the energy E. 'Yo is the initial value of 'Y 

and the prefactor sgn(sin'Yo) is the sign of sin 'Yo. This factor indicates whether J is increasing or 

decreasing at the initial instant. For a given energy, the excursions in J are bounded between a lower 

and an upper limit, Jmin and J m4:t: respectively. At these limits, the denominator in the left hand 

side of the above equation vanishes. The quartic expression in this denominator can be factored 

either as 

( 4.40) 

where Je , J; are complex conjugate roots or as 

(4.41) 

where all roots are real and Jmin < J m4:t:, J/ ow < high. We consider the two cases separately. 
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(aJ Two real and two complex roots 

There are only two real roots at all energies if ~ < ~bJ while for ~ > ~bJ this is true if either 

E < E[a2] or if E > E[a3]. We change the variable of integration from J to a variable y defined 

over the entire positive real axis, 

JJ -Jmin y= , 
Jmax - J 

We also define the complex parameters a, ~J and real parameter Yo as 

a = Jmin - Je , lal < 1 
Jmax - Je -

~J = Jmax - Je . 

Then Eq. (4.39) can be written as 

l
y dy' . AI~JI 

Yo J(y'2 + a)(yt2 + a*) = sgn(sm 10)-2 -(TJ - TJo) . (4.42) 

We can use the time translation invariance of the equations of motion to set the initial instant TJo 

to be zero without loss of generality. Using the table of integrals in [15], we obtain after integrating 

the above equation, 

1 [ ] AI~JI 2Jjaf F(</>o, k) - F(</>, k) = -2-7] . ( 4.43) 

F(</>, k) is the incomplete elliptic function of the first kind. The real parameters k, </>0 and the variable 

</> are defined as follows 

1 
k=-

v'2 
Re(a) (Y5 - la l) (y2 -Ial) 

1 - ~ , </>0 = arcos Y5 + lal ,</> = areos y2 + lal . 

The solution for y can be transformed back into a solution for the amplitude squared variable J. 

Defining the time dependent parameter X as 

the solution for J is 

J = lalJmax + Jmin + (lalJmax - Jmin)cnX 

1 + lal - (1 - la\)cnx 

(4.44) 

(4.45) 

where cn(x, k), the Jacobean elliptic cosine function, is a doubly periodic function with a real period 

of 4K(k), K(k) being the complete elliptic function ofthe first kind. This shows that J is a periodic 

function of TJ. Equation (4.45) shows that J is a constant whenever Jmin = Jmax (which implies 

a = 1). This is true both at the stable fixed points and at the other limit, far away from the fixed 

points, where the motion is a simple harmonic oscillation. In the intermediate region of phase space, 

J varies significantly with time. 
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The phase space variables (u, v) can be obtained from J as 

1 
u = -[E + >.J2 

- LlJ] 
K. 

v = ±V2J - u2 . ( 4.46) 

The fundamental frequency n of motion on a curve is a function of the energy E on the curve, the 

turning points Jmin and Jmaz: are determined by the energy at constant >., Ll, K.. From Eq. (4.44) 

we obtain, 

(4.47) 

(b) Four real roots 

The quartic expression may have four real roots if the detuning parameter Ll is above the bifur­

cation value Llb/. The motion is bounded between Jmin and Jmaz: with the other real roots of the 

quartic being J/ow and high. This occurs if the energy lies in the range E[ a2] :::; E :::; E[ a3] where 

E[a2] is the energy at the stable fixed point (U c2,vc2) = (-a2'0) and E[a3] is the energy at the 

unstable fixed point (u c3, Vc3) = (-a3, 0). The integral is 

with the two possibilities for the ordering of the roots J mazy > J min > high > J/ow or high > J/ow > 
Jmaz: > Jmin . There are two curves with the same energy, the first ordering holds for the large 

amplitude curve and the second ordering applies to the smaller amplitude curve which is enclosed 

within the inner homoclinic loop. The above integral can be evaluated using the table of integrals 

in [15]. Define the parameters: 

Jmaz: - Jmin 
a= , 

high - Jmin 
ifJo = arcos ( 

(high - Jmin)(Jmaz: - Jo) 
(Jmaz:- Jmin)(Jhigh - Jo) 

k= 
(high - I!ow)(Jmaz: - Jmin) 
(high - Jmaz:)(J/ow - Jmin) 

The corresponding time dependent parameter is defined as 

The solution for J is 

J = Jmaz: - Jhigh a cn2X 
1- a cn2x ( 4.48) 

The degenerate case that two of the four real roots are equal corresponds to particle motion on the 

homo clinic orbit. 
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The corresponding energy dependent frequency is 

(4.49) 

Note that neE) is invariant under the interchange Jmin +-+ J/ow , Jma:r: +-+ Jhigh. This proves the 

somewhat surprising result that the frequency of motion on both the small amplitude curve and the 

large amplitude curve of equal energy is the same. 

4.5. Fundamental frequency and Fourier coefficients of the solution 

We know that each solution (u, v) is periodic in the slow time variable 1J with fundamental fre­

quency neE), and hence can be expanded as a Fourier series in neE). The dependence of n on 

the energy is different in the two cases Ll < LlbJ and Ll > LlbJ. Figures 13 and 14 show how 

the frequency varies with energy at three values of the detuning below and above the bifurcation 

value LlbJ, respectively. 
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Fig. 13. Frequencies O(E) below the bifurcation value of the detuningj ~ = 3/8, K, = 0.5. 0 shows the 

location of the stable fixed point. The frequency shown in this plot is measured in units of the slow time 

fWr/WQ. 
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Fig. 14. Frequencies O(E) above the bifurcation value of the detuning; ..\ = 3/8, K, = 0.5. On each curve 

o shows the locations of the two stable fixed points while 0 shows the unstable fixed point. 

For large negative values of A, the minimum frequency is at the fixed point and increases monoton­

ically as the energy becomes more negative. As the de tuning increases towards zero, the minimum of 

the frequency shifts away from the fixed point and also decreases in value. The minimum approaches 

zero and its depth increases as A increases and approaches the bifurcation value. For A > AbJ, 

the minimum is an asymmetric cusp at the energy corresponding to the homo clinic loop and the 

frequency vanishes. As proved in Section 4.4(b), O(E) is a single-valued function of energy over the 

entire range. 

The fact that at large negative energies the frequency increases with energy can also be seen 

from the equations of motion for (u, v). From (4.25) and (4.26), we find that at large amplitudes, 

R2 = u2 + v2 is essentially a constant of the motion and the frequency is 0 ~ >.R2 ~ 2V>-V-E. 
To expand J in a Fourier series as, 

n=oo 
J = E JneinO(E)['l-'lo] (4.50) 

n=-oo 

we use the Fourier expansion of the cn function [15], 

00 

cn(x, k) = 2 E Cn cos(2n + l)v 
n=O 

where the parameters are defined as 
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11' 1I'F(¢o, k) . 
v = 2I«k) X = 2I«k) - sgn(sm,;,o)n(E)17 

and the coefficients are 

11' qi/2 

Cj = kI«k) 1 + qi ' j = 1,3, ... 

= 0 , j = 0,2,4, ... 

The function J being real requires that the complex coefficients I n obey J_ n J~. From the 

numerical computations of Section 3 it is clear that in the range of external forces considered here, 

only the first few harmonics in neE) are important. Accordingly we drop all coefficients I n for n 

greater than 3. This will be justified a posteriori by the results. Here we will use the solution when 

there are two real roots. A similar procedure can be performed in the other case. Let 

We substitute the Fourier expansions of J and the cn function into the following equation (obtained 

from Eq. (4.45»), 

J [1 + lal- (1 - lal) en x] = lalJmax + Jmin + (lalJmax - Jmin) cnx (4.51) 

Solving the 4 x 4 set of linear equations for the coefficients I n , we find that the imaginary parts of 

the coefficients vanish identically and the real parts are given by, 

Jo = ~ (hJa [J~ - Jl [(e1 + ca)2 + (C1 + C5)2 J] 

+2J2J4 [Jl [Cl(Cl + C5) - Ca(Cl + ca)] - J~(ci + c~)]) = ~ [hJ: + O(cD] 

- I( )[2 2 2 2 ( ) h = D J2Ja - J1J4 JaC1 - J4Cl(Cl + C5) + J4ca Cl + ca)(Cl + C5) 

= ~(J2Ja-J1J4)[J~Cl+0(C~)] 
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where D is the determinant of the 4x4 matrix, 

These solutions show that the leading term in each coefficient I n is proportional to c~ or equiv­

alently to exp[-mrK'(k)/K(k)]. The prefactor of this coefficient (e.g. J§ in J1 , J3J4 in J2 etc.) 

also decreases with increasing n. This indicates that the Fourier coefficients I n are decreasing ex­

ponentially, barring the singular case for k = 1. This explains why only a few harmonics contribute 

significantly to the motion at the forcings we consider in this paper. The second point to be noticed 

is that since hJ3 - hJ4 = 2!a!(Jmax - Jmin), the three coefficients I n, n> 0 are proportional to 

Jmax - Jmin. We know that when Jmax = Jmin only the coefficient Jo will be non-zero. Hence we 

can expect that I n is proportional to Jmax - Jmin for all n > O. 

Since the Fourier expansion of J contains only a small number (say NJ) of significant coefficients, 

it follows from 

1 
u = -[E + >..J 2 

- ~J] 

'" 
that u has at most 2NJ significant Fourier coefficients. If we keep coefficients to the same order as we 

did for J, we retain only N J of these coefficients. The Fourier expansion for v is most conveniently 

obtained from the equation of motion 

Vi = '" - (2)''J - ~)u 

Since v is a periodic function, Vi is a periodic function with zero mean and we are justified in dropping 

the constant terms on the right hand side of the above equation. Integrating, we obtain a Fourier 

expansion for v and retain only the N J most significant coefficients. Thus we can write 

u = Uo + Ul cos // + U2 cos 2// + ... 
v = Vo + VlC cos // + VlS sin // + V2C cos 2// + V2S sin 2// + ... (4.52) 

Substituting this back into the expression for x, 

x = U coswrt + vsinwrt + O(c) (4.53) 

we see that x (and also :i:) are quasi-periodic functions of t with two base frequencies. Writing out 

the first few terms in the expansion for x, we obtain 
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( 4.54) 

This shows that :z: has Fourier components at frequencies W r , Wr ± dl( E), Wr ± 2fO( E), ... The first 

few of these are seen in figs. 2, 3 and 4. 

In Section 2 for the collection of linear oscillators, a similar solution was used to calculate the 

ensemble average by averaging over the initial conditions. In principle, the above perturbative 

solution could be also be similarly used to calculate the ensemble average. In practice this is hard 

to do analytically because the coefficients (Uj, Vj c, Vj s) and l/ depend on the initial conditions in 

a complicated way. Instead we must use the equilibrium phase space density to calculate the long 

time averages. 

In fig. 15 we see how the dominant frequency in :z: changes with the average amplitude of the 

particle at a detuning where there is only one fixed point. We see that all particles which respond 

at the drive frequency wr (= 0.99 in the figure) have amplitudes close to the fixed point while 

particles which are driven to average amplitudes larger than the fixed point amplitude respond at 

the amplitude dependent larger frequency Wr + dl(E). The gap in the frequency spectrum between 

Wr and the next value of the response frequency occurs because here the minimum value of n( E) is 

positive. 
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Fig. 15. Dominant frequency in x(t) for 1000 particles as a function of the average amplitude. The 

frequency is obtained by an FFT of the numerically integrated Dufling equation. Parameters: f = 0.1, 

f = 1.0, ~ = -0.1. The driving frequency is Wr = 0.99. 
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5. Collective behavior and the long time limit 

For linear oscillators, the ensemble averages of any dynamical quantity can be calculated by 

averaging the exact solutions over the initial conditions. The behavior at long times can be obtained 

by finding the long time asymptotics of the ensemble average, as was done in Section 2. For a 

collection of non-linear oscillators we cannot do this for two reasons. In general solutions in terms of 

known functions do not exist and secondly even a perturbative solution has a complicated dependence 

on the initial conditions which precludes such an averaging procedure. Instead we must turn to a 

statistical description of the ensemble behavior. 

The differential equation governing the evolution of the forced oscillator is 

(5.1) 

with initial conditions x( TO) = Xo. Given an initial density po(x), our goal is to understand the 

evolution of the phase space density p(x, T). From the divergence-less nature of the vector field 

governing the flow of x, it follows that (see Appendix B), 

where X(T) = ~(T, TO, xo) is the general solution of the initial value problem (5.1). From our 

discussion in Section 4.1 we have 

and 

where u is defined by 

du -
dT = fG(U, To) (5.3) 

with initial conditions u( TO) = Xo. The general solution of (5.3) will be denoted u( T) = i( T, TO, xo). 

As previously discussed, (5.3) is an autonomous (Hamiltonian) system in the plane and all solutions 

are periodic, except for the homo clinic loop in the case that there are three fixed points. Liouville's 

theorem then assures us that phase volumes are conserved in the time evolution and specifically that 

the phase space density at time T may be obtained by evolving the particle trajectories backwards in 

time by an amount T as discussed in Appendix B. Since the solutions of the averaged equations are 

periodic, the phase space density in u space, p(u, T) = Po (i(TO , T, u» = PO(i(TO, T, u», is a periodic 

function of T and does not have a long time limit. The periods T(E) on the phase space curves 
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depend non-trivially upon the energy E and thus we expect that there exists an equilibrium density 

Peq(H(u» such that a long time limit exists in the following coarse-grained sense, 

lim f p(u, T) du = f Peq (H(u»)du 
1"-00 iA iA (5.4) 

for all sufficiently well behaved regions A. A proof of this assertion (for a special class of A) in the 

problem of particle channeling in crystals can be found in [16] and we believe that the proof can be 

generalized to cover the case of this paper although some care is clearly needed near the homo clinic 

loop. A crucial point in the proof is that the period T(E) must have a non-zero derivative except 

at isolated points. For a collection of non-interacting linear oscillators with the same frequency, 

the density is also a periodic function of time. However all phase curves have the same period and 

consequently no limit exists, even in the sense of (5.4). 

By the averaging theorem 

X(TO + 2m!') = Y(TO + 2m!') = U(TO + 2m!') + OCt") 

for integer n = O(l/e). In addition, we expect the flow in u space to equilibrate in a duration T of 

O(l/f) and if this is the case, then 

p(x, TO + 2m!') = Po (~(TO' TO + 2m!', x») = Po (i(TO, TO + 2m!', x») + O(f) (5.5) 

should have a coarse grained limit, i.e 

lim J p(x, TO + n) dx = J Peq (H(u»)du + O(e) 
n-oo A A 

(5.6) 

While this may seem somewhat optimistic, recall that the adiabatic invariance result of [13] does 

give that x( TO + 2?1'n) follows the integral curves of the averaged motions quite accurately until 

n = 0(1/f2). Furthermore, our numerical calculations also give evidence for equilibration. In this 

paper we do not examine (5.6) itself because we are interested in specific ensemble averages defined 

by 

(f(X)}(T) = 1 f(x)p(x, T) dx . 
all x 

(5.7) 

From (5.6) and the averaging and adiabatic invariant results we are optimistic that on a surface of 

section, 

(5.8) 

In Section 8 we present numerical evidence for this. 
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The equilibrium density peq is obtained by distributing the initial density Po uniformly on thin 

energy shells in u phase space. In the following section we discuss the construction of Peq and the 

approach to the above limit. 

As a point of interest we note that the averaged equations of motion (4.25) and (4.26) possess 

a scale invariance which can be used to reduce the number of independent parameters both in the 

equations of motion and in the ensemble averages. The variables (u, v) and the time 1] can be scaled 

as 

u = f3U , v = f3V , 1] = ! fj 
where f3 = J D.j A such that the equations of motion depend on only one parameter K = K,JAj D. 3 , 

~~ = -V + V(U2 + V2) (5.9) 

~~ = K + U - V(U2 + V2) . (5.10) 

The scaled energy & is related to the original energy E by & = AE j D. 2 • If 1/Jeq (&) be the equilibrium 

density distribution for the (U, V) variables, then it will depend on K through the equations of 

motion and on f3 though the initial conditions. 

1/Jeq(&, 8, K) =. :: J ( Po (f3U, f3V) dU dV . 
Je~1i(U,V,K)~e+Ae 

Thus for example the equilibrium value of (u2 + v2 ) is given by 

(u2 + v2) = f32 (U2 + V2) == J J 1/Jeq(&, f3, K)(U2 + V2) dU dV . 

Hence (u 2 + v2) depends on the parameters A, D., K, through f3 and K, i.e, 

Now f3 and K are invariant under the scaling transformations 

A -+ CA , D. -+ cD. , K, -+ CK, 

where C is a constant. This implies that the ensemble averages are the same for parameter sets 

(A, D., K,) related by the above transformation. However we do not make use of this property because 

in the accelerator problem, the nonlinearity parameter>. is fixed (it depends on the strength of the 

non-linear magnets) and is not a control variable. 

6. Equilibrium density distribution 

In the (u, v) plane, with the exception of motion on the homo clinic loop, particles move on closed 

curves symmetric about the u axis. These closed curves are labeled by the value of the Hamiltonian 
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H on the curve. The equilibrium density calculation assumes that an arbitrary initial distribution 

of points lying within a thin annulus E $ H $ E + dE will in time uniformize to an equilibrium 

phase space density distribution Peq(H(u, v)) within a thin energy shell of area dA. 

Consider a simple closed curve labeled by its energy E, and let BE denote its interior and A(E) 

be the area of BE. By the conservation of particles, 

(6.1) 

where po(u,v) is the initial density distribution. Expanding Peq (H(u, v)) around H(u,v) = E, 

and making the canonical change of variables (u, v) - (E, "I) via (u, v) = ¢("I, xo(E)) where ¢("I, xo) 

is the general solution of (4.25) and (4.26) with ¢(O, xo) = Xo and xo(E) is chosen appropriately, 

gives 

PeqdA + O(dA· dE) = LE+t:.E I T
(E

1

) Po (¢( "I, xo(E')) ) d"l dE' . (6.2) 

Dividing both sides by dE and taking the limit dE - 0, all but the first term on the left hand side 

vanish while the right hand side reduces to a single integral. Using the fact that 

dA 211' 
dE = T(E) = O(E) (6.3) 

where T(E) and O(E) are the period and frequency of motion on the curve with energy E, we 

obtain, 

1 [T(E) ( ) 
Peq(E) = T(E) Jo Po ¢( "I, xo(E)) d"l' (6.4) 

This is the main result of this section: the equilibrium density on a closed curve of energy E is the 

time average of the initial density on this curve. 

At a stable fixed point, ¢("I,xo(Ec)) = (uc,vc), where Ec denotes the energy at the fixed point, 

and therefore 

(6.5) 

i.e., the phase space density at the fixed point does not change with time. A complicated calculation 

given in Appendix C shows that 

P~q(Ec)=>'~C(3b+a)apO(u'V)1 _~(~a2po(~'V)1 +~a2po(~'v)1 ), (6.6) 
a b au (uc,O) 2 a au (uc,O) b av (Uc,O) 

where a = 3>'u~ - d and b = >'u~ - d. 
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It is important to keep in mind that Peq (H (u, v) = E) is the equilibrium phase space density. The 

energy density u( E) is given by 

dA 
u(E) = Peq(E) dE (6.7) 

and thus if Emin and Ema:z: are the lower and upper limits of the energy in the given distribution of 

particles, then 

211" (Emu; Peq(E) dE = 1 . 
lEm.n O(E) 

(6.8) 

While the above expression (6.4) is conceptually simple, it requires the solution of the averaged 

equations in order to obtain the equilibrium density. This can be bypassed by taking U as the 

independent variable of integration, using the symmetry of the phase space curves about the u axis 

and writing d71 = -(ovjoE) du, which follows from the equation of motion. Let umin(E) and 

uma:z:(E) be the two turning points on the u axis, then 

O(E) lumu
(E) ov [ ] 

Peq(E) = --11"- . oE(u, E) Po u, v(u, E) du 
um ... (E) 

(6.9) 

This expression is correct as written for phase portraits of the kind shown in fig. 10 where v is a 

single-valued function of u in all of phase space. However for portraits of the kind shown in figs. 11 

and 12 where v is a double-valued function of u, the above integration must be modified to take into 

account the two segments on the curve. This will be done explicitly in the next section. 

The symmetry of the phase space curves also simplifies the expression for the frequency O(E). 

Since the area A(E) is given by 

A(E) = f v du (6.10) 

it follows that the frequency is 

[lUm4% ov ]-1 
O(E) = 11" U

m
'

n 
oE(u, E) du (6.11) 

Given a distribution of particles, we can calculate the average over these particles of any dynamical 

variable at sufficiently long times such that the density has reached its equilibrium value. The average 

equilibrium value of f(u, v) is given by 

(6.12) 

Using the variables (E, 71) as before gives 

(6.13) 

where all components at a given energy must be taken into account. 
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7. Calculation of the equilibrium density 

Given an initial density distribution in (x, x), we can calculate the equilibrium density distribution 

Peq(E) using the formulas derived in the previous section. We assume a Gaussian distribution 

centered about the origin, i.e. 

(7.1) 

The Jacobian of the transformation from the x(O), x(O) variables to the initial variables in the (u, v) 

plane is 

J (x(O), x(O) : u, v) = Wr . (7.2) 

Using Eq. (6.9), we obtain for the equilibrium density 

(7.3) 

where R is a function of u given by Eq. (4.29). For negative values of ~, the only singularity in 

the integrand is at the endpoints. However, for positive values of ~, there is another singularity 

at R2 = ~/ A lying in the path of integration. This singularity occurs at a turning point Utt.lrn for 

energies in the range Elow ~ E ~ Ehigh given by Eq. (4.32). Hence for positive values of ~, the 

integral for Peq(E) where E belongs in this range is evaluated as 

Peq(E) = O(E)wr {It.1m4

.o: 1 exp [_~ (u: + W;[R~2- u
2J)] du 

27r20"~O"i t.It"." (AR~ _ ~)JR~ _ u2 2 O"~ O"i 

I t.1 m

;,, 1 exp [_~ (u 2 + w;[R: - u
2J)] dU} (7.4) 

1.1",." (AR: - ~)J R: - u2 2 0"; O"f . 

The integrals in the evaluation of the equilibrium density are evaluated numerically. The square-root 

singularities at the endpoints either in Eq. (7.3) or Eq. (7.4) can be treated using available codes [14J. 

It was noted in the previous section that the equilibrium density at the fixed point (u c , vc ) equals 

the initial density at this point since all particles which are initially at this point stay there. Hence 

the equilibrium density at the maximum of the energy is 

Peq(Ema~) = 2 Wr . exp [-2u~2] 
7r0" ~O" ~ 0" ~ 

(7.5) 

Figure 16 shows the equilibrium density as a function of energy at three values of the detuning 

below the bifurcation value ~bJ = 0.859 and the equilibrium phase space density is a smooth 

continuous function of the energy over the entire range -00 ~ E ~ Ema~ = E[aoJ. Notice that the 

maximum stays near E = 0 which corresponds to the phase curve going through the origin where the 
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initial density Po is a maximum. The curves end at Ema:r: corresponding to the stable equilibrium 

and the slope here is given by Eq. (6.6). This analytical expression for the slope can also be used to 

give a rough idea of our numerical accuracy, for example at If, = 0.5, ~ = -1.0 the slope computed 

numerically is 0.06115 whereas the slope from (6.6) is 0.06114. 

0.125 

0.100 

0.075 

0.050 

0.025 

-8 -6 -4 
E 

-2 o 
TIP-05640 

Fig. 16. Equilibrium phase space density Peq(E) at detunings .6. below the bifurcation value .6.bf : A = 3/8, 

K. = 0.5. The initial density is a Gaussian centered at the origin of phase space. 

Figure 17 shows the density above the bifurcation value. Here the equilibrium phase space density 

Peq(E) has two branches and is double-valued in the range of energies E[a2J ~ E ~ E[aaJ. The lower 

branch extends over the range -00 ~ E ~ E[aaJ while the upper branch extends over the range 

E[a2] ~ E ~ E[al]' The double-valuedness occurs because there are two sets of curves with energies 

in this range, one set with small amplitude motions enclosed within the homo clinic loop and the 

other set with larger amplitudes outside the homoclinic loop (see fig. 12). The equilibrium density 

will be smaller in the region of phase space occupied by the second set of curves as can be seen in 

fig. 17. 

We also note that Peq(E) has a jump discontinuity at E = E[aa], the energy on the homoclinic 

loop. The equilibrium density on the inner homoclinic loop is greater than the equilibrium density 

on the outer homo clinic loop. Hence the tip of the lower branch ofpeq(E) does not touch the upper 

branch in the degenerate range E[a2] ~ E ~ E[aa]. The equilibrium density has a maximum at the 

stable fixed point (U c2, 0) to the left of the origin. A proof of this can be found in Appendix C. The 
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origin of this comes from two competing effects. The E = 0 phase curves contain the maximum 

initial density smeared out over the curve whereas the fixed point (Ue2' 0) has a high density but no 

smearing. 
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Fig. 17. Same as fig. 16 but at detunings ~ above the bifurcation value LlbJ: A = 3/8, ,,= 0.5. 

An alternative visualization of the variation of the equilibrium density Peq(E) along the phase 

space contours can be obtained by plotting these quantities as a function of the lower turning point 

Umin on the U axis. These are shown in figs. 18 and 19 for two values of .6.. 

Figure 18 shows that for .6. below the bifurcation value .6.bJ, Peq is a smooth continuous function 

of Umin with zero slopes at the fixed point and at another value of Umin where the maximum occurs. 

For ~ sufficiently negative, the maximum of Peq is at the fixed point which is the only point of zero 

slope. This is because ao -+ 0 for ~ sufficiently negative. Above the bifurcation value, Umin itself 

has a jump from -a2 to the value where the homo clinic loop crosses the U axis between the two 

stable fixed points. This gap also shows up in the plot of Peq in fig. 19. Also there is a discontinuity 

in Peq at the unstable fixed point -a3 because of the different densities on the two branches of the 

homo clinic loop. 
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Fig. 18. Phase space equilibrium density as a function of Umin at a detuning A below the bifurcation 

value Abf: A = 3/8, '" = 0.5, A = 0.75. The stable fixed point is at ao. 

0.15 

(~ 
-a3 

0.10 

g 
g-

o.. 

0.05 -a3 

o~--~----------~--------~----------~--------~ 
-2 -1 0 2 

TIP·05643 

Fig. 19. Same as fig. 18 except at a detuning above the bifurcation value: A = 3/8, '" = 0.5, A = 1.00. 

The stable fixed points are at at and -a2 and the unstable fixed point is at -aa. Refer to the text for an 

explanation of the discontinuities. 
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8. Ensemble averages and the approach to equilibrium 

With the aid of the equilibrium phase space density, we can calculate the long time ensemble 

averages of any phase space variable. Two quantities that characterize the distribution of particles 

are the location of the centroid (u)eq in physical space and the average amplitude squared (R2)eq = 
(u2+v2)eq in phase space. From the structure of the (u, v) equations, it is natural to consider u2+v2 

and this explains our seemingly unnatural definition in Eq. (3.3). In relation to the accelerator 

problem, (U)eq measures the transverse deviation of the beam from the central orbit and the change 

in (R2)eq is related to the growth of the emittance. 

From Eq. (6.13), the ensemble average is 

(f(u, v)) eq = l~~:% T(E)Peq(E) < f >1/ (E) dE == l:~:% u(E) < f >1/ (E) dE (8.1) 

where < f >1/ (E) is the time average of f over a curve labeled by energy E, T(E) is the period on 

this curve and u(E) is the equilibrium energy density. Specifically, the time average of R2 is 

2 1 f 2 O(E) f R2 ~ O(E) l um
«% du 

< R >1/ (E) = T(E) R dTJ = ~ -;;;;-du = 'I + ~ U
m

... ..; R2 _ u2 
(8.2) 

while the corresponding time average of u is 

(8.3) 

Both these time averages can be calculated analytically in terms of the elliptic functions of the 

first, second and third kinds. However, since the time averages themselves of individual particles 

are not of interest here, we do not write them down. We note in passing that for particles at large 

energies, < u >1/ vanishes because the equations of motion (4.25) and (4.26) reduce to harmonic 

oscillator like equations at large amplitudes. Using the above expressions for the time averages, we 

obtain the equilibrium ensemble averages, 

(u}eq = 2 [Emu dE Peq(E) l um
«% u du . 

JEm;.. u m ... (AR2 - ~)";R2 - u2 
(8.4) 

We examine next the approach to the equilibrium value. We saw in Section 3 that the time 

for the ensemble average (x 2 + :;;2 /w~) to relax to the equilibrium value depends strongly on the 

detuning, this time being at least an order of magnitude greater at Ll = -0.1 than at ~ = 2.0 for 

the same forcing amplitude. To understand the cause of this we study the relaxation to equilibrium 

of the ensemble average of u2 + v2 • The time evolution is calculated using the the exact solutions 

for u2 + v2 obtained in Sections 4.4(a) and 4.4(b). The use of the exact solution prevents the 
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accumulation of round-off error at long times and the ensemble average can be calculated at any 

time without necessarily following the time evolution to that instant. For our calculation of the long 

time limit, we use 105 particles and evaluate the time average over 100 periods beginning at period 

100,000. This number of particles is sufficiently large that the statistical error in averaging over a 

finite number of particles is smaller than the round-off error over 100 periods. 

Figure 20 shows the evolution of (R2) at ~ = -0.1, below the bifurcation value. The first maxima 

and the frequency of oscillations can be largely understood by assuming that the ensemble averages 

initially are dominated by particles where the density is large initially, i.e. near the origin where 

the energy E = O. Over the first 88 periods there are 7 oscillations in (R2) leading to a period of 

12.6 in units of the external drive period. A calculation of the time period using (4.47) shows that 

the time period of oscillations for E = 0 is T(E) = 27f/0.77 in units of the slow time (£l;I)r/I;I)O)t, 

hence in units of the external drive period, this period is 1;1)0/(£ x 0.77) = 12.98 which is close to 

the period of the ensemble. The first peak in (R2) occurs at an amplitude of 2.63 which implies 

(Iul)max ~ V(R2) = 1.62. From fig. 10 we see that the zero energy particles have U max = 1.65, again 

close to the ensemble average for the first maxima. As time progresses, the particles get increasingly 

out of phase with each other because of their differing frequencies so that the subsequent maxima 

in (R2) decrease in amplitude till eventually equilibrium is reached. A lower bound on the time 

to relax to equilibrium can be estimated in terms of the spread of frequencies ~n near the origin 

which is approximately 0.02 in this case. This leads to an estimate of 1;I)0/(£~n) ~ 500 periods of 

the external drive. Thus we expect equilibrium to set in after 500n where n is a reasonably small 

integer. The dashed line shows the statistical equilibrium calculation and the agreement is quite 

good. This is good numerical evidence in support of the discussion in Section 5. 

Figure 21 shows the time evolution of the centroid (u) for the same values of the parameters and 

the behavior is similar. The fixed point is at u = 1.02 but the equilibrium value of the centroid is 

only 0.35 because, as can be seen in fig. 10, the phase curves have a larger fraction to the left of the 

fixed point. 

In fig. 22 is shown the time evolution of the ensemble average of R2 at a detuning above the 

bifurcation value. The amplitude equilibrates quickly compared to the case below the bifurcation 

value. To understand this we refer back to the frequency versus energy curves shown in figs. 13 and 

14. Above the bifurcation value ~bJ, the spread in frequencies in a given energy range is greater 

than it was below ~bJ' The decoherence time and therefore the relaxation time is expected to be 

shorter for ~ > ~bJ' 

The equilibrium value of (u 2 + v2 ) as calculated with the equilibrium density agrees quite well with 

the long time limit obtained from the time evolution, as seen in figs. 22 and 23. For a more exten­

sive comparison, we have calculated these two values for (u 2 + v2 ) at long times at values of ~ 
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in the range -1.0 $ .6. $ 2.0 with the nonlinearity and forcing held constant at ..\ = 3/8 and K = 0.5 

respectively. These are shown in table 1. 
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Fig. 20. Time evolution of (R2) calculated using the solutions found in Section 4.4 at a detuning below 

the bifurcation value: ~ = 3/8, K, = 0.5, ~ = -0.1. The line in dashes in the right half window represents 

the equilibrium value calculated from the equilibrium density distribution. 
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Fig. 21. Time evolution of (u) calculated using the solutions found in Section 4.4 at a detuning below the 

bifurcation value: ~ = 3/8, K, = 0.5, ~ = -0.1. The line in dashes in the right half window represents the 

equilibrium value calculated from the equilibrium density distribution. 
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Fig. 22. Same as fig. 20 except at a detuning above the bifurcation value: A = 3/8, K. = 0.5, t:. = 2.0. 
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Fig. 23. Same as the fig. 21 except at a detuning above the bifurcation value: A = 3/8, K. = 0.5, t:. = 2.0. 
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Table 1. Comparison of the equilibrium ensemble average of R2 = u2 + v2 calculated from the time 

evolution using the exact solutions with the statistical average using the equilibrium phase space density; 

). = 3/8, K, = 0.5. For the limit from the time evolution, 105 particles were used with the average taken over 

100 periods beginning at period 100,000. 

~ Limit from time evolution Statistical Average 

-1.0 2.3388 2.3418 

-0.75 2.3104 2.3127 

-0.5 2.3067 2.3085 

-0.25 2.3377 2.3390 

-0.1 2.3779 2.3786 

0.0 2.4145 2.4149 

0.1 2.4598 2.4588 

0.25 2.5423 2.5412 

0.50 2.7146 2.7151 

0.75 2.9150 2.9172 

0.87 3.0040 3.0062 

0.90 3.0165 3.0190 

0.95 3.0284 3.0317 

1.00 3.0324 3.0358 

1.50 2.8226 2.8210 

1.75 2.6357 2.6458 

2.00 2.4486 2.4527 

In most cases the agreement between the values of (R2}eq obtained from the time evolution and 

that from the statistical evolution is of the order of 0.1 %. 

We must relate (R2}eq to the quantity (x2 + x2/w;') obtained by numerically integrating the 

original Duffing equations of motion. On a Poincare surface of section, 

(8.5) 

Obviously the numerical integration is more computationally demanding than using exact solutions 

to follow the time evolution. We have limited the ensemble size to 104 particles and integrated the 

motion over the first 1000 periods of the force. Even this calculation in double precision, albeit 

without making any special effort to optimize the computer program, requires about 40 hours on 

a SUN Sparcstation 2. Table 2 shows the limit from the evolution calculated at a few values of ~ 

with other parameters held fixed. 
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Table 2. (x 2 + 2;2/w:) calculated with 104 particles and the following parameters: (= 0.1, f = 1.0. 

The time evolution is followed for 1000 periods with the average calculated over the last 500 periods. The 

evolution of (u2 + v2 ) is calculated from the exact solutions with the same number of particles and over the 

same time period. 

Limit from time evolution 

6- (x2 + i2/w;) (u2 + v2) 

-1.0 2.483 2.363 

-0.5 2.440 2.328 

-0.1 2.512 2.397 

0.25 2.689 2.558 

0.75 3.106 2.930 

0.87 3.197 3.018 

1.0 3.206 3.047 

1.5 2.923 2.847 

2.0 2.482 2.486 

The values of (x2 + i2/w;) shown in this table should not be compared to the equilibrium values 

of u2 + v2 shown in table 1 because the number of particles used here is ten times smaller and the 

evolution is followed for a comparatively short time. Instead, to properly compare the two averages, 

we calculate (u2 + v2 ) with the same number of particles and over the same time period using the 

exact solutions. These results, also seen in table 2, show that the maximum difference is about 0.18 

which agrees with our expectation that the two values differ by O( f) with f = 0.1. (x2 + i2/w;) has 

a similar dependence on 6- as u2 + v2 , peaking near 6- = 1.0 for the chosen values of a and f. 

9. Effect of detuning and forcing on amplitude growth 

In this paper we are examining the collective behavior of an ensemble of non-interacting Duffing 

oscillators, each of which is governed by the equation 

(9.1) 

We have seen that to first order in f, the solution for x is 

x = u coswrt + v sinwrt + O(f) (9.2) 

on O(l/f) time intervals. The variables (u, v) describe the slower oscillations of the envelope of x, 

their evolution is obtained from an autonomous Hamiltonian system (4.25) and (4.26). The prob-
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lem of describing the collective behavior is thus reduced to describing the equilibrium statistical 

mechanics of a time independent Hamiltonian system. 

We have seen that the average amplitude (or equivalently emittance) rises quickly to a maximum 

value and then relaxes towards an equilibrium value, undergoing smaller amplitude oscillations in 

the process. The equilibration occurs within a few periods of the external force if the detuning .6. 

(where Wr = Wo + f.6.) is greater than the value .6.bJ = 3(,\1\:2/4)1/3 = (3/4wo)[3a/2/2]1/3 and takes 

considerably longer if .6. < .6.bJ. This can be understood in terms of the frequency spread of the 

autonomous system. 

The equilibrium value of the average amplitude predicted by the use of the equilibrium phase 

space density Peq(u,v) in (u,v) space agrees to O(f) with the average amplitude calculated for the 

(x, x) system by numerical simulation of the time evolution of 104 particles in the cases we have 

considered. This justifies the use of the equilibrium values found using Peq( U, v) to answer questions 

about the collective behavior posed in Section 1 viz., the effect of the detuning .6..and force amplitude 

1 on the amplitude growth. 

9.1. Effect of the detuning 

When .6. < .6.bJ there is only one fixed point in the (u, v) phase space and the amplitude growth 

increases as .6. increases. This is simply because the fixed point increases in amplitude as .6. increases, 

causing the particles at the center of the phase space where the initial detuning is largest to oscillate 

with larger and larger amplitudes as can be seen from figs. 8, 10 and 11. This will be seen in 

figs. 24-26. 

For .6. > .6.b/, there are three fixed points (two of which are stable), and the effect of the de tuning 

depends on the magnitude of the force. We can define a length scale L / associated with the force: 

this length being the distance of the unstable fixed point from the origin of phase space at the 

bifurcation value .6.b/ of the detuning. From Section IV.B we have 

L/ = J .6.b/ = [~] 1/3 = [2/] 1/3 
3'\ 2,\ 3a . (9.3) 

The effect of the detuning depends on the initial beam (or distribution) size relative to this length 

scale. Let (Ro) = h/u~ + vg) denote the initial average radius in (u, v) phase space. We can 

distinguish three regimes: 

i) L/ <: (Ro), i.e very weak forcing, 

ii) L/ ..... (Ro), moderate forcing, 

iii) L/ > (Ro), large forcing. 
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We consider each of these regimes in turn. To follow the discussion the reader may wish to refer 

to fig. 8 for the dependence of fixed point amplitudes on the detuning and fig. 12 for the phase 

portrait. Although we have considered only Gaussian density distributions in our calculations, the 

following results will hold for any initial density distribution that is somewhat localized near the 

origin of phase space. 

i) L J ~ (Ro). In this case the beam is much bigger than the amplitude a3 at which the unstable 

fixed point first appears and also much bigger than al' As ~ increases beyond ~6J the stable fixed 

point al moves outward from the origin while the stable fixed point a2 moves in towards the origin. 

Initially the phase space contours going through the origin ( the region of high initial density) encircle 

al so that the amplitude growth will increase with ~. However when the detuning reaches a value 

~l such that the fixed point al is at the initial average radius, the equilibrium average amplitude 

will start to decrease since now most particles will be moving on small ovals around the other stable 

fixed point a2. This value of ~l is given by 

{K; [1 (A )3/2] 
al = 2y rl- cos 3 cos-

1 
A

b
: "" (Ro) (9.4) 
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Assuming that I:!..bJ ~ 1:!..1, we can approximate cOS-
1[l:!..bJ/1:!..1]3/2 ~ 7r/2 - [l:!..bJ/l:!..d3/2. Since 

1:!..:~2 is linear in K., we expand the cosine factor to terms linear in K.. 1:!..1 then obeys the equation 

l:!..i/2 - .y'X(RO}l:!..l + K..y'X/2 = O. Solving this to first order in K., we obtain 

2 K. 
1:!..1 = A(Ro} - (Ro) . (9.5) 

The first term clearly dominates, so that at very small forcing, the detuning which causes the 

maximum amplitude growth is nearly a constant, equal to A(Ro}2, which depends only on the initial 

beam size and the nonlinearity parameter. We also note that in the absence of forcing, the frequency 

of the non-linear oscillator at an amplitude (Ro) is Wo + €A(Ro}2 so we obtain the condition that the 

external drive frequency Wr = Wo + €I:!..l must equal the frequency at approximately 1 sigma of the 

beam size for the maximum growth in amplitude. 

For the numerical calculation of the equilibrium (R2) at very small forcing, we use the exact 

solutions and calculate the ensemble average over 105 particles after 106 periods and the time average 

is over 500 periods. The errors in this calculation are smaller than the errors in the numerical 

integration using the equilibrium density. Figure 24 shows the percentage change in (R2)eq as a 

function of the detuning at K. = 0.005 and note that it is quite small. The effect on (R2)eq is also very 

small and we believe that the dip at I:!.. = 0.6 is an artifact of the calculation. The maximum occurs 

in the vicinity of I:!.. = 0.75. We can compare this to our estimate for I:!..l. (Ro) ~ JCT; + CT~ = V2, 
so we obtain I:!..l ~ 2A - K./V2 = 0.746 which is very close to the numerical data. 

ii) LJ '" (Ro). The initial size ofthe beam is now comparable to the distance to the unstable fixed 

point at I:!..bJ where the stable fixed point al is at distance 2LJ. For I:!.. > I:!..bJ there is a competition 

for particles in the distribution between the fixed points al and a2. The average amplitude increases 

with I:!.. until a value 1:!..2 is reached such that the inner homoclinic loop encircling a2 passes through 

the origin. Beyond this value of I:!.., particles initially close to the origin will move around a2 and 

the average amplitude will decrease. 

We can calculate the value 1:!..2 of I:!.. at which the homo clinic loop goes through the origin. Setting 

the energy on the homo clinic loop to zero and using Eq. (4.17) for the fixed point amplitude, we 

obtain 

(9.6) 

Thus for moderate forcing, the growth in amplitude has a maximum in the range of detuning I:!.. 

given by 

I:!..bJ < I:!.. < 21
/
31:!..bJ . (9.7) 

To consider a specific case, at A = 3/8, K. = 0.5, the homo clinic loop goes through the origin at 

1:!..2 = 1.082 while the maximum growth in R2 occurs near I:!.. = 1.1, as seen in fig. 25. The bifurcation 
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value is !:1bJ = 0.859. Note that at this moderate value of the forcing, the equilibrium value changes 

quite dramatically depending on the driving frequency, ranging from 5% at Wr = Wo - 0.1 to nearly 

68% at Wr = Wo + 0.1 and back down to 4% at Wr = Wo + 0.5. 

iii) LJ > {Ro}. The fixed points are beyond the initial average beam radius. We assume that the 

forcing is not too large so that first order perturbation theory is still applicable. Since the stable 

fixed point a2 is initially just at the edge of the beam, it follows that with an increase in !:1 beyond 

!:1bJ more particles will be trapped around a2 than around al which moves even further away. Hence 

for this case we expect that the average amplitude will increase till !:1bJ and decrease thereafter. 

Figure 26 shows the growth in {R2}eq over a range of !:1 at the large forcing amplitude K = 5.0. 

The peak in the growth occurs very near the bifurcation value !:1bJ = 3.985 as expected. 

We see from the results that as the forcing amplitude increases, the ratio !:1j !:1bJ at which the 

largest growth in amplitude occurs decreases, from a high value of >'(R~) j !:1bJ at very weak forcing 

to a low value of 1 at large forcing. 

9.2. Effect of the forcing amplitude 

We have seen that the equilibrium value {R2}eq attains its maximum at a particular detuning value 

in each of the three regimes of force amplitude f. If the detuning is held constant, {R2}eq increases 

monotonically as f is increased. However the growth rates are different in the three regimes. 

We examine first the case of very weak forcing. Figure 27 shows the relative change in (R2}eq as 

K varies from 0.001 to 0.01. The straight lines are least square fits to the data points marked by 

different symbols. Almost over the entire range the growth is larger at !:1 = 0.75 than at the other 

two values !:1 = 0.5 and !:1 = 1.0 on either side of it. This is consistent with fig. 24 and our analysis 

in the previous subsection. At the largest value of K in this figure, the growth at !:1 = 0.5 is slightly 

larger. This is also to be expected since with increasing force the "resonant" value of !:1 decreases 

towards !:1bJ. 

Doing a least squares fit for the slopes of the lines shown in fig. 27 gives the following power law 

dependences, 

!:1 = 0.50: ~~2 = (2.81 ± 0.01)K(1.47±o.o5) 

!:1 = 0.75: !:1R~2 = (1.90 ± 0.01)K(1.38±o.o4) 

!:1 = 1.00 : !:1R~2 = (2.33 ± 0.01)K(1.44±o.04) 

This shows that in the very weak forcing regime, the equilibrium value scales with the force roughly 

as K1.4. 
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Fig. 27. Change in (R2}eq as a function of the forcing amplitude at three values of the detuning just above 

the bifurcation value in the regime of very small to small forcing; ( = 0.1. Both the abscissa and the ordinate 

are plotted on a log scale. 

We can try to estimate the dominant source of this amplitude growth. Since .ll. ~ .ll.bJ and K: is 

very small, the stable fixed point at -a2 is very close to the origin, in fact a2 = K:/.ll. to first order 

in K:. The other stable fixed point is at al = oJ.ll./ K: + K:/(2.ll.) and the unstable fixed point is at 

-a3 = -oJ.ll./ K: + K:/(2.ll.). Particles close to the origin move in stable elliptic orbits around -a2. 

We can estimate the contribution of these particles to the equilibrium value of (R2)eg by calculating 

where the subscript 2 denotes the contribution from particles moving around -a2. We expand Peg 

and H(u, v) in a Taylor series about the fixed point and use the expression in Eq. (6.6) for P~g. 

Subtracting the initial value of (u2 + v2) for these particles, we find that the relative change 8(u2 + 
v2)/(u2 + v2) to be O(K:2). This can be understood qualitatively by the fact that the difference 

between the semi-major and semi-minor axes of these elliptic orbits is of O(K:2 ) and there would be 

no change in (u2+v2) if the orbits were circular. From the numerics we see that (u2+v2) grows faster 

than K:2 , i.e. with smaller exponent, at very small K: so we expect that the dominant contribution 

comes from particles moving in the kidney shaped orbits around the stable fixed point al. 
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In the regimes of moderate and strong forcing we expect from our previous analysis that the 

"resonant" value of A to be closer to the bifurcation value A bj . Figures 28 and 29 show the relative 

change in (R2)eq for moderate and strong forcing respectively at three values close to Abj. In both 

these figures, the equilibrium values have been calculated using the equilibrium density distribution. 

Note that for moderate forces there is a crossover of the detuning A = 1.5Abj from having the 

strongest effect at the low end of the forcing scale to having the weakest effect at the higher end. 

In the range 0.4 ~ K ~ 1.0, the detuning A = Au = 21/ 3 Abj has the strongest effect as predicted 

by our analysis. For strong forcing the largest effect occurs at the bifurcation value l:l.bj. Over the 

range of K shown in fig. 29, the equilibrium value grows roughly as KO. 9 at l:l. = Abj, a slightly slower 

than linear growth. This result cannot be extrapolated to larger force amplitudes since then first 

order perturbation theory will be inadequate. 
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Fig. 28. Same as fig. 27 but in the regime of moderate forcing; f = 0.1. 
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Fig. 29. Same as fig. 28 but in the regime of large forcing; f = 0.1. 

In this paper we have studied the long time behavior of an ensemble of particles evolving according 

to the forced Duffing equation with small nonlinearity parameter f. An initial density po{x) evolves 

incompressibly to p{x, t) at time t, as discussed in Appendix B, and we have investigated the long 

time behavior of phase space averages defined by 

(f(x) )(t) = f f(x)p(x, t) dx 
Jail phase space 

The numerical evidence of Section 3 indicates that the centroid and the average amplitude squared 

of the ensemble settle down to an equilibrium value at long times. From our analysis we conjecture 

that the phase space averages should have a long time limit based on two facts: 1) the solution of 

the Duffing equation can be approximated by an autonomous system on time intervals of O(l/f) 

and possibly 0(1/f2) as discussed in Section 4.1 and 2) the ensemble density for the autonomous 

system has a long time coarse grained limit due to the phase mixing amongst particles of different 

frequencies as discussed in Section 5. This equilibrium density, Peq, is a function only of the energy 

of the autonomous system and is given by the time average of the initial density over the curve of 

that energy. 
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Both the equilibrium density and the phase space averages depend crucially on the detuning 

parameter A. Above the bifurcation value Abj, where there are three fixed points in the phase 

portraits of the autonomous system, there is a two-fold degeneracy of curves with the same energy 

and Peq has a jump discontinuity. Below abJ, Peq is a smooth function of the energy. Phase space 

averages of the autonomous system using the equilibrium density can be compared with the limit 

obtained by numerically ensemble averaging the exact solutions (obtained in Section 4.4) of this 

system. We find in Section 8 that the agreement between the values calculated the two ways agree 

to within 0.1 %. This lends additional support to the conjecture that phase space averages equilibrate 

at long times. 

The effect of the forcing amplitude and detuning on the amplitude growth can best be understood 

by comparing the initial average size {Ro} of the ensemble (i.e. the average radius of the beam) 

to the distance L J of the unstable fixed point from the origin at the bifurcation value a6j of the 

detuning. For very weak forcing (L j ~ (Ro»), the regime of interest in the application to emittance 

growth due to power supply ripple, the maximum growth occurs when the external frequency is in 

a neighborhood of the frequency of the unforced nonlinearly oscillating particles at distance {Ro} 

from the origin. For moderate and strong forcing, the maximum growth occurs when the de tuning 

is in the neighborhood of the bifurcation value abj. We also find in the weak forcing regime that 

the amplitude growth scales roughly as the 7/5 power of the force. This can be used to estimate the 

level to which the ripple field must be reduced to avoid substantial emittance growth. 

In this paper we considered only the nonlinearity resulting from the magnetic fields. The dominant 

nonlinearity in many accelerators however comes from the beam-beam interaction which results in 

a very different nonlinear potential. Wake fields generated by a beam within a vacuum chamber 

also react back on the beam leading to other instabilities. We hope to consider the effects of power 

supply ripple in the presence of these phenomena in a subsequent publication. 
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Appendix A: First Order Averaging Theory 

Here we sketch the first order averaging theory necessary for the paper. The initial value problem 

(IVP) we want to approximate is 

y(ro) = Xo , (A.l) 

where G is 271"- periodic in r. We define the averaged IVP 

u(ro) = Xo , (A.2) 

and the guiding IVP 

d -
dr v = G(v) 

v(O) = Xo , (A.3) 

where 

G(y, r) = G(y) + G(y, r) (A.4) 

and G is the average of G and G is the zero average part of G. The solution of (A.2) can be written 

in terms of (A.3) as u(r) = v(€(r- ro)). Let G and R1 be defined on U x n where U is open in nn. 
Let S = {v(s)IO ~ s ~ T} where T is appropriately chosen such that v(s) exists on [0, TJ· Let U1 

be an open, bounded subset of U such that S C U1 CU. Assume that G is y-Lipschitz on U1, the 

closure of U1, with Lipschitz constant L, i.e. IG(Y1, r) - G(Y2, r)1 ~ LlY1 - Y21 for Y1, Y2 in U1, and 

that R is bounded on U1 with bound M1. It follows that as long as y(r) stays in U1, 

(A.5) 

where the equality is obtained by subtracting (A.2) from (A. 1) and integrating from r to ro. Now 

for fixed u, G(u, s) has zero average and u(s) is slowly varying so one might expect that the third 

term on the right hand side of (A.5) would remain O(€) on time intervals 0 ~ €( r - TO) ~ T. In fact, 

by a generalization of a result of Besjes (see [17], Lemma 5), there exists a constant M2 such that 

If:a G(u(s),s)1 ~ M2(€(r - TO) + 1) and we obtain 
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IY(T) - U(T)I ~ fM(T) + fL 1: Iy(s) - u(s)1 ds (A.6) 

for 0 ~ f(T - TO) ~ T and Y(T) in U1 • It follows from the Gronwall inequality that 

(A.7) 

under the same conditions. At this point there is no restriction on f, but we have assumed that Tis 

such that y( T) is in U1. However, it can be shown that for f small enough, y( T) exists in U1 on time 

intervals [0, T/f] and (A.7) gives the standard first order averaging result, viz., 

Y(T) = U(T) + O(f) 

for 0 ~ f(T - TO) ~ T. 

With a little more work, using a transformation approach [17], it can be shown that 

where 

P(U, T) = r G(u, s) ds Iro 
which improves the approximation at 0(1) times. 

Appendix B: Solution of Liouville's Equation 

(A.8) 

(A.9) 

(A.10) 

Consider an ensemble of particles, each of which moves in the same force field. Let x denote the 

phase space variables for an individual particle and let its equation of motion be 

d 
dtX = f(x, t) 

x(to) = Xo , (B.l) 

with the general solution 

x(t) = i(t,to,xo) (B.2) 

Let po(x) be the initial phase space density and p(x, t) the time dependent density. At time to we 

pick a region .A in phase space containing some fraction of the particles and follow the evolution of 

this region in time. Let At denote this region at time t. Since no particles enter or leave this region, 

it follows that 

1 po(xo) dxo = 1 p(x, t) dx 
A At 

(B.3) 
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Making the change of variable x -+ Xo via x(t) = ¢(t, to, xo) transforms the integral on the right 

hand side of the above equation to fAP(¢(t,to,xo),t)J(t,xo) dxo where J(t,xo) is the Jacobian of 

the transformation. We assume the functions involved are continuous. Since A is arbitrary 

(B.4) 

Now J(t, xo) = det a¢(t, to, xo)laxo is just the Wronskian associated with the variational equation 

for equation (B.l) and thus 

[i t of (¢(s, to, xo), s) 
J(t, xo) = exp Trace ~ 

to a¢J 
(B.5) 

and we obtain 

~ [it af(¢(s,t,x),s) 1 
p(x,t)=Po(¢J(to,t,x))exp - Trace ~ ds, 

to a¢J 
(B.6) 

where we have replaced Xo by ¢(to, t, x). When the vector field is divergence-less, the trace of afla¢ 

is zero and we obtain the result cited in the text, namely 

p(x,t) = Po (¢(to,t,x)) (B.7) 

From Eq. (B.3) it follows that 

(B.8) 

which shows that the density p(x, t) evolves via the Liouville equation [18] 

~ + Y'. (pf(x,t)) = 0 . (B.9) 

Appendix c: p~q(E) at a stable fixed point 

From Eq. (6.4) we obtain 

(C.1) 

where we have used ¢(T(E) , xo(E)) = ¢(O" xo(E)) = xo(E) and the subscript E denotes the 

differentiation with respect to E. Taking the limit as E -+ Ec we obtain 

(C.2) 

where Tc = T(Ec). In an abuse of notation we let ¢(T}, um(E)) = ¢(T}, xo(E)) where xo(E) 

(um(E), of and um(E) = uma:c(E) as defined in Section 4 and make use of the following 
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p~ (¢( 7], Um(E)) ) = p~(uc) + p~(uc) [¢( 7], um(E)) - u c] + 0 ( (um(E)) _ UC) 2 , (C.4) 

¢E (7], um(E)) = D2¢(7],um(E))u:n(E) , (C.5) 

where u c = (U c , of and D2 denotes the derivative with respect to the second argument, then the 

integrand of the right hand side of (C.2) becomes 

Here p" is the second derivative as a bilinear map and 

x(7]) = 
(

COS vab7] ) 
- vIa7b sin Vcib7] 

(C.S) 

where 

(C.g) 

It can be shown that I gives no contribution to the limit because x(7]) is periodic, with period 

Tc = T(Ec), and zero mean. Also it can be shown that 

lim [um(E) - uc] u~(E) = -.!. 
E-Ec a 

(C.1O) 

thus I I I gives no contribution in the limit and the contribution from I I is 

(C.l!) 

The second term is easy to evaluate, for the first term we let .,f( 7]) = D~¢( 7], u c ), then 'IjJ satisfies the 

IVP 
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;j' = f'(uc);j + f"(uc) (X(T7), X(T7)) (C.12) 

;j(O) = 0 , 

where f(u) = (-oH/ov,oH/ou)T is the vector field governing the flow. After a lengthy calculation 

using the solution of (C.12) we obtain 

(C.13) 
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