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Abstract 

A recent experiment at the Indiana University Cyclotron Facility (IUCF) 

with electron cooling showed that rf phase modulation near 1:1 resonance 

leads to longitudinal beam splitting. Here we explain this by applying the 

method of averaging, a powerful tool from the study of dynamical systems, to 

the underlying equation of motion-a pendulum equation with small damping 

and periodic forcing. The beam splitting is explained by showing that the 

associated Poincare map has two attracting fixed points, each with a well­

defined basin of attraction. Our approach can be immediately applied to 

other accelerator physics problems governed by a similar equation. 

29.27.Bd, 41.85.Ct, 03.20.+i, 02.30.Hq 

Typeset using REV1FX 

1 



We begin by discussing the origin of the damped, forced pendulum equation in the 

context of longitudinal beam dynamics with rf phase modulation. We take the phase of the 

rf to be 

¢rf(t) = Wrft + 'l/J(t), (1) 

where Wrf is the rf frequency and 'IjJ(t) is the phase modulation. Let iI, i 2 , ••• be the times a 

particle is in the rf and ¢n = ¢rf(tn) - ¢s,n so that <Pn is the phase relative to the synchronous 

phase, ¢s,n. Note that ¢s,n+1 - ¢s,n = WrfTO = 27rh, where To is the revolution frequency 

and h is the harmonic number. In the presence of damping, for example, due to electron 

cooling of proton beams at the Indiana University Cyclotron Facility (IUCF), the turn-to­

tum variations of the longitudinal phase space coordinates (¢, 6) are [1] 

¢n+1 == ¢n + 27rhTJ6n+1 + 'l/J(tn+1) - 'IjJ(tn) 

6n+1 == 6n + ~: (sin( ¢n + ¢s,n) - sin ¢s,n) - >"6n, (2) 

which in the continuous time approximation gives 

~ + 2a~ + Ko(sin( ¢ + ¢s) - sin ¢s) = 2a~ +-¢. (3) 

Here Ko == -(27rhTJjTJ)(eVjpv) , TJ is the slip factor, 6 the relative momentum deviation, 

e V the peak rf voltage, p the synchronous momentum, v the synchronous velocity and 

a = >..j2To a damping coefficient. This equation with a = 0 is important in understanding 

the effect of rf phase modulation on the Superconducting Super Collider (SSC) beam as 

well as in understanding proposals for crystal extraction using rf phase modulation [2]. 

The equation also arises in a completely different manner in the study of particle beam 

motion near a nonlinear betatron resonance in the presence of tune modulation, which was 

investigated in a Fermilab experiment, E778 [3]. In addition, it is the basic equation used for 

discussion of a recent experiment at the IUCF [4]. Here we focus on the IUCF experiment 

and use its parameters in our numerical calculations, but our results and analysis are also 

relevant to the other situations. 
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We will consider only the storage mode so that <P8 = 0 or 7r. In the Indiana experiment 

tjJ(t) = Fe: sin(wmt + e), where w; = IKol and F is Bm , dipole modulation amplitude, 

dependent but Wm independent. Using this and taking T = wmt + e as the independent 

variable, we obtain the initial value problem (IVP): 

2 ( ) 
" a I Ws. Ws a . ¢> + 2-¢> + -2 sm ¢> = F- 2- cos T - SIn T , 

Wm Wm Wm Wm 
(4) 

with <p( TO) = ¢>o and ¢>'( TO) = ¢>~. The 27r-Poincare map (PM) in the T - TO section is 

obtained by integrating the IVP (4) from T = TO to T = TO + 27r. All integrations of IVPs 

in this letter were done using RKF45 [5] with RELERR = 10-5 and ABSERR = O. In 

Fig. 1 we show the evolution of 50 points uniformly distributed on the negative ¢>-axis 

in the To = -1r /2 section for Wm = 27r(240) sec-I, W8 = 27r(262) sec-I, a = 2.5 sec-I, and 

F = 0.0195 (corresponding to Bm = 4 G). The iterates of these points eventually settle down 

to two apparent fixed points of the PM: (<Pe, ¢>~) = (-1.1957,0.2146) and (0.1119,0.0023). 

We have found these stable FPs of the PM by following two orbits until they settle down. It 

appears that each point in the region shown limits on one of the two fixed points; however, 

the basins of attraction are not clear, as nearby points can go to different attractors. Our 

goal is to explain this using the method of averaging [6], a powerful dynamical systems tool, 

which will interpret the complicated dynamics of (4) in terms of an autonomous system in 

the plane. The autonomous system in the plane is easily understood in terms of its phase­

plane portrait. This then will allow us to characterize the basins of attraction and explain 

some of the features of the Indiana experiment, including the beam splitting. 

To put (4) in a form for the method of averaging we need to introduce scaling and 

transformations. From Fig. 1 it appears that the effects of nonlinearity, forcing, and damping 

are all important. If there were no forcing, (4) would be a damped pendulum, and there 

would be only one fixed point (FP) at the origin in Fig. 1, and it would be a stable spiral 

point. (The FPs at (±7r,0) are not in this region.) If nonlinearity were not important we 

could replace sinO by 0, but then again there would be only one FP, a stable spiral. The fact 

that there appear to he asymptotically stahle FPs shows that the damping is significant. 
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We will treat all three effects as perturbations and introduce a small parameter € in a way 

that brings in each effect at the same order in (4): <p = €I/2'PI' F = €3/2F, and a/ws = fa. 

Here we assume 'PI, F, and a to be 0(1). Also because Wm and WIJ are close we expect a 1:1 

resonance, and so we take wm/ws =: 1 + f3 =: 1 + ffi, which yields 

I 
'PI =: 'P2 

(5) 

where 92('P,T) = +2fi'Pi + !'Pf - 20:'P2 - FsinT and h2('P,T,f) = 0(1), i.e., h2 is bounded 

as f -+ o. With h2 = 0, this is just the Duffing equation with small damping, forcing, 

and nonlinearity near resonance, an equation which has been extensively studied in the 

dynamical systems literature (see Refs. 6(a), 6(b) and 6(d)). If we use the parameters of 

Fig. 1 with F = 1, then f = 0.07239, 0: = 0.02098, f3 = -0.0840, and fi = -1.1600. 

Regular perturbation theory gives the O( 1) periodic solutions of (5) as 'PI = r cos (T -

x) + O(f), where 

1 A ar - -Fcosx = 0, 
2 

A 1 3 1 A 

f3r + -r - -Fsinx = 0 
16 2 ' 

(6) 

which follows from the expansion 'PI = Yo + f YI + O( f2) and the removal of secular terms 

from the YI equation since YI must be periodic. In the PM, periodic solutions are fixed 

points. Solving (6) for the above parameters gives, in the coordinates of the PM of Fig. 1, 

(
<Pe) = (-1.1905), (0.1171) ,(1.0809). 
¢>~ 0.2292 0.0021 0.1877 

Two correspond very well with the two apparent asymptotically stable FPs of Fig. 1, and 

the other, we shall see later, corresponds to an unstable FP of the PM. In Fig. 2(a) we show 

the amplitude ~e = fl/2r of the periodic orbits as a function of f3. There are three solutions 

for f3 < f3c ~ -0.04 and one solution for f3 > f3c. The stable FPs of the PM, determined as 

above, are shown by the open circles. The agreement between the exact from (4) and the 

approximate from (6) is excellent for f3 small. The solutions of Eq. (4) in Reference 4(b) are 
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also shown (by crosses), and they also agree quite well for 13 small. In Fig. 2(b) we show 

the amplitude as a function of Q. We see that for large Q the two large~amplitude periodic 

orbits coalesce and disappear. In Fig. 2(c) we show for fixed F the regions in (ex, (3) space 

of 3 (shown by the shading) and 1 solutions. A scaling argument makes this universal (for 

arbitrary F). 

We now proceed, using the method of averaging, to find an approximation to the PM 

for (4). The initial value problem for (5) can be written in vector form r.p' = J r.p + €g( r.p, T) + 

€2h(c.p,T,€), c.p(To,To,e,€) = e, where c.p = r.p(T,To,e,€), J = (0,1;-1,0), c.p = (c.pI,c.p2)T, 

9 = (O,g2)T, and h = (0, h2)T. Defining x by the variation~of~parameters transformation, 

(7) 

yields the IVP for x = X(T,To,e,f): 

(8) 

(9) 

and R = R(x, T, To, €) defined analogously. We have introduced TO in (7) so that in the To 

section c.p = x. This problem is now in a standard form for the method of averaging. The 

averaged problem is 

(lOa) 

(lOb) 

If we define v = v(s, e, TO) by dv/ds = /(v, TO), v(O, e, TO) = e, then u( T, TO, e, €) 

v (f( T - TO), e, TO)' and a version of the first~order averaging theorem gives 

(11) 
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for 0 $ T - TO $ O(l/f). Here x and u have the same arguments and P(u, T, TO) 

I.:o (f(U,S,TO) - j(u,To))ds. It follows that 

(12) 

and thus the geometry of the Poincare sections for (5) (and (4)) will be close to the phase­

plane portraits for (10) for f. sufficiently small. 

The equilibrium solutions of the averaged problem, u = ue , are precisely those given by 

regular perturbation theory discussed earlier. To see this, let U e1 = r cos () and U e2 = r sin (); 

then /(ue , TO) = 0 gives (6), with X = TO+O (and (7), with x replaced by ue , gives the periodic 

solutions obtained from regular perturbation theory). Linearizing about the equilibrium 

solutions and solving the associated eigenvalue problems gives the eigenvalues 

(
.A1) _ (a+~b), (a+~c), (-0.0369) 
.A2 a - 'tb a - 'tc 0.0335 

where a = -0.0017, b = 0.0389, and c = 0.0822. Thus the linearization has two asymptoti­

cally stable spirals and a saddle point. Since the equilibria are hyperbolic, (10) has the same 

structure as the linearization near them. This is illustrated in Fig. 3, where we show the 

phase-plane portrait for TO = -7r /2. The four non-constant trajectories shown are the stable 

and unstable manifolds of the saddle point. The manifolds were computed numerically, using 

initial conditions near the saddle point on the eigenvectors: (-0.4411,1.0) and (0.0717,1.0). 

The basins of attraction associated with the two attractors (one is shown by the shading) 

are clearly defined by the stable manifolds. The evolution for an arbitrary initial condition 

is now easily inferred. 

The averaging theorem says the phase-plane portrait of (10) and the Poincare section 

of (5) will be close for € small (and n not too large). However, we can say more about the 

original problem in terms of the PM: 'P1'o(e, f) := ",(TO + 27r, To,e, f) = V(27rf,e, TO) + 0(f2). 

For € sufficiently small, an application of the implicit function theorem shows that the PM 

has fixed points O( f2) close to the equilibrium solutions of the averaged problem (and, of 

course, FPs of the PM are periodic solutions of (5)). Indeed, this is illustrated in Fig. 2a, as 
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we have discussed. Since the equilibrium solutions of (10) are hyperbolic, Theorem 4.1.1 in 

Reference 6(b) asserts that for € small the phase-plane structure persists in the PM (other 

good references for this material are 6(a), 6(d) and 6(e)). Thus we have explained the 

dynamics of (4), including Poincare surface of section results in Fig. 1, in terms of the phase­

plane portrait in Fig. 3, and this in turn explains the beam splitting in the IUCF experiment 

in terms of the two attractors of the averaged system and their basins of attraction. We 

have taken TO = -7r /2 in Figs. 1 and 3, but clearly the beam splitting should not depend on 

a particular surface of section. In fact, the phase-plane portraits of (10) for different values 

of TO are obtained simply by rotation, since the coordinate transformation w = eJ"Yu , which 

is a rotation, gives tV = /(w, TO + ,), as can be seen from (9). 

Finally, we discuss the case Q = 0 for F of Fig. 1, which is relevant to the IUCF 

experiment as well as to the E778 experiment. In Fig. 4( a) we show the phase-plane portrait 

of the averaged system for /3 = -0.0840. This is similar to the result obtained in Ref. 4( c) 

using formal canonical perturbation theory. The implicit function theorem can again be 

applied to show that the equilibrium solutions correspond to periodic solutions of (5). The 

persistence of the invariant circles for € small is a deeper result that follows from the Moser 

Twist theorem if the frequency of the periodic solutions of the averaged system as a function 

of action has a non-zero derivative at zero action. We have verified that this is the case. Also 

there are two homoclinic orbits (dashed curves in Fig. 4(a)), and these presumably do not 

persist in the PM. The stable and unstable manifolds most likely intersect transversely, with 

transcendentally small angle, giving rise to a thin stochastic layer. However, this is very 

difficult to prove, as the literature on the rapidly forced pendulum, a prototype problem, 

shows. (See, for example, Reference 7.) 

As /3 increases from its value in Fig. 4(a), a bifurcation to one equilibrium solution 

occurs at /3 = /3c := -3( V2F)2/3/8 = -0.0342 (or w:n / w~ = (1 + /3)2 ~ 1 - 3( 4F)2/3 /8, 

corresponding to the formula of Reference 4(a)). Figure 4(b) shows the phase-plane portrait 

for /3 = /3c and indicates a cusp structure at the bifurcation point. Figure 4( c) shows the 

on-resonance case (/3 = 0), and all solutions are periodic. Again the Moser Twist theorem 
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can be applied to determine stability of the associated FP of the PM. This bifurcation is 

interesting because the two stable solutions are quite separated in phase space, and so the 

bifurcation could perhaps be observed in the IUCF experiment. 

This work has been supported by the Superconducting Super Collider Laboratory, which 

is operated by the Universities Research Association, Inc., for the U.S. Department of Energy 

under contract No. DE-AC35-89ER40486. Discussions with S.Y. Lee, M.J. Syphers, and 

Y.T. Yan are gratefully acknowledged. 
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FIGURES 

FIG. 1. Evolution of 50 points in the Poincare TO = -7r /2 section of Eq. (4) indicating the 

existence of two attractors. The points are initially uniformly distributed between -2 and O. See 

text for the parameters used. 

FIG. 2. (a) Amplitude of periodic solutions as a function of /3, for 0 = 2.5, obtained from 

Eq. (6) (solid line). Circles correspond to amplitudes determined directly from Eq. (4); crosses are 

discussed in the text. (b) Amplitude as a function of 0 for f3 = -0.0840. (c) Regions in 0, f3 plane 

corresponding to one and three solutions. In (a), (b), and (c) F = 0.0195. 

FIG. 3. Phase-plane portrait of Eq. (10) for TO = -1r /2. The parameters are the same as in 

Fig. 1. 

FIG. 4. As in Fig. 3 for a = O. (a) f3 = -0.0840. (b) f3 = f3e = -0.0342. (c) f3 = O. 
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