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PART 1. SITE OVERVIEJ£ 

SECTION A. SITE INTRODUCTION 

The Superconducting Super Collider Laboratory (SSCL) is submitting this Information Resources 
Management (IRM) Long-Range Site Plan in response to the FY 1994 Call. PaIts I, 2A, 3, and 4 are 
included; Part 5 was submitted in November 1991. Except for the changes mandated by the Call, this Plan 
is a straightforward continuation oflast year's ITR Long-Range Site Plan. 

The primary objectives of the SSCL staff are to design and construct the SSC accelerator and research 
facilities and to prepare for the eventual operation of the laboratory. At the inception of the SSC project, 
the Central Design Group, based at Lawrence Berkeley Laboratory, provided preliminary design criteria 
to scope the project and to determine its feasibility. Many of the applications programs that were 
developed remain in use and are critical to the future design of the SSC. Since that time, Universities 
Research Association, Inc., (URA) has been designated by the U.S. Department of Energy (DOE) to be 
the management and operations contractor to develop the SSCL. 

The Accelerator Design and Operations Division is responsible for the design and eventual operation of 
the injector and collider accelerators. This responsibility is shared with the Accelerator Systems Division 
for the design, fabrication, and installation of all technical systems (with the exception of the design and 
fabrication of the superconducting magnets). The accelerator systems include the conventional magnets, 
the cryogenics systems for the superconducting magnets, the beam mbe and insulating vacuum systems, 
radio frequency systems, magnet power supplies, and all instrumentation and controls. The major 
responsibility of the Magnet Systems Division covers the design and fabrication of the superconducting 
dipoles and quadrupoles for the collider and High Energy Booster (HEB) rings. 

The project design objectives, parameters, and requirements are described in the Site-Specific Conceptual 
Design Report (SCDR), issued in July 1990. That repon describes the injector accelerators, collider rings, 
experimental areas, campus facilities, and development of the site and supporting infrastructure. The 
principallaooratory facilities are on the 20-0n-20 TeV collider rings. The four experimental halls are 
where the proton-proton collisions will be studied. 

The near-term objectives include preparing the Accelerator Systems String Test (ASST) facility for 
testing a string of superconducting magnets with the required vacuum, cryogenic, and control systems. 
Except for beam tests, this ground-level R&D test facility will replic;ate the collider-ring equipment and 
allow performance tests of the systems. The initial goal is to test a half -cell of magnets and components, 
while the long-term goal is to assemble and operate up to 600 m of preproduction components. The 
Prototype Installation Facility (PIF) is an underground test area used to gain geological information 
during the conventional construction phase and to prototype and test design features of the tunnel and 
shafts following beneficial occupancy (Applied Geodesy). The initial goal is to assemble and test a half
cell of magnets and components in this underground area by FY 1993. Schedules and plans are being 
developed to support the start of installation of all systems for the fin.t collider sector in FY 1994. A Site 
Environment Impact Statement (SEIS) Record of Decision is required in order for the refrigerator 
building and tunnel sections to be available at the required time. Thc~ LINAC operation will be the first 
SSC accelerator operating at the SSC site; quality beams and reliable operation of the LINAC are 
necessary for commissioning of all future accelerators and for the final operation of the complex. With 
the commissioning of the Medium Energy Booster (MEB), test beams will become available for detector 
development and calibration. Development of the HEB will be deferred relative to other activities 
associated with these milestones. 

SSCL 1-2/Jan 92 



SECTION B. SITE PROFILE AND MISSIONS SUPPORTED 

Bl. Site Location 

The SSCL is a High Energy Physics (HEP) research facility currently located in various facilities south of 
Dallas, Texas. URA and its subcontractors are housed in the Stone ridge Business Complex with 
additional space in the Central Facility, located fifteen miles from the fmal location of the proposed 
campus in Waxahachie, and at the N15 site of the pennanent campus. The laboratory is undergoing a 
period of rapid growth, both physically and in the number and complexity of its tasks. Accommodating 
this growth with appropriate facilities and technical support continues to be a challenge for laboratory 
management. 

The Stoneridge complex comprises four buildings housing approximately 960 employees in 238,118 
square feet of office, laboratory, shop, and warehouse space. Additional SSCL personnel are housed in 
the Provident Bank building, in the Executive Way offices immediately south of Provident Bank, and in 
Eagle Park, approximately two miles southeast of the Stoneridge Complex. Provident Bank, Eagle Park, 
and Executive Way are scheduled to be phased out in FY 1992. (See Figure 1, Facilities Engineering 
Services Map No.2, SSCL Interim Facilities Vicinity.) 

Central Facility (CF) is a 500,OOO-square-foot structure located approximately 15 miles southeast of the 
Stoneridge complex in Waxahachie. Occupation of the Central Facility began in May 1991. At present 
(October 1991), it houses approximately 400 people. Fmish-out of the main office portion of the building 
is planned for late 1991; laboratory areas will be complete in January 1992. At that time the facility will 
house 1,100 people. Plans call for additional office space in the warehouse area to accommodate 600 
people by June 1992; projections indicate this number could go as high as 900, including employees of 
PB/MK. 

The N15 Site includes the Magnet Development Laboratory (MOL), which is a penn anent structure; the 
Grey House, a converted residence providing office space for 22 employees; and the ASST. Planned 
expansion of this site in FY92 includes construction of the Magnet Test Laboratory (MTI..) and the 
addition of various temporary support structures. (See Figure 2, Facilities Engineering Services Map No. 
6, SSCL MDL and Grey House Vicinity.) 

SSCL 1-3 /Jan 92 
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Figure 2 
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B2. Site Profile 
The SSeL has been established to design, build, maintain, and operate the Superconducting Super 
Collider, a high-energy subatomic pahicle accelerator that will be used in basic research to learn more 
about the fundamental nature ofmaner and energy. When completed in 1999, the sse will be the most 
powerful subatomic particle accelerator in the world. It will propel two beams of protons in opposite 
directions at velocities near the speed of light before colliding them in huge detector halls. There, the 
debris from these collisions will be recorded so that scientists may study the results to learn more about 
the fundamental panicles and forces of the universe. The energy of tbe proton collisions will be so great 
that it will recreate conditions that may have prevailed at the very moment of creation of the universe, the 
moment of the "Big Bang." 

The sse will consist of the following components: four successive injector accelerators (one linear, the 
other three circular), a main accelerator ring measuring just over 87 kIn in circumference, and huge 
experimental halls in which elaborate detectors weighing many thousands of tons will record the results 
of the proton collisions. The injectors, main ring, and detector halls will all be located underground. To 
accelerate the protons, the sse will draw hydrogen atoms from a small container, strip the electron
leaving only the hydrogen nuclei (protons)-and use radio frequency pulses to drive the protons in 
successive booster stages into ever-higher energy levels. Once the protons have achieved suitable energy, 
they will be injected from the HEB into the 87-kIn accelerator ring in two counter-rotating beams, each 
contained in a small tube that runs the circumference of the ring. Powerful magnets guide the proton 
beams as they are accelerated to ever-higher energy levels. In the detector chambers, the two beams are 
guided into head-on collisions. The sse will be able to accelerate the protons to 20 TeV so that the 
resulting collision between the two beams will occur with a total energy of 40 Te V. 

Among the critical components of the sse are approximately 10,000 superconducting dipole and 
quadrapole magnets that contain the beam tubes and guide the protons in their paths. The powerful and 
highly efficient magnets are cooled by liquid helium to -459.67°P (4.35 K). At this low temperature, the 
niobium-titanium wire cables in the magnets become superconductors; that is, they lose all resistance to 
the flow of electricity. Consequently, when current flows through the superconducting magnets of the 
SSC, the magnets, operating at near absolute zero, will hold that current without loss. 

B3. DOE Missions Supported 

Large and small scale computing resources will be required for the: HEP wode. to be supported at the 
SSCL, including accelerator and detector design activities. Once thl:: initial resources are in place, the 
Laboratory will be open for use by scientists throughout the world to explore the possibilities evolving 
from the large-scale development of superconducting accelerator technology. This number may involve 
more than 1300 physicists and students from over 130 U.S. and foreign institutions once the full physics 
experimental program is in operation. 
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B4. Site Goals and Objectives 

It is expected that the construction of the SSC will extend over ten years. In the early years, the R&D 
program involves investigating and optimizing the accelerator components, with primary emphasis on the 
superconducting magnets. Studies are underway with respect to the lattice layouts, dynamic beam 
propenies, and magnet apenures. The Magnet Systems Division is designing 50-mm dipole magnets with 
the propenies required to assure collider perfonoance. Other activities cover areas from cryogenics to 
radio frequency systems, including associated work at supponing off-site laboratories. 

This is a long-teno project involving many technical activities and requiring computing services to 
suppon a wide variety of administrative and scientific tasks. A significant inventory of computing 
resources will be used, including Automated Data Processing (ADP) equipment; Automated Office 
Support Systems (AOSS); Computer-Aided Design/Engineering (CAD/CAE) systems; and 
Telecommunications, including Local and Wide Area Networks. Early efforts to satisfy these 
requirements led to the acquisition of two V AX systems, the installation of an extensive local-area 
network, and a variety of wide-area networking connections. These resources are used in coordination 
with numerous PCs and UNIX-based workstations. These resources will continue to grow in order to 
provide access to ADPE resources throughout the HEP scientific community. 

BS. Site Organization Structure 

Universities Research Association, Inc. (URA), a consonium of research-oriented universities, has been 
designated by DOE to be the management and operations contractor to develop the SSCL. This is a long 
teno project involving many technical activities and requiring computing services to support a variety of 
administrative and scientific requirements. URA oversees the SSCL and receives computing and 
communications technical guidance from the DOE Chicago Operations Office. 

The organizational structure defmes the responsible pans of the SSCL organization that will accomplish 
the technical and suppon functions of the project. This structure continues to evolve as the project 
matures. Overall direction of the Laboratory is provided by a Director, assisted by a Deputy Director and 
an Associate Director/Chief of Staff, with a directorate staff for laboratory-wide tasks. A General 
Manager, a Project Manager, and a set of Associate Directors carry line responsibilities for most of the 
technical and suppon functions. The Physics Research and Computing Divisions repon to the Director. 
The project divisions, reponing through the Project Manager and General Manager, include Accelerator 
Design and Operations, Accelerator Systems, Magnet Systems, and Conventional Construction. 

The Accelerator Systems (ASD) and Accelerator Design and Operations (ADOD) Divisions are involved 
with ongoing SSCL accelerator physics, theoretical and analytical studies of accelerator problems that are 
both generic and specific to individual accelerators, and the development of new accelerator design 
proposals. ADOD is responsible for the conceptual design of the accelerators and their subsystems, while 
ASD is responsible for requirements definitions, overall specifications and preliminary engineering 
design. ASD also handles implementation and fabrication of test system/subsystem components for 
prototype assembly at a level below the final manufacturing prototype stage, but with sufficient develop
ment to check. all engineering concepts and functional design. 

The Magnet Systems Division (MSD) is responsible for developing the superconducting magnets, a task 
which involves two major activities. The Magnet Test & Data Management Group (MT/DM) is 
responsible for testing the superconducting magnets to be produced by the SSCL and by industry, for 
analyzing test reSUlts, and for developing a central database of laboratory magnet infonoation. The 
Magnet Systems Division Engineering Group (MSDIEG) is responsible for the development, analysis, 
and design of the various cold masses, interconnects, and cryostats of the following magnets: the Collider 
Dipole Magnet (COM), the Collider Quadrupole Magnet (CQM), the High Energy Booster Dipole 
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Magnet (HEBDM), and the High Energy Booster Quadrupole Magnet (HEBQM). They provide similar 
suppon services for other specialty magnets within the project. 

The Conventional Construction Division (CCD) provides the SSCL technical staff with physics research 
facilities that meet their technical requirements of experimentation and equipment operation within a 
planned budget and time frame. The mission encompasses monitoring and managing PB/MK during 
design and construction phases to ensure the integrity of the delivered facilities. It also encompasses the 
delivery of a product that is as efficient as possible to operate, to maintain, and to upgrade in order to 
meet future experimentation equipment and needs. 

The Project Manager and the Project Management Office (PMO) are dIe focal point for planning, control, 
and reporting of R&D and project construction activities of the SSCL. The Project Manager allocates and 
authorizes funding for major SSCL divisions and is responsible tbr the collection, processing, and 
distribution of cost and schedule estimate information concerning the project The Engineering Standards 
Group ensures and documents all drawings, specifications, sketches, and calculations to meet minimum 
SSCL project standards. The Environmental Affairs Group supports DOE in applying for the project's 
Environmental Impact Statement. The Systems Engineering and Integration Group establishes processes 
for defining, planning, and performing the various systems engineering analyses and specialty 
engineering suppon functions required to meet SSCL design criteria and construction speCifications. 

The Physics Research Division (PRO) is responsibile for developing the experimental systems for 
performing High Energy Physics research at the SSCL. This effon includes development of the experi
mental facilities, coordination of the development of the experimental detectors by collaborations 
including electronics, and the development of general computjlng facilities for theoretical and 
experimental HEP. 

The administrative tasks are carried out under the direction of the Administrative Services Division, 
which is responsible for Procurement, Finance, Personnel, and Minority Affairs. Laboratory Technical 
Services (LTS) Division is responsible for laboratory-wide suppon in the areas of common technical 
services, institutional services, and project surge and peak support. SSCL MIS and the Computing 
Division are the organizations responsible for the acquisition, management, and monitoring of ADP 
hardware and software required by the Laboratory for administrative and scientific applications. The 
Computing Division has also been identified as the services group responsible for the operation and 
maintenance of central computing and network management resources at the Laboratory. 

Figure 3 shows the current organizational structure of the SSCL by division. 
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SECTION C. SITE INFORMATION RESOURCES MANAGEMENT STRATEGIC 
OVERVIEW 

Ct. IBM Organization 

Although all Divisions of the Laboratory contain information-proces8ing functions, information services 
are a secondary concern for most of the groups involved. The organizations which have primary 
responsibility for software, computing resources, and telecommunications are the SSCL MIS, the 
Computing Division, and Laboratory Technical Services Division. Printing & Publishing and Records 
Management are managed as separate entities in LTS and Administratilon. respectively. 

SSCL MIS is responsible for the development and execution of a long-range MIS Implementation Plan. 
MIS is also responsible for systems integration, data exchange criteria, development of MIS standards, 
review of the integration of functional area implementations, long-range program development 
methodology and training, and long-range system and database documentation. This organization is 
primarily concerned with MIS support of the major business jl'unctions of the SSCL (Finance, 
Procurement, Human Resources, Property Management, Project Management, Environment, Safety and 
Health, Quality Management, Logistics Support, and Engineering Operations), including review of 
functional area business practices, policies, and procedures to ensure that they permit long-range MIS 
implementation. 

The Computing Division provides direction, leadership, and glliidance on computing policy and 
environments. It has responsibility for planning and establishing implementation strategies. It develops, 
operates, and maintains central computing resources. It contributes to the accelerator construction project 
and to the laboratory's physics research program with computer openlting support. software support. data 
handling, consulting assistance, and communications. The Computing Division does research and 
development in computing methodology, techniques, and software relevant to the anticipated needs of its 
users. It serves as the contact and contractual unit for joint development projects with industry and 
university groups. 

Laboratory Technical Services Division is responsible for SSCL-wide support services in several areas, 
including common technical services such as design/drafting services:, telecommunication services, video 
services, and printing and publishing services. Administrative Servilces Division is responsible for lab
wide records management. 

C2. Site Strategic Approach for Meeting IRM Requirements 

The goal of the SSCL information resource management site stral:egy is to provide for effective and 
efficient management of information and information resources. The fundamental element of this strategy 
is the development and operation of a distributed computing network. Distributed computing provides the 
responsiveness necessary for optimum productivity of our personnel and begins on the desk of the 
individual scientist, engineer, or administrator. Thus, the Labonltory places emphasis on pes and 
workstations. From an information resource management perspective, our business becomes one of 
supplying the resources necessary to allow for the interchange of d~lta between like and unlike systems. 
This is accomplished by maintaining a rich networking environment, defining standards for networlced 
applications, and providing effective gateways for applications. 

The information resources in use at the SSCL include general and special management computing 
resources which are crucial to the successful operation of the Labc,ratory. The technical application of 
these resources includes control systems to operate the accelerator c()mplex and control of the beam lines 
to experiments. Data acquisition and data analysis capabilities support scientific functions, while data 
processing resources support administrative functions. These reSOUIl'Ces are deployed in every operating 
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division of the Laboratory. In addition to this structure, active committees (e.g., MIS) review 
requirements and make recommendations for short-range and long-range plans. 

C3. Site Strategic Direction 

1. IRM Institutionalization 
All SSCL divisions share a common need to access, analyze, and display data. This requires a unified 
approach to accessing and displaying data to pennit tools and infonnation to be shared among the 
divisions. To meet this goal, laboratory management has focused on infonnation technology 
solutions. Current efforts are focused on determining the information technology capabilities 
appropriate to support SSC physicists and analysts to do productive work along the critical path and 
to bring critical codeS/systems to a productive state. The SSCL adheres to all published DOE orders 
which apply to the acquisition, operation, and management of ADP and telecommunications 
resources. The Laboratory also seeks guidance from the local DOE office, which in tum receives its 
guidance from the Office of IRM Policy, Plans and Oversight, to develop policy and procedures 
associated with infonnation resources management. 

2. Customer Relations and Satisfaction 
The Infonnation Resource Management organizations at the SSCL are committed to national 
priorities established and passed on in the fonn of DOE directives and programs. Emphasis is being 
placed on consistent infonnation resource management and timely, cost-effective resource solutions 
to address the needs of the laboratory staff and external collaborators. Since infonnation resources 
are vital tools for the design, construction, and eventual operation of Laboratory facilities, all matters 
related to infonnation resource management policy and integration are being addressed. 

3. Regulations, Policy, and Standards 
SSCL MIS and the Computing Division provide the leadership and guidance to define standards for 
the use, systems management, training, and support for all applications. They are also responsible for 
systems integration, data exchange criteria, and the development of MIS and computing standards. 
These groups coordinate the planning process and provide effective consultation in applying 
infonnation resource management to a wide range of work. 

4. Technology 
The Laboratory will promote the continuing development of distributed computing in a workstation
based "seamless" computing and communications environment, so that all infonnation technology 
resources are transparently aVailable, no matter where they reside. In essence, the desire is to provide 
the individual scientist or technician the illusion that all the resources they need are resident at their 
workstation. The computing environment is supponed by two V AX systems, an extensive LAN, and 
a multitude of wide-area networks, as well as PC compatibles, Macintoshes, and UNIX workstations. 
Specific interest groups are networked to servers dedicated to their particular needs and are 
interconnected for general-purpose communications. Many of the applications which are in use exist 
only in the PC, Macintosh, or workstation environment. Macintosh workstations account for 
approximately 80% of the desktops installed laboratory-wide and 88% of the desktops in the 
Administrative Division. Tenninal emulator programs are used to access the V AX and other 
mainframe computer systems on the wide-area network, allowing data to be downloaded to the 
Macintosh. mM PCs and PC compatibles are used to support several special functions, with file 
services and shared printing facilities provided by UNIX and Novell file servers. Workstations 
support many specialized applications related to the design of the accelerator and magnets, including 
magnet test and cable data, cryogenics simulation, some CAD/CAE, and finite-element modeling. 
Most of the desktop workstations are utilized as front-end systems linked to more powerful 
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application servers. UNIX platfonns are utilized to take advantage of the lower cost-per-MIP these 
systems currently provide. The diversity of end-user applic:lltions in both the scientific and 
administrative communities justifies the cultivation of the distributed computing environment. with 
support of various platforms based on specific user m:eds in various areas. Use of 
telecommunications resources in High Energy Physics and the energy sciences will increase 
throughout the lifetime of the SSCL. The effectiveness of the existing distributed computing 
environment is dependent on maintaining a high-perfonnance. flexible network infrastructure. Every 
distributed computing element, and all PC/workstations. will be accessible from any SSCL facility. 
independent of geography. All PC/workstations have access to the: Energy Sciences Network (ESnet). 
which supports TCP/IP and DECnet protocols. The OSI protocol suite will be used by the SSCL 
when supported by ESnet. A circuit to the University of Texas lilt Dallas is leased for the National 
Science Foundation (NSFnet) and Texas High Energy (THEm:t) access. Five T-l circuits. with 
appropriate routing equipment. are maintained by ESnet and provide the majority of wide area 
network needs. 
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C4. IRM References 

The Laboratory's IRM Plan is based on specific assumptions regarding the programmatic work related to 
High Energy Physics and the computing and communications resources their work will require. These 
requirements were described in the SSCL Strategic Plan and FY92/93 Shon-Range Plan for ADP 
resources submitted to DOE on October 15, 1991 (Reference: 6235-L92-01). 

CS. Summary 

The SSCL's requirements represent a significant increase in its existing scientific computing resources. It 
is expected that future support will require MIE-Ievel actions through FY 1997. Less dramatic, but no less 
important, administrative support will be addressed in continued acquisition or upgrade of current 
administration systems (which will not be MIE-class actions). 
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SECTION D. SITE IBM PLANNING PROCESS 

The SSCL MIS and the Computing Division have been designated as lthe focal points for the acquisition, 
management, and monitoring of ADP hardware and software required by the SSCL for administrative and 
scientific applications, respectively. The Computing Division has becm identified as the services group 
responsible for operation, maintenance, network management, and system programming for general 
computing resources and all data communications resources at the SSCL. 

The Associate Director of the Computing Division has been appointed as the Senior ADP Officer 
responsible for Automated Data Processing (ADP) activities. This official will develop an operational 
guideline for the management of ADP in order to document management policy and procedures for the 
implementation of DOE Orders 1360.1A, 1360.2A, 53oo.1B, and other related orders. This guideline will 
cover SSa.. practices related to the acquisition, use, and control of .ADP and will serve as the basis for 
developing planning documents. 

All ADP procurements are approved in accordance with 1360.1A and 1360.2A guidelines. The approved 
plans will be used to coordinate and approve purchases for the current fiscal year. ADP procurements are 
currently reviewed by the Senior ADP Officer and Computer Protection Program Manager (CPPM) prior 
to their acquisition. The requirements are kept consistent with global computing strategy, as detennined 
by the Directorate, in conjunction with the Associate Directors and the Associate Director of Computing 
Division. Additionally, each procurement is reviewed as necessary by the Computing Division 
Acquisitions Group before procurement begins. 

The SSa.. Strategic Plan (October 15, 1991) presented the organizational structure, acquisition process, 
and strategies of the SSa.. and also addressed support requirements involving the operation, function and 
control of ADP, AOSS, CAD/CAE systems, and communications. Thle SSa.. FY 1992/1993 Short-Range 
Plan, submitted at the same time, identified the need, perfonnance data, acquisition cost, maintenance 
cost, method of acquisition, and source of funding for acquisitions froID $2SK to $1 million. 

ADP over $2SK, not covered on an approved plan, and procurements under $looK will be documented 
with a memo following 1360.1A guidelines and must be approved by the CPPM. Procurements over 
$looK will include additional justification, e.g., a complete plan, which must be approved by the SSa.. 
Senior ADP Officer, the CPPM, and DOE/Chicago Operations. Planned ADP acquisitions which qualify 
as MIEs ($1,000,000 or more) will be included in Schedule E 1 of the lnfonnation Resources Management 
(IRM) Long-Range Plan not later than two fiscal years in the future as outlined in the IRM Long-Range 
Plan Call. MIE acquisitions not included in the IBM Long-Range Pl:ID will be classified as out-of-cyc1e. 
If programmatic justification is provided and DOE agrees, the out-of-cycle item will be submitted to 
Congress for approval. 

The Laboratory received approval of the annual update of the Personal Computer Statement of Strategy 
which has been used as the basis for approving procurements undc:r $2SK/system (revised September 
1991). The SSCL will bid competitively whenever possible for integrated purchasing arrangements for all 
workstation system types and classes. This integration will includE: anticipated system configurations, 
applications software, maintenance, and training. The SSCL will bid each purchasing arrangement 
separately to encourage competition among suppliers. Specific commodities as detennined by the SSCL 
will be competitively bid acquisitions for one year, with options for two or three one-year extensions. 

The SSa.. Software Store was established in April 1991 to provide the user community with the 
opportunity to procure commonly ordered software. The store stre;llIIllines the procurement process for 
these items and provides a better method of tracking and logging software licences and usage. A blanket 
requisition for FY 1992/1993 has been initiated and is being put out for bid. 
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SECTION E. DISCUSSION OF MAJOR ISSUES 

The computer systems at SSCL have been expanding and improving over time, but there is much more to 
be done. A very important step involves the integration of equipment from multiple vendors across a 
diverse set of users, distributed geographically and subject to organizational boundaries. A simple 
example of this is the cooperation required among UNIX users in the Accelerator Systems Division and 
Mac users in the Magnet Systems Division. A more sophisticated example involves collaboration among 
users at other facilities such as Fennilab, Lawrence Berkeley Laboratory, and CERN. Because these 
organizations have autonomous administrations, the computer solutions involved cannot be completely 
dictated. 

The main issue here is that the SSCL is constructing a computing environment that is fundamentally more 
distributed and diverse than those which exist at similar organizations. Instead of a central mainframe or 
computer cluster, the SSCL is building a more distributed computing environment within the laboratory. 
In addition, instead of building only a local computing complex, steps are being taken to share data and 
computing nationally and internationally. 

To support this distributed environment, such issues as file sharing and electronic mail using multiple 
computer types must be addressed. Better mechanisms are needed for finding E-mail addresses as easily 
as we now look for telephone numbers. The SSCL is looking to create an environment where it will also 
be easier to send and receive E-mail at computers other than your own, even in another department or 
city. 

This is not a single problem for which a solution is being sought. Rather, it is a matter of striving to create 
a relatively seamless computing environment through combining many diverse elements. As such, this 
issue will be an ongoing challenge for years to come. 
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SECTION F. ORGANIZATION AND SmUCDJRE 

Points Of Contact 

Keith Rich, Acting Associate Director 
Senior Automated Data Processing Officer 
Computing Division 
Superconducting Super Collider Laboratory 
2550 Beckleymeade Ave. MS 1010 
Dallas, TX 75237 
Phone: FrS (None) 
Commercial (214) 708-3035 

Dee Lersch, SSCL MIS Manager 
Directorate Division 
Superconducting Super Collider Laboratory 
2550 Beckleymeade Ave. MS 1092 
Dallas, TX 75237 
Phone: FrS (None) 
Commercial (214) 708-1134 

Bob Hahn, Computer Protection Program Manager 
Superconducting Super Collider Laboratory 
2550 Beckleymeade Ave. MS 1014 
Dallas, TX 75237 
Phone: FrS (None) 
Commercial (214) 708-5055 

Jim Trantham, Laboratory Technical Services CAD/CAM/CAE Manager 
Superconducting Super Collider Laboratory 
2550 Beckleymeade Ave. MS 1012 
Dallas, TX 75237 
Phone: FrS (None) 
Commercial (214) 708-5060 

Greg Chartrand, Telecommunications Manager 
Superconducting Super Collider Laboratory 
2550 Beckleymeade Ave. MS 1013 
Dallas, TX 75237 
Phone: FrS (None) 
Commercial (214) 708-5090 

Terence Johnson, Network Data Manager 
Superconducting Super Collider Laboratory 
2550 Beckleymeade Ave. MS 1013 
Dallas, TX 75237 
Phone: FrS (None) 
Commercial (214) 708-6085 

Sarah E. Swindall, Records Management Archivist 
Superconducting Super Collider Laboratory 
2550 Beckleymeade Ave. MS 2012 
Dallas, TX 75237 
Phone: FrS (None) 
Commercial (214) 708-6106 
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Ed Engebretsen, Manager 
Technicallnfonnation and Publications 
Superconducting Super Collider Laboratory 
2550 Becldeymeade Ave. MS 2002 
Dallas, TX 75237 
Phone: FrS (None) 
Commercial (214) 708-6053 
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SECTION G. GOSIP TRANSITION 

The SSCL has no unique technical requirements that would prevc::nt implementation of the GOSIP 
standard within the SSCL General Data Network. GOSIP migration strategy is to establish site-wide 
applications gateways until such time as OSI applications and protocols can run native on SSCL computer 
systems. 

TABLE 1-1. GOSIP TRANSmON ACTlVnlES. 

MILESTONE 

MHS 
FTAM 

Version 2, all standards 

Version 3, all standards 

Gl. Planned Site Activities 

PLANNED 

10191 

10191 

10192 

10194 

COMPLETED STATUS 
10191 e:Snet gateway activated 

10191 e:Snet gateway activated 

Testing and evaluation in progress. 

Awaiting NIST standards definition. 

Version 1: MHS (Message Handling System) and FT AM (FIle Access, Transfer and Management) have 
been activated for the SSCL-GDN by turning on the OSI protocol within the gateway system to the 
ESnet 

Version 2: Testing and evaluation of Version 2 standards begins in March 1992, with full implementation 
scheduled for October 1992. 

Versions 3, 4: Testing and evaluation will begin when the version s1:andards are issued by the National 
Institute of Standards and Technology (NIST). 

G2. GOSIP Functionality 

In support of the DOE goal of intersite interoperability (October 1995) and the GOSIP acquisition 
mandate, the existing network hardware for the entire SSCL-GDN at the Physical and Data Link levels 
(Levels 1 and 2 of the OSI 7 Layer Reference Model) are GOSIP-compliant. All future network 
equipment acquisitions will be GOSIP-compliant. 

G3. GOSIP Site Authorities 

Acquisition Authority 
Pat Marmo, Manager 
ADP Procurement 
SSC Laboratory 
MS 1014 
2550 Becldeymeade AYe., Ste 125 
Dallas TX 75237 
(214) 708-6163 
E-Mail-DECnet; MARMO::SSCVX1; 
Internet, marmo@sscvx1.ssc.gov 

Addressing Authority 
Terence Johnson, MaruI.ger 
Network Services 
SSC Laboratory 
MS 1014 
2550 Becldeymeade Ave., Ste 125 
Dal1as TX 75237 
(214) 708-6085 
E~Mail-DECnet, MAGICIAN::SSCVX1; 
Internet magician@sscvx1.ssc.gov 
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Protection Authority 
Robert Hahn, 
CPPM 
SSC Laboratory 
MS 1014 
2550 Becldeymeade Ave., Ste 125 
Dallas TX 75237 
(214) 708-5055 
E-mail-DECnet, hahn_r::SSCVX1; 
Internet, hahn_r@sscvxl.ssc.gov 

Registration Authority 
Te~ceJohnson,~ger 

Network Services 
SSC Laboratory 
MS 1014 
2550 Becldeymeade Ave., Ste 125 
Dallas TX 75237 
(214) 708-6085 
E-Mail - DECnet, MAGICIAN::SSCVX1; 
Internet, magician@sscvxl.ssc.gov 
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SCHEDULE 1-1 

E-Mail Resources 

1. Site Name: SgperconductioK Super CoUider LaboratOIY 

2. E-Mail System Used: Bitnet Mail X.400[_] 

3. System Location: (Circle) LOCAL 

4. System Service Area: (Circle) INJERNATIONAL 

s. Number of Subscribers: 500 Users in total E-mail base of 2000 

6. System To System Interconnection: Multinet from roV· GatprMail-O. JNet from Joiner Assoc. 

7. Future Plans for E-Mail UpgradeorAcquisition: ... Nu.oWlnw.e..-________________ _ 

8. System Administrator: JIoIC ... in.llljdl,J.y...lVUlanlUdlllllet'S_Ieen-..'--____________________ _ 

9. FTS Number: ---'N.llo,wne ________ _ 10. Commercial Number: (214) 708-5038 

11. Address: 2550 BeckleymQlde 

Dallas· IX 75237 

MS 1011 
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SCHEDULE I-IA 

E-Mail Resources 

1. Site Name: SupercooductinK Super CoIlider Laboratory 

2. E-Mail System Used: SMlP-BasedUNJX Mail X.400[_1 

3. System Location: (Circle) LOCAL 

4. System Service Area: (Circle) INTERNATIONAL 

S. Number of Subscribers: 500 Users in total E-mail base of 2000 

6. System To System Interconnection: Multinet from roy, GatorMail-O, )Net from Joiner Assoc. 

7. Future Plans for E-Mail Upgrade or Acquisition: _Nuw.oowe'--_______________ _ 

8. System Adminisuator: J.uobawn .... DasaloiJjsiU.oofU.!.jviwll~e _____________________ _ 

9. FTS Number. --oIN~oWlnolllle'--_______ _ 10. Commercial Number. (214) 708-6140 

II. Address: 2550 Becldcmnrmte 

Dallas· IX 75237 

MS 1011 
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SCHEDULE I-IB 

E-Mail Resources 

1. Site Name: Superconducting Super Collider LaboratoD' 

2. E-Mail System Used: YMSIDECoet Mail X.400[_J 

3. System Location: (Circle) LOCAL 

4. System Service Area: (Circle) INJERNAIIONAL 

5. Number of Subscribers: 400 - 700 Users in total E-mail base of 2000 

6. System To System Interconnection: MuItinet from my. GawMail-O. JNet from Joiner Assoc. 

7. Future Plans for E-Mail Upgrade or Acquisition: .... N ....... on ... e'--___ . ____________ _ 

8. System Administrator: Cindy Yandersleen 

9. FrS Number: _N~o'"'ne""'-_______ _ 10. Commercial Number: (214) 708-5038 

11. Address: 2550 Beckleymeade 

Dallas· IX 75237 

MS 1011 
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SCHEDULE 1·IC 

E-Mail Resources 

1. Site Name: Superconductio& Super CoIlider Laboratory 

2. E-Mail System Used: OUickMail X.400[_J 

3. System Location: (Circle) LOCAL 

4. System Service Area: (Circle) INJERNAllONAL 

5. Number of Subscribers: 1400 Users in total E-mail base of 2000 

6. System To System Interconnection: Multinet from roy. GatorMail-O. JNet from Joiner Assoc. 

7. Future Plans for E-Mail Upgrade or Acquisition: .... N~onwe'--_______________ _ 

8. System Administrator: JioC:ub~jpuH .... aiLIwl.Il~eyJ-_____________________ _ 

9. FrS Number: ---tN .... o ... ne ....... _______ _ 10. Commercial Number: (214) 708-5056 

11. Address: 2550 Becldeymeade 

Dallas. IX 75237 

MS 1011 
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Department or Energy 
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January 1992 
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PART 2. SOFTWARE PLAI~ 

SECTION A. SOFTWARE MANAGEMENT PLANS AND STRATEGIES 

A long-range MIS Implementation Strategy has been developed to accommodate administrative 
information processing requirements through integrated MIS that are readily accessible by administrative 
and technical management. The MIS Strategic Plan of the SSCL is to operate a dual-track 
development/acquisition program. This program recognizes the immediate need to increase the 
operability of each of its major functional areas while providing resources to develop a comprehensive, 
well-integrated information system for the long term that satisfies the needs of the SSCL. 

The MIS Strategic Plan has been prepared to facilitate the development and implementation of computing 
and communications resources by giving personnel access to management data for monitoring the project 
and reporting performance fmdings. The Strategic Plan establishes the concept of a site-wide MIS Officer 
and supporting staff. The ultimate goal of the SSCL MIS organization will be to achieve as much value
added integration as possible using flexible, scaleable, highly productive, easy-to-use commercial tools. 
These tools, in conjunction with well-designed business procedures, will allow the SSCL to develop 
comprehensive project and business management systems. 

In order to optimize critical resource utilization at lower cost, while providing timely and accurate 
information, the SSCL has identified and prioritized elements that will implement and facilitate the 
integration of the MIS Strategy. Those elements required first will improve the reliability and flexibility 
of systems that support the business functions of the Laboratory. Commercial packages that support 
General Ledger, Procurement, and Accounts Payable functions will be implemented in FY 1992 along 
with products that establish the foundation for further MIS implementation goals (Relational Data Base, 
CASE tools, etc.). 

SSCL MIS is responsible for the development of MIS standards, review of the integration of functional 
area implementations, and long-range program development, me1hodology, and training. Specific 
software management methodology is being addressed as part of the: long-range program development 
currently undelWay. Software standards and methodologies will be developed in accordance with the 
guidelines detailed in DOE Order 1330.1C. No formal commercial "methodologies" are in use globally, 
although some groups employ locally-defined standard development and maintenance control procedures. 

Current software management style at SSCL for the four defmed types of software is as follows: 

Administrative. The MIS function is organized to provide both a centralized policy, 
procedure, and management structure, and a decentralized operational element. Some MIS 
resources will remain in the functional areas on an ongoing basis. Application development is 
accomplished by utilizing SQL-based commercial application packages and high-level 
languages to the maximum extent possible. 

System Software. Standard operating systems and commercial tools will be used, with minor 
local modifications, primarily for accounting and security purposes. Controlled copies of 
master data will be secured and protected centrally, and selectively downloaded to work
stations and worlcgroup-dedicated software as required for user support and analysis. 

ScientificlEngineering. Scientific and engineering applications are acquired where possible 
or are developed by the end-users, making significant use of high-level languages and the 
sharing of code with other groups. 
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Manufacturing. SSCL makes use of commercial CAD, CAM, and CAE software products 
in the technical divisions for design and analysis purposes. 

In all application areas, integrated families of icon-based user interfaces will be used to maximize use of 
infonnation among an international professional community and to minimize the need to retrain staff to 
use the infonnation across different functional applications. 
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SECTION B. SOFTWARE INITIATIVES AND RESOURCE Rl8:0lJlREMENTS 

The scope and magnitude of SSCL's software activities by type are as follows: 

Administrative! Business-Oriented 

Currently the Administrative systems utilize a V AXcluster with Del«:k commercially packaged software 
and a number of internally developed systems. Administrative systems include the major business 
functions of the Laboratory, such as Finance, Procurement, Human Resources, Travel Services, Property 
Management, Project Management (including C/SCSC). Environmental. Safety and Health. Quality 
Management, Engineering and Operations. and Logistics. MIS systems receive both centralized and 
functional area support involving approximately 23 staff members. 

To address the Administrative needs of the SSCL, initiatives are underway in the following areas: 

Database: The recommendation for ANSI-standard SQL RDBMS database management 
software is being fonnulated by SSCL MIS. Specifications will be developed to identify 
interface criteria for representative databases to ensure continuity for interchanging data 
between MIS applications. Guidelines governing modification of software will be developed 
to ensure that standard software will run on standard hardware configurations for access from 
all Laboratory wolk areas over the network. Database management systems currently used in 
the administrative areas include PowerHouse, Datatrieve. and MThrx. 

CASE Tools: CASE tools will provide accurate estimates of new systems development 
efforts and help establish a common environment to support futuI1e application development. 
These tools will be used throughout the development cycle for requirements definition. 
analysis. design. and integration. The CASE tools will support standard methodologies for 
the following: structured analysis and design, provisions fOlr version control. entity
relationship modeling. X-Windows, integrated data dictionary. multiple concurrent users. 
consistency checking between models. and extensibility for adding application-specific 
infonnation. CASE acquired after FY 1991 will interface with preferred relational database 
management software. Programmer productivity/CASE tools cwrrently used include FMS. 
Datatrieve. PowerHouse, and CMS. 

Applications: Within MIS. commercial applications products support Procurement. Finance. 
Human Resources. and Project Management (WBS; Schedule; Cost, Scheduling and Control 
System). FY 1992 will also address the needs of MIS applicaljon software for Property 
Management, Document Control. and Configuration Management. Current initiatives 
include: 

- Materials Requirements Planning (MRP) 
- Integrated General Ledger (GL), Procurement. Accounts Payable (AP) 

- Materials Safety Data Sheets (MSDS) 
- An Optical Disk Imaging/Document Control System for the Magnet Systems 

Division 

- Human Resources 

- Geographic Infonnation System (GIS) 

- Document Management 

SSCL 2-4/Jan 92 



System 

System installation and maintenance are perfonned for VMS and UNIX systems on several platfonns 
including DEC, Silicon Graphics, and Sun. About 13 staff have these activities as their primary 
responsibilities. 

To address the System needs of the SSCL, initiatives are underway in the following areas: 

Operating System Software: The operating system software currently in use includes several 
versions of Sun OS, AIX, VxWorks, and the UNIX and VMS operating systems. 

System Utilities Software: Implementation of the AFS file system is currently underway to 
allow for file sharing laboratory-wide. Electronic mail systems, integrated backup solutions, 
and system security are also being investigated. 

Scientific/Engineering 

Most of the scientists, engineers, and technicians at the SSCL do some level of software design or 
application programming. 

To address the Scientific/Engineering needs of the SSa.., initiatives are underway in the following areas: 

Database: The major objective of database management in the scientific and engineering 
areas is the timely availability of design and test data to scientists and engineers worlting in 
the distributed computing environment. Currently, this objective is addressed by the use of 
dedicated database servers using commercial database packages such as Sybase and 
Infonnix. Creating and maintaining a database that stores machine design infonnation for the 
entire Collider, as well as perfonnance parameters, requires dedicated resources in tenns of 
personnel and software. The Magnet Test Laboratory requires a fast relational database tool 
to act as a cache of database infonnation for the magnet test stands' VME computers. These 
computers will be running a real-time UNIX-like operating system, and they need 
deteministic access time from a database. Because Sybase does not provide this 
deterministic time requirement, a qualified package is being sought. 

Applications: Applications software in the scientific and engineering areas includes ANSYS, 
PE2D, TOSCA, SINDA, TRASYS, PATTERN, BEASY, ABAQUS, IMSL, NAG, 
Mathematica, Metrics Tools. Matlab. MACSYMA, Uniras, DISSPLA, MAFIA. POISSON, 
PV-Wave. and SUPERFISH. 
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Manufacturing-Oriented 

SSCL's involvement in manufacturing-oriented software (CAD/CANlJCAE) is only on a user basis. The 
CAD/CAM/CAE areas strive to achieve their manufacturing/design goals by using industry standard 
solutions to minimize their dependence on any single vendor's products. 

To address the CAD/CAM/CAE needs of the SSCL, initiatives are undierway in the following areas: 

Database: The Informix Relational Database Management System is a significant package 
used to control all construction drawings and operational data, ~lIld for Total Management 
Suppon. The Infomanager database is being acquired to assist iin managing MSD' sCAD 
data. 

CASE Tools: The manufacturing-oriented areas use packaged CAD/CAM/CAE software; 
therefore, CASE tools are not used within these areas. 

Applications: Currently-installed applications software includes Unigraphics n CAD/CAM 
software, Autodesk AutoCad, Electronic Modeling Software, ModlelView, Microstation, End 
Roads, Intergraph, Mentor, CADENCE, Framemaker, Mathematica, Opera, and Teemx. 
Recently, Racal-Redac was selected to provide ECADIECAE products to the SSCL; this will 
be the CAD/CAM/CAE software standard for the Laboratory. These products run on Sun 
hardware. The Minxware software package by MINX is being: implemented to perform 
Materials Requirements Planning. Minxware consists of 20 integIated modules that perform 
the core functions in manufacturing, engineering, finance, sales, and service. It includes 
sophisticated data management, distributed data-processing I:apabilities, and disaster 
recovery. 
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SECTION C. SOFTWARE REPORTING REOlJIREMENT FOR DOE CONTRACTORS 

No software acquisitions have been identified that meet the reporting requirements specified in Section 
2C of the FY 1994 Call. 
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u.s. DEPARTMENT OF ENERGY 
CONTRACTOR INFORMATION SYSTEMS AFI SYSTEM 

SOFTWARE REPORTING FORM 
SCHEDULE 2A-l 

SITE: SllPERCONPUCIlNG SUPER COLLIPER LABORATORY 
SYSTEM NAME: ~N_Qn_e:..o.:tQ,,-,reuo:l2Q~rt ...... ___________________ _ 
SYSTEMSTATUS~: ________________________ ___ 

SYSTEMDES~ON:, ________________________ __ 

PRDMARYFUNCTION:, _________________________ _ 

SYSTEM SOURCE: __________________________ _ 

CUSTO~TION~: _______________________ _ 

SYSTEMIMPACT~: ________________________ ___ 

E~TEDSTARTDATE:~ ____________________ _ 

ACTUALSTARTDATE:~ ____________ , __________ __ 

ESTIMATEDCOMPLETEDATE:~ __________ , _________ _ 

ESTIMATEDDEV.COST:~ ___________ . __________ _ 

POINTOFCONTACT~HONE~: ______________________ ___ 
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PART 3. COMPUTING RESOURCES 

SECTION A. REQJJJBEMENIS 

AI. ADP Requirements Schedule 
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ADPE REQUIREMENTS (ReUs) 

SCHEDULE 3A-l 

SITE: SUPERCQNDUCDNO SUPER CQILIPER LABORATORY (SSCLl 

OUT-YEARS 
BclRC PAST CURRENT BUDGET PLAN 
OODE PROGRAM FY 1991 FY 1992 FY 1993 FY 1994 FY 1995 FY 1996 FY 1997 FYl998 
~l ~l,;-~J:iARJ.:!It Jk:VELOF uaa.;a" I, 

AND OPERATIONS 
(Category P) 

Practical 746.58 1530.61 2520.51 4423.01 4511.01 4561.01 4561.01 4561.01 
(~=) 

0.105 0.105 0.105 0.105 0.105 0.105 0.105 0.105 

l:isW:i. Variance in excess of 30% (+ or -) noted, Dagged by • in column. 



AI. ADP Requirements 

In Schedule 3A-l, the ADP requirements illustrate the steady increase in computing capacity required for 
the SSC Laboratory. A number of factors will contribute to the growth. The most significant growth in 
capacity reflected in the FY 1992 through FY 1995 projections is due to the implementation of the 
Physics Detector Simulation Facility (pDSF). Phase I of the PDSF installed in FY 1991 represents an 
initial reponed capacity of 520 RCUs in FY 1991 increasing in incn:ments to 3000 RCUs in FYI995 as 
reflected in schedule 3A-l projections. The Laboratory's compuling strategy features a distributed 
environment of computers supponed by local and wide area networks. This environment provides the 
desired responsiveness and brings computing power to the desk of each scientist or engineer, allowing 
local computation on multiple tasks in a graphical window environment Workstations are clustered to file 
and compute servers. These clustered workstations have access to additional resources via the networks. 
Specialized applications servers support higher applications such as engineering analysis codes, data base 
management systems, and modeling/simulation software. The narrative detailing the requirements driving 
this increase in computing capacity is as follows: 

ASD 
The Accelerator Systems Division has responsibility for the design, f~lbrication, procurement, installation, 
and assembly of the components and systems that comprise the accelerator chain. 

General ADP equipment such as workstation servers, simulation systems, and special purpose 
measurement instrumentation devices will be required to suppon cryogenic and mechanical requirements. 
Hardware upgrades are necessary to keep pace with emerging technollogy and to utilize the best available 
resources. Included are upgrades to the servers in terms of its memory, the CPU, Networlc co-processors, 
Prestoservers. disks. etc. By a similar account. individual wOrlcstatiOIllS will also be upgraded. In addition 
to the general requirements specific requirements, have been identified in the following areas: 

Machine Operations and Beam Instrumentation. A dedicated workstntion to serve as the VPM test stand 
is needed. A sample of high-end CAD workstations will enable the c~ngineers to design and develop the 
mechanical aspects of the instIUments (e.g., beam position monitor). Further, a computer serving the 
needs of the LINAC instrumentation is also planned. At least one high-performance graphics workstation 
is required to display the results of the simulation runs in an intelligible graphics form to enable extensive 
multi-parameter analysis. 

The lattice database is being stored on a database server. This sc~rver will need additional suppon 
hardware as well as specific software tuned to the particular application. This database is being used by 
practically all the other groups in ASD as well as ADOD~ 

Controls. Projections are based on the need for database hardware, d;Wlbase software. front-end systems 
(haIdware and software). LINAC controls. communications between instruments, control system circuits 
and control system components. and application software (Teamwclrlc. Publisher. RIDAS, Dataviews. 
AutoCAD. and AutoSketch). 

The database hardware will consist of a dedicated server and the database software will be a commercial 
package (e.g., Sybase). The front end systems will consist of VME boards, SPARC engines, along with 
their associated software. The database is required to keep track of «:cntrol system components, timing 
and sequencing details as well as design information. The front-end systems are required to interface the 
actual components (solenoids, valves. etc.) with the control system cin:uitry. 

Mechanical Engineering and Mechanical CAD. The CAD stations and the high-range wortcstations being 
acquired are used for CAD/CAE applications.in the design of conectors. spool pieces. and resistive 
magnets. Other workstations are to be used for the facilities. the shop, ME management, and ME utilities. 
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Software being acquired is for analysis, and for corrector magnet and spool piece design. Research 
expenditure in the fields of design and analysis constitutes a major part of the plan. Both hardware and 
software will be acquired. CAD platforms, hard drives, optical disks, plotters, graphic boards, and tape 
drives as well as application software for design and analysis, information management, and Iges transfer 
software, will be obtained. In Electrical Engineering and Electrical CAE, the planned acquisitions will be 
a file server, a compute server, and ECAD software (Racal Redac). 

ADOD 
The Accelerator Design and Operations Division is responsible for the accelerator injector and collider 
design, commissioning, and operation. It includes Accelerator System String Test (ASST), Accelerator 
Physics, LINAC, Beamlines, Low Energy Booster (LEB), Medium Energy Booster (MEB), High Energy 
Booster (HEB), Collider, and Applied Geodesy. 

High-range workstations will be used for compute-intensive and graphics-based visualization software. 
Mid-range workstations will be used for off-line computations and low-end graphics. 

Creating and maintaining a database which stores machine design information for the entire Collider, as 
well as perfonnance parameters, will require dedicated resources in terms of personnel and software. 

Hardware upgrades are necessary to keep pace with emerging technology and to utilize the best available 
resources. Included are upgrades to the servers in terms of memory, the CPU, network co-processors, 
Prestoservers, and disks. It is necessary to enhance the quality and uptime of the servers and workstations. 
By a similar account, individual workstations will also be upgraded. 

MSD 
Magnet Test & Data Management (MT/DM) will acquire a third server. This server will become the new 
database server while the older server, now perfonning this function, will become a workstation. Because 
the database server will be accessed by magnet scientists at the SSCL and at other HEP laboratories, there 
will be a relatively higher CPU load on this server than on the others. The new server should have 64 
megabytes of memory, eight gigabytes of disk, a cartridge tape, and a CD ROM. It should be comparable 
in power to a Sun 4/470. The database server will be the repository of over 100 gigabytes of both magnet 
construction and magnet test data that must be easily accessible by magnet scientists. To handle the 
storage of this data MT/DM will acquire a secondary storage system, probably an optical jukebox system. 
To backup the servers, optical drives, and workstations, MT/DM will acquire an 8-mm jukebox backup 
system.TIle Database Management group of MT/DM has been using an older server inherited from LBL 
for a database server. Once magnet scientists start using this server to access magnet data, it will not have 
the necessary CPU resources to handle the load. For this and other reasons the group is acquiring a more 
powerful server. 

The MrL Group will acquire a configuration server in FY 1992 and a database server in FY 1993 for the 
Magnet Test Laboratory. The group will also acquire analysis workstations, test control workstations, a 
secondary storage system for the lOO-plus-gigabytes of magnet data, and an 8-mm jukebox backup 
system. 

Major MSD computing resource needs are concentrated in MCAD, CAE, ECAD, and software 
developmenL Plans call for adding 30 new 3-D workstations and two MCAD compute servers to meet 
projected engineering requirements for design and tooling of the Collider Dipole Magnet (CDM), 
Collider Quadrupole Magnet (CQM), High Energy. Booster Collider Magnet (HEBCM), High Energy 
Booster Dipole Magnet (HEBDM), the R&D development effort, and the "make magnet" program. 
Existing Hewlett Packard workstations and servers will be upgraded to the new Hewlett Packard 7XX 
RISC workstations, which will provide a perfonnance increase of three to four times over the present 
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configuration. One of the new servers will be used to manage the Infomanager database that is currently 
under acquisition to assist in managing MSD's CAD data. Larger disk storage for both the CAD database 
server and the Infomanager server is to be acquired, along with newer, high-capacity DAT tape drives for 
data backup. Depending on the technology it is possible that MSD's. CAD network will switch over to a 
fiber data distribution interface (FDDI)-based network in FY 1992. lbese new resources will be added to 
a proven distributed processing environment based on NFS and Ethernet that has been successfully 
operated over the past two years. CAE acquisitions are aimed at supporting distributed processing via 
desktop workstations clustered with servers. ECAD hardware and software will be acquired to continue 
the design of specialized testing data-acquisitioning electronics for the Short Magnet Test and to start 
development of the software that will collect and process the testing data. 

MSDIDC's Optical Disk Imaging/Document Control System will bc~ upgraded with the acquisition of a 
l00-OB juke box WORM image storage system. This additional storage is needed to accommodate the 
expected growth in drawings and other engineering documents that will need to be scanned and tracked. 
A follow-on acquisition of a similar optical imaging system is expelcted to be made to replicate what is 
being done for engineering documents for the MSD business docume][lts. 

CCD 
Intergraph graphics workstations will continue to provide the base-level graphical environment for access 
to and enhancement of the facilities electronic model and associatJed base of data. Those involved in 
operational and maintenance aspects of the SSa. are envisioned to have Intergraph workstations to run 
the facilities model application. The long-range vision encompasses: enough mass storage capability to 
house the entire base of data of the model and associated intelligence within one system of hardware 
peripherals that will be accessible by every graphics workstation on the network. Graphics workstations 
will be the operation, maintenance, and modification design and cmgineering tool that enhances the 
facilities model for the design life of the SSa.. Every person with a need to access the model will have 
an individual graphics workstation, with a central pool of graphics workstations and peripherals available 
as additional resources for future enhancements, training, and public l'Ielations. 

PRD 
The Physics and Detector Simulation Facility will provide much of thie computing resources necessary to 
perfOIDl the physics and detector simulations for the design of SSC detectors, and other computations in 
support of physics and detector needs. The calculations are lengthy and detailed and could require many 
months per study on a V AX Ilnso. Each study may produce several GB of data. A distributed 
computing environment of networked, high-speed computing engines, data servers, and storage elements 
was required to meet these needs. Phase I of the facility provided a 1000 V AX-equivalent network of 
computers which were acquired, installed, and integrated into a single centralized facility for SSC physics 
and detector simulation work during FY 1991. 

Two external planning committees have estimated that about 4000 MIPS worth of networked, high-speed 
computing engines, multi-processors, and 400 GB of storage capability will be required to satisfy the 
computing requirement. This powerful. fully dedicated computing ~:nvironment is expected to support 
High Energy Physics(HEP) Monte Carlo simulations of SSCL physics and detectors during the proposed 
and development phases. 

The system must be designed to meet the anticipated peak loads. It is anticipated that approximately 100 
simultaneous interactive jobs and about SO batch jobs will either be running or waiting in the queue. 
These batch jobs are expected to require the largest number of CPU cycles and to generate the largest 
volume of output data. The primary CPU load will come from the derector simulation. However. the other 
activities will involve heavy inveSbIlents of inreractive time and, in some cases, heavy I/O demands. 
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The sse Laboratory requires a Major Item of Equipment (>$1 million) to complete a configuration 
originally established in FY 1991 as pan of an overall plan to develop the PDSF. An Implementation Plan 
for this MIE was submitted to DOE'in July 1991. Under this plan. the additional phases of the PDSF will 
be purchased in FY 1992. Tertiary Storage will address the requirement for high-speed. high-volume. 
near-line storage of many terabytes (TB) of data in the near tenn. and in the long tenn. as much as several 
petabytes (PB) of data. The PDSF has a requirement to provide tertiary storage of 6-10 TB of data with an 
accessible bandwidth of SO-I00 MBs. The current capacity of the PDSF provides only 0.2S TB of storage 
with an aggregate bandwidth of only 1 MBs. While several tape storage systems are currently available. 
digital D2 recorders (tape drives) and their robotics are the most promising. The acquisition of a beta unit 
tape drive is underway to evaluate its feasibility for solving the tertiary storage problem for the next few 
years. 

Two types of ADP support will be required to handle research needs-engineering support and direct 
support of ongoing R&D. Engineering requires a few large workstations for the planned engineering 
population. with each of these workstations having several large and complex design software products. 
Both digital and analog software will be used for activities as diverse as electrical computer-aided design 
and R&D electrical engineering. Some of the planned data analysis tasks for R&D will require additional 
specialized workstations. again with numerous software packages. Simulation work requirements with the 
collaborations call for a multi-platfonn environment to maintain compatibility with resources available 
at other laboratories. DEC, liP, and Sun workstations are among the platfonns that require this 
compatibility. 

Data reduction and analysis computing requirements call for CPU-intensive event reconstruction and 
event simulation. Parallel processor ranches running identical programs on different events may be 
developed to support this requiremenL In the early stages of the detector development program, where 
data analysis is not a prevalent requirement, simulation efforts will be supported with conventional 
computing resources, namely, the integrated use of the distributed computing environment which will 
have a capability in excess of SOOO MIPS. After the implementation of the simulation facility, additional 
data-reduction and analysis-computing resources can be developed using the latest technology to increase 
the total CPU power by another 100,000 MIPS by 1998. 

The Experimental Physics program will consist of research conducted at sites other than the SSCL, 
including the collaborators for sse experiments. As these groups are established, their need for ADP 
equipment and laboratory space will expand as they engage in work to develop proposals, including the 
building of prototypes for various components and subsystems. 

The Experimental Facilities program will require computers to support the engineering efforts and the 
work of the sse collaborations. ADP equipment will be used to develop the Beam Detector lab and the 
labs supporting the sse engineering and detector groups. Computing engines will be required for analysis 
and documentation of facility requirements associated with detectors. 

LTS 

A Technical Data Management system with software will be used to control and maintain technical 
document release, revision and archiving for the entire Laboratory technical database. It will operate 
under a relational database manager and will be configured to keep released records including drawings, 
specifications, and other technical design data on-line for access by authorized Laboratory personneL This 
system is being configured and operated for the Project Management office by Division Project Design 
Support personnel from Laboratory Technical Services. Plans call for several system expansions during 
the lifetime of the design and construction project. A wide-bed document scanner will be acquired to 
convert manually prepared data into electronic fonnat for archive retention. The device will be capable of 
rasterizing documents up to and including 36 in. in width. A planned raster plotter will be used to extract 
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hard-copy output from the raster database for distribution. All planned equipment is necessary to meet 
DOE and Laboratory requirements for data storage and retrieval. 

CAD/CAM/CAE. A flle server will be added to support Intergrapb systems working-flle and database 
storage and to facilitate infonnation backup. The proposed server will be used to maintain CAD data 
generated on systems in Conventional Construction, PhYSics Resea:rch, Laboratory Technical Services, 
and Accelerator Systems Divisions. Existing servers will be upgraded with additional disk space and 
memory as necessary. Without this implementation there will be no c:apability to store and operate on the 
electronic design data that is being imponed from the AE/CM. All fal:;ilities engineering and maintenance 
data is contained in files that will be located on the proposed server alld data storage unit 

Proposed CAD/CAE worlcstations will serve as work platfonns for a variety of new users, including 
design/drafting, facilities engineering, and CAD support personnel. Each designer or drafter will have the 
equivalent of one UNIX-based worlcstation, including disk storagle, memory, software, and network 
access. Additional printers, plotters, and other peripheral devices will be added as necessary to support an 
increased number of system users at diverse locations. 

Computing Division 

The centralized UNIX servers, which are currently comprised of DEC' 5500 systems and Sun servers, play 
a vital role in the integration of Laboratory computing resources. Inl FY 1992, they will become major 
repositories of data and programs that will be available throughout Ithe Laboratory in the Andrews File 
System (AFS) tree. The initial increased expenditures for 40 OB IOf online storage are offset by the 
advantages of centralized AFS management and ultimately lower overall disk consumption Laboratory
wide. Other applications that will be served by the DEC 5500 syS1tems are the Magnet MRP system, 
Sybase database activities, including the SOC Document Control System, and various development 
projects utilizing CASE tools. 

A study of the current procedures and resources clearly indicates a need for directly connecting backup 
systems to the supponed subnets. The allocations for backup UNIX servers and backup uchival utility 
software are projected for the support of backups on several subnets throughout the SSC Laboratory. 

Print, file, and compute servers have been planned to support general-purpose applications of Laboratory
wide UNIX processing and the Development Department in its de,'elopment, implementation, qUality 
assurance, document control, and relational database activities. File: servers will be used for expected 
increases of working-file storage in support of users Laboratory-widle. The implementation of AFS will 
provide the essential file management functions for efficient acce!.s and storage as well as security. 
Removable optical disk and increased on-line capacity has been planned for file servers, particularly the 
UNIX systems using AFS. These devices will supplement existing data media. 

Network Services is planning the acquisition of five servers that will provide an OSI/GOSIP node 
switching system, a network management system, a network simulatiion system, a network management 
software evaluation system, and·a trouble ticket management system. 

MIS 

The SSCL MIS organization has recently reorganized under the con(:ept of a site-wide MIS Officer and 
supporting staff. Primarily concerned with MIS support of the major business functions of the SSCL, this 
organization recognizes the immediate need to increase the operability of each of its major functional 
areas while providing resources to develop comprehensive, well-integrated infonnation systems to 
support the long-tenn objectives of the SSCL. MIS has begun to de1fine options for new core financial, 
procurement, personnel, and records management software. Management has indicated that SSCL MIS 
FY 1992 priorities are: 
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• Upgrade/Replace Fmancial Systems 

• Support CS2 Implementation 

• The PayroDJPersonnel System 

• Identify Preferred Relational Database Management Systems Tools 
For Site-Wide MIS Applications 

• Enhance SSCL Interfaces for Commonly Shared Functions 
(Document Management, Activity Tracking. GIS. etc.) 

• Begin Logistics Support System Analysis. 

During the last half of 1991. detail requirements studies of Procurement. Receiving. Warehousing. and 
the Accounts Payable functions were conducted to detennine the requirements for the procurement 
process. A similar study was conducted to detennine General Ledger needs in late FY 1991. A partial 
study of the Personnel function has been initiated. These studies are being used to define the end-user 
requirements for the replacement process. Acquisition proposals for the Procurement. Accounts Payable. 
and General Ledger software and associated hardware are currently underway. The anticipated platform 
for the new Administrative systems is a VAX 6640. 

Over the next several years the MIS organization will be addressing several Laboratory-wide software 
initiatives in addition to those already slated. These will include Document Control. Environment and 
Geographic Information System. Property Management. Project Planning Work. Tracking. and Logistics 
Support. Hanlware needs will be reviewed and solutions proposed as deemed appropriate. 
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SECTIOND. COMPlITING RESOURCES 

D1. Capacity Projections 

Central Computing Facilities. The systems identified below are Cau~gory P systems: 

Administrative: The Administrative systems were supponed on a VAX 6420 in FY 1991. 

Theoretical Capacity. The theoretical capacity calculation is based on a VAX 6400 class system. 
The VAX is configured as a local area V AXcluster. The V AXc11.lster consists of one VAX 6420 and 
one V AXserver 3400. Total nominal capacity is stated for the two systems or an equivalent of 14.0P 
Reus and 3.0P RCUs, respectively. In addition, a VAX 6600 class machine is to be acquired in mid
FY 1992 to assume the responsibilities of the new administrative systems. It is projected that the 
nominal capacity for this machine will be 120.0P Reus. 

Practical Capacity. Current experience indicates the VAX 6420 system to be approximately 7.0P 
Reus and the Micro VAX 3400 to be I.SP RCUs. The practical capacity for both systems is fixed at 
8.SP RCUs; they are accessed primarily during the prime shift. As the configuration grows, the 
practical capacity will remain at approximately one-half the nominal capacity for all administrative 
machines. 

Scientific: Four scientific systems were active in FY 1991. 

VAX 6420 and VAX 3400: 
Theoretical Capacity. The theoretical capacity calculation is based on a V AX 6400 class system. 
The V AX is configured as a local area V AXcluster. The V AXclUister consists of one V AX 6420 and 
one V AXserver 3400. Total nominal capacity is stated for two systems or an equivalent of 14.0P 
Reus and 3.0P Reus, respectively. 

Practical Capacity. Current experience indicates the VAX 6420 system to be approximately 10.SP 
RCUs and the Micro VAX 3400 to be 2.2SP Reus. The practical capacity for both systems is fixed 
at 12.7SP Reus; they are accessed at approximately 7S% capacity. As the configuration grows, the 
practical capacity could approach the nominal capacity of 14.0P Reus for the V AX 6420 system and 
3.OP Reus for the Micro VAX 3400. 

ULTRIX: Three DEC ULTRIX systems were active in FY 1991. 

Theoretical Capacity. The theoretical capacity calculation is based on three DEC SSOO systems 
configured as 28.2 MIPS each, installed at mid-FY 1991. Total Jrlominal capacity is stated for three 
systems or an equivalent of 84.6P Reus. 

Practical Capacity. Current experience indicates the DEC S500 system to be approximately 60 
percent theoretical capacity. The practical capacity for the three systems is fixed at 50.76P Reus as 
they are primarily accessed during the prime shift 

General Purpose: A general purpose server was active in FY 1991. 

Theoretical Capacity. The theoretical capacity calculation is based on a Sun SP ARC II system 
configured at 28.0 MIPS. 

Practical Capacity. Current experience indicates the system to be at approximately 50% theoretical 
capacity. The practical capacity for this system is fixed at 14.0P Reus, as it is primarily accessed 
during the prime shift 
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Distributed Facilities. The systems identified below are distributed general management resources: 

General Management Capacity: Six general management networks were active in FY 1991. 

Physics Detector Simulation Facility: First phase was installed in FY 1991. 

Theoretical Capacity. Phase I of a distributed computing environment of networked high-speed 
computing engines, symmetric multi-processors, and storage elements was acquired in FY 1991 with 
the remaining two phases to be acquired in FY 1992 and FY 1993. These networked computers will 
form the basis of a centralized facility for SSC physics/detector simulation work. The system 
installed in FY 1991 included one SOl 4D220 Server and 3 SGI 4/380 Compute Servers as the central 
processing unit front-ended by 30 Sun servers. Phase II will include the acquisition of about 
1000 MIPS of additional computing power in the form of relatively low-cost processor farms early in 
FY 1992 and another 2000 MIPS later in the year. The completed implementation will result in a 
4000-MIPS facility. 

Practical Capacity. The central processing capacity of the four servers installed in FY 1991 is 
equivalent to 520 P RCUs. The reduced capacity in FY 1991 is explained by a March installation date 
and several months of machine integration. Further limitations will be imposed as the initial imple
mentation will be made with minimal memory capacity. An additional 520P RCU-central processing 
capacity is scheduled to be installed in late FY 1993. Minimum practical capacity is expected to be 
3000P RCUs. The centta1 computing configuration will eventually handle 500 interactive users. 

Other Distributed General Management Capacity: 

Theoretical Capacity. The following ADP resources make up the distributed general-purpose 
networked computing capacity at the SSa... With each system is listed its respective RCU rating. 

The Accelerator Systems Division Network Ouster has two Sun 4/490 file servers installed at mid
year (22.0), a Sun 4/470 IDe server installed at mid-year (11.0), five Sun 4/330 auxiliary servers 
(80.0), and a Sun 4/370 auxiliary server (16.0). These nine servers will be upgraded to 4/6708 in late 
FY 1992 with a theoretical capacity of 56.0P RCUs each. 

The Accelerator Design and Operations Division will be installing two Sun SPARe II servers (56.0) 
in FY 1992 and upgrading these to SPARC 3's (150.0) in FY 1993 and adding a Sun 4/690 server 
(50.0) in late FY 1993. ADOD will continue to add server capacity through FY 1995, bringing the 
total projected capacity of this network to 480P RCUs. 

The Laboratory Technical Services Division CAD/CAM/CAE Ouster has an Intergraph 300S server 
(10.0) and two Intergraph 2000 servers (28.0). LTS will be adding five servers with total capacity of 
104 RCUs in FY 1992 and additional servers in FY 1994 (100.0) and in FY 1996 (100.0). Total 
projected theoretical capacity of this network is 342P RCUs. 

The Magnet Systems Division Magnet Test Group Network has a local Sun 41280 server (10.0), a 
Sun 4/470 server (22.0), a Sun 4fl60 server at Fenni National Laboratory (10.0), five Sun 4/110 
servers, including one at Brookhaven National Laboratory (35.0), and a Sun 3/80 server in the L TS 
Division (3.0). The MSD network will continue to add servers through FY 1995 bringing total 
projected capacity to 188P RCUs. 

The Physics ResealCh Division Systems Development Network has a Silicon Graphics 4D2S server 
(25.0) and an IBM RISC 6000/320 (30.0). PRD will acquire 300P RCUs in FY 1994, for a total 
projected capacity of 35SP RCUs. 
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The total theoretical general management distributed capacity based on the deSCriptions given above 
ranges from 802.5P RCUs in FY 1991 to 5869.0P Reus in FY 1998. 

Practical Capacity. The Sun-based servers are rated at half the theoretical capacity because they are 
operated mostly for one eight -hour shift per day, five days a we:ek. Occasionally, a server may be in 
service for two shifts, but this schedule is not the rule throughout the Laboratory. The capacities for 
each year are reduced to reflect respective mid-year installations.The total practical general-purpose 
distributed capacity based on the deSCriptions given above ranges from 261.25P RCUs in 
FY 1991 to 3934.SP Reus in FY 1998. 

Scientific Networking Capacity: Ten additional sCientific/enginee:ring general management networks 
were active in FY 1991. 

Theoretical Capacity. The following ADP resources make: up the balance of the networked 
computing capacity at the SSe... With each system is listed its respective RCU rating. 

The Accelerator Systems Division ME/MCAD had three Sun 4/330 servers (48.0) and installed a Sun 
4/490 server in FY 1991 (22.0). The Accelerator Systems Divisiion Radio Frequency installed a Sun 
4/330 server (16.0) in FY 1991. The Accelerator Systems Divisil::>n Electrical Engineering will install 
a Sun 4/490 server (22.0) in early FY 1992. The Accelerator Systems Division Cryogenics had an 
IBM R1SC 6000/530 server (35.0) in FY 1991 and will install all additional server (56.0) in early FY 
1992. The Conventional Construction Division has an Intergraph 3005 server (15.0). The Magnet 
Systems Division Magnet Engineering ANSYS Ouster has a Stm 4/470 file server (22.0) and a Sun 
4n.60 server (10.0). The Magnet Systems Division Magnet Engineering CAD Ouster has an HP 380 
server (20.0) and two lIP 433S servers (52.0). These lIP serven; will be upgraded in FY 1992 to 76 
and 152 Reus, respectively, and server (100.0) will be added to MSD CAD in FY 1993. The Physics 
Research Division has clusters supporting CAD, CAE, and Analysis. These are made up of an 
Jntergraph 2000 server (14.0) and an Intergraph 6700 (50.0) to be acquired in FY 1992. PRO 
Electronic Design Ouster will be adding two servers in FY 1992 (80.0), three in FY 1993 (180.0), 
three in FY 1994 (300.0), and two in FY 1995 (200.00). The PRD Systems Integration Group has a 
Sun 4/65 server (20.0) and will be adding an lIP 9OOOn20 (57.0) in FY 1992 and another server 
(300.0) in FY 1994. Other projected PRO acquisitions include me, data, and compute servers to be 
added in FY 1992 through FY 1994 for a combined capacity of 2836 RCUs. 

The total theoretical scientific/engineering distributed capacity based on the descriptions given above 
ranges from 247.0P Reus in FY 1991 to 4805.0P Reus in FY 1998. 

Practical Capacity. The general-purpose usage of these scientinc/engineering servers is rated at ten 
percent of the theoretical capacity because they are operated mo:stly for one eight-hour shift per day, 
five days a week, for scientific and special-purpose applications. The capacities for each year are 
reduced to reflect respective mid-year instal1ations. The total Jl1ractical general purpose distributed 
capacity based on the descriptions given above ranges from 24.71t> Reus in FY 1991 to 480.5P Reus 
inFY 1998. 
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ADPE CAPACITY (RCUs) 

SITE: SUPERCONDUCI'INQ SUPER COl JJQHR LABORATORY 
SCHEDULE 3B-l 

I ONIT/SfStBM I I I I I I 
MIE ~ER ADPE SYSTEM (Nominal Capacity) ~ ~ B~r ~ ...... FY-93 ...... ~FY.,O~~,...-..,.,_ARS ... FYnl97~....-~FYm9'ft1'8-t 
L"'II:SSr.-flI Administrative VAX ~~telOry P) 

VAX 6420 Supermini (14.0 P) 
'I1leoretlcal 14.0 14.0 14.0 14.0 14.0 14.0 14.0 14.0 
Practical 7.0 7.0 7.0 7.0 7.0 7.0 7.0 7.0 

Micro VAX 3400 (3.0 p) 
'I1leoretlcal 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 
PractIcal 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 

VAX 6640 (120.0 p) 
Theoretical ... 60.0 120.0 120.0 120.0 120.0 120.0 120.0 
Practical ... lDJl &D &D &.Q &D &D UJl -TotaI·Administrative VAX 
Theoretical 17.0 77.0 137.0 137.0 137.0 137.0 137.0 137.0 
PractIcal 8.5 38.5 68.5 68.5 68.5 68.5 68.5 68.5 

CH:SSr..az SCienUfic VAX (ca~IJ, 
VAX 6420 Superm (14.0 P) 

14.0 14.0 14.0 Theoretical 14.0 14.0 14.0 14.0 14.0 
PractIcal 10.5 10.5 10.5 10.5 10.5 10.5 10.5 10.5 

DEC 5500: Computlnl Division (3) 
(28.2 Peach) 

84.6 Theoretical 42.3 84.6 84.6 84.6 84.6 84.6 84.6 
Practical 25.38 50.76 50.76 50.76 50.76 50.76 50.76 50.76 

Micro VAX 3400 (3.0 p) 
Theoretical 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.0 
Practical 2..n 2..n 2..n 2..n us. us. 2...U 2...U 

Total-Scientific VAX 
1beoredcal 59.3 101.6 101.6 101.6 101.6 101.6 101.6 101.6 
Practical 38.13 63.51 63.51 63.51 63.51 63.51 63.S1 . 63.51 



ADPE CAPACITY (RCUs) 

SrrB: SUFBRCONDUCl'lNQ SUPER. CQJ,I,IDER LABORATORY 

OR 
MIENUMBER 

CH:SSC-03 

CH:SS( -l14 

CH:SSC-o:; 

i ueneral a _1"'_ ~"Un ~!"JU{"- 1. :ierver 
(28.0 P) 

1beoredcal 
Practical 

()ther ueneral Management NetwoR.lng 
Capacity (Category P) 

1beoredcal 
Practical 

Other SClenUfiC Netwom.tng capacity 
(Category P) 

1beoredca1 
Practical 

TU'I'AL (;APACITY 
C~P: 

redeal 
Pracdcal 

PAST CURRENT BUDGET PLAN 
FY9l FY92 FY93 FY94 

28.0 28.0 28.0 28.0 
14.0 14.0 14.0 14.0 

802.5 1617.5 2613.0 5633.0 
661.25 1308.75 2066.5 3816.5 

247.0 1058.5 3080.0 4605.0 
24.7 105.85 308.0 460.5 

1153.8 282.6 5959.6 10504.6 
746.58 1530.61 2520.51 4423.01 

SCHEDULE 3B-l 

28.0 28.0 28.0 28.0 
14.0 14.0 14.0 14.0 

5769.0 5869.0 5869.0 -5869.0 
3884.5 3934.5 3934.5 3934.5 

4805.0 4805.0 4805.0 4805.0 
480.5 480.5 480.5 480.5 

10840.6 10940.6 10940.6 10940.6 
4511.01 4561.01 4561.01 4561.01 



B2. Not Applicable 
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83. Installed Computer Systems 

Computing Division serves as the focal point for the design and implementation of integrated computing 
resources for all divisions of the Laboratory. The Laboratory is moving toward seamless integration of a 
wide range of computing resources from personal computers to mainframe computer systems. A 
distributed network of ADP hardware and software provides access to central computing resources and 
services as necessary to support this environment 

The Computing Division provides for administration, operation, file and data backup services, some 
development, and some integration of the multi-vendor, networked c::omputing environment at the SSa... 
This environment includes two VAX 6420s, two VAX 3400s, three DEC ULlRIX systems, the Physics 
Detector Simulation Facility comprised of four Silicon Graphics se:rvers front-ended by 30 Sun servers, 
several workstations and servers within Physics Research and Magne:t Engineering, Macintoshes and IBM 
PCs located throughout the Laboratory. 

Central Computing Fadlities 

The Computing Division supports the central computing facilities. The primary computing engines in the 
central computing facility are a DEC VAX-64XX configuration and a DEC ULlRIX system.The V AXes 
are configured as two local area V AXclusters. One V AXcluster serles the general scientific needs of the 
Laboratory and the other serves as the Administrative system (Figull"e 1). Each V AXcluster includes one 
V AX 6420 and one V AXserver 3400. The 3400 series systems ilre both configured with 8mm tape 
subsystems (2 DEC TU81 Tapes and 5 DEC 8-mm Tape Cartridge.s) to suppon backups and CD-ROM 
Reader systems for software distribution. The systems are also supponed by 14 DEC RA90 Disks, 2 
Dialog Optical Drive Rewriters, 3 DEC LN03R Printers, and 3 Imagen Printers. The Scientific 
V AXcluster supports a V AXstation for Magnet System Division rec:luirements. The Administrative 3400 
also supports an optical disk subsystem for additional archival needs. A Sun SP ARC II serves as a general 
purpose UNIX server to the Laboratory. 

The UL TRIX systems provide a RISC-architecture central-computing and file-serving resource for 
general-purpose applications. The three DEC 5500 systems are configured with 15 GB of disk storage, 
8-mm tape and canridge tape subsystems for backups, and a CD-ROM system for software distribution 
(Figure 2). Primary use is scientific data-processing. 

A distributed network of ADP hardware and software provides access to these central computing 
resources and services. In addition to centralized facilities, the computing strategy has been to implement 
a distributed environment of workstations. 

Distributed FaciUties 

With the exception of the Physics Detector Simulation Facility, SSeL's distributed computing facilities 
consist of various combinations of minicomputers, general-purpose workstations, and special-purpose 
processors. Examples include equipment wholly or panially dedicated to data acquisition, data analysis, 
file management, graphics, and image processing. The primary use of these systems is to suppon the 
design and construction of the SSC Laboratory. 

The configurations are generally quite dynamic. changing rapidly to reflect the R&D needs of the 
scientists and engineers served, the dynamic growth of the Laboratory, and the continuing rapid advance 
in workstation technology. More details on some of these systems C8l1 be found in Section B4. 

SSCL 3-16/Jan 92 



Physics Detector Simulation Facility 

Phase I of the Physics and Detector Simulation Facility (pDSF) is shown in Figure 3. The PDSF provides 
about 1000 V AX units of processing, which is used primarily by the two large-detector collaborations 
OEM and SOC to perfOIUl Monte Carlo simulations. The fac~lity was procured by a fully-competed RFP, 
was installed early in FY 1991, and has been operational since March 1991. The Physics Detector 
Simulation Facility is comprised of four Silicon Oraphics servers front-ended by 30 Sun workstations and 
two Sun SPARCstation 2 workstations for control and monitor functions. It is made up of a SOl 4D220s 
Server, 3 SOl 4/380 Compute Servers, 4 SOl 8-mm Tape Cartridges, 4 SOl l/4-in. Tape, 68 SOl IPI 1.1 
OB disks, and two tape robots. 
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SSCVX1 and SSCAD1 VAX Cluster 
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B3. SCHEDULE 3B-l.l 

SUGGESTED NOMINAL COMPUTER RATING 

SITE: Supercon4uctin& Super Collider Laboratory SCHEDULE 3B-1.1 

Functional schedule for computers not listed in Attachment C that site would like included. 

VENOORIMODEL: DEC VAX 6420 

CONFIGURATION: 

NUMBER OF CPUs: 2 

MAIN MEMORY SIZE: 96MB 

BUFFER MEMORY SIZE: 

NUMBER OF VECfOR PIPELINES: 

NUMBER OF CHANNELS: 

NUMBER OF I/O PROCESSORS: 3 

NUMBER AND TYPE OF DISKS: 8DECRA90s 

OTHER.. AS APPROPRIA1E: 

SUGGESTED RATING: 14.0 P RCUs 

RATIONAl :BlHXpERIENCE: 
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B3. SCHEDULE 3B·1.1 

SUGGESTED NOMINAL COMPUTER RATING 

SITE: Superconducting Super Collider LaboratoO' SCHEDULE 3B-1.1 

Functional schedule for computers not listed in Attachment C that sib:: would like included. 

VENDOR/MODEL: DECsystem 5500 

CONfIGURATION: 

NUMBER. OF CPUs: 1 

MAIN MEMORY SIZE: 64MB 

BUFFER MEMORY SIZE: 

NUMBER. OF VECTOR PIPELINES: 

NUMBER. OF CHANNELS: 

NUMBER. OF I/O PROCESSORS: 2 

NUMBER AND TYPE OF DISKS: Variable number of SCSI 1 GB drives. 

OTHER. AS APPROPRIATE: 

SUGGESTED RATING: 28.2P RCUs 

RATIONAl ·FJBXPBBIENCE: 
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83. SCHEDULE 38-1.1 

SUGGESTED NOMINAL COMPUTER RATING 

SITE: SUperconducting Suner Collider Laborat0O' SCHEDULE 38-1.1 

Functional schedule for computers not listed in Attachment C that site would like included. 

VENDQRIMODEL: DEC VAX 6640 

CONFIGURATION: 

NUMBER OF CPUs: 4 

MAIN MEMORY SIZE: 512MB 

8UFFER MEMORY SIZE: 

NUMBER OF VECfOR PIPELINES: 0 

NUMBER OF CHANNELS: 

NUMBER OF I/O PROCESSORS: 

NUMBER AND TYPE OF DISKS: 

OTHER, AS APPROPRIATE: 

SUGGESTED RATING: 120.0PRCUs 

RATIONALElEXPERIENCE: 

16 each, 2 gigabyte DSSI (DEC 

proprietary interface) S.25" hard 

drives. 
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B3. PersonallMicrocomputer/Word Processors 

Current Environment 

Office automation resources are supported under the direction of each division, with service provided by 
the Computing Division. Support personnel use several types of wlord processors, personal computers, 
and microcomputers for scientific and management work. The MaciIlltosh is the primary desktop personal 
computer for everyday administrative activity. Among its many functions are spreadsheet and graphics 
applications, and word processing, the most visible application. Spn~adsheets and graphics programs on 
the Macintosh can transparently integrate information into the Macintosh word-processing applications. 
Terminal emulator programs are used to access the V AX and other :mainframe computer systems on the 
wide area network. The interface to the V AX system enables informa,tion obtained from report generators 
to be ''transparently'' downloaded to the Macintosh. Macintosh centralized services include file and E
mail servers, network modems, and fax capability. An Appletalk network is used to access printers and 
other shared resources. The Appletalk network is bridged to the Ethernet LAN through gateway hardware, 
thus providing an effective means of distributing LAN services. 

IBM PCs and PC-compatibles are being used to support several special engineering and scientific 
functions such as fluid-dynamics modeling. low-end CAD/CAE. some project management functions. 
and inventory control. They are also being used more extensively as general-purpose desktops as the 
Laboratory population grows. The majority of these platforms are utilizing WINDOWS 3.0 with 
Microsoft word-processing and spreadsheet applications. making 1them comparable to the Macintosh 
workstations. The PC system services are provided by dedicated Novell file servers. These servers supply 
file services and shared printing facilities. The servers and PC systems use an Ethernet LAN and a Novell 
network as the medium for communications. The Novell network will continue to grow throughout the 
Laboratory as the PC population continues to grow. The PC systems have the ability to interface to the 
Appletalk network although most are stand-alone units at this time. Tlerminal emulators are used to access 
the VAX and other computer systems. 

Workstations support many specialized applications related to the design of the accelerator and magnets. 
These applications include the storage of magnet test and cable data. cryogenics simulation. some 
CAD/CAE. and finite element modeling. Some of the workstations are utilized for software development. 
Most of the desktop workstations are utilized as front-end systems to more powerful application servers. 
This is accomplished by using network applications such as X-windows and NFS/LA VC. Many radiation 
transport and detector/physics simulations codes run on a UNIX platform. Several of these codes reside 
on a UNIX platform to take advantage of the lower cost per MIP theS4~ systems currently provide. 

Current software used on the Macintosh supports the following functions: MacDraw. Powerpoint, 
Macdraft, and Canvas for elementary graphics display and drafting; Microsoft Word for word-processing; 
Calendar Maker for time management and scheduling; and Aldus Pagemaker for desktop-publishing. 
Current software in use on the IBM-compatible PCs include Inter graph Microstation for accessing design 
files within the Intergraph CAD/CAE system; Microsoft Word and Word Perfect for word-processing; 
Microsoft Excel and Lotus 123 for spreadsheet applications; Op:m Plan. COBRA. Time Line. and 
Microsoft Project for planning and scheduling; Procomm for telecommunications; Maclink for accessing 
foreign system data files; PCTools. Microsoft Wmdows. and other utility software for file management 
and maintenance; ADINA for finite element analysis; and network software for network communications. 
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Planned Environment 

While the investment in PCs and workstations has set a precedent supporting distributed processing, some 
computing resources are still best maintained as centralized systems. As the degree of system interaction 
increases, the complexity also increases, emphasizing the need for homogeneous hardware platforms, 
operating systems, networking protocols, and application software. The SSCL computing strategy will 
continue to emphasize a distributed environment of computers supported by a rich networking 
environment This environment is essential for providing the responsiveness necessary for optimum 
personnel productivity. This effon is made successful by defining standards for networked applications 
and opening sufficient applications gateways. By exploiting the flexibility of the LANs and W ANs, a 
wide range of computer resources is supponed for compute-intensive tasks. Distributed computing begins 
on the desk of the individual scientist, engineer, or administrator; thus the emphasis on pes and 
workstations, which represent a class of computers with a wide range of capabilities. Terminal emulation 
programs will provide the UNIX workstations access to the V AX and other systems on the WAN. 

Visitors to the Physics Research Division will use the Technical Information and Publications PCs to 
suppon scientific computing and to gain access to computing facilities on the network. A variety of on
line services will be implemented to provide electronic access for all Laboratory staff to the Technical 
Library. An interim integrated library system will be installed to facilitate the processing of library 
materials and to provide a catalog of the holdings accessible to patrons. An optical on-line system will 
also be installed for the Laboratory's archives. An integrated library system is planned that will provide 
users with on-line access and retrieval of SSCL archive collections and databases . 
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B3. SCHEDULE 3B-3.1 AND 3B-3.2 PERSONAL COMPUTERlMICROCOMPUTER DATA 

SITE: Superconductin2 Super Collider LaboratoO' SCHEDULE 3B-3.1 

PERSONAL COMPUTERIMICROCOMPUTER COST SUMMARY 

Cost as of 9130/91 Estimate FY 1992 Estimate FY 1993 

Hardware 7,320,600 1,500,000 1,500,000 

Software 2,206,000 500,000 500,000 
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SITE: SugerconductiUi Super Collider LaboratOQ' SCHEDULE 3B-3.2 

INSTALLED PERSONAL COMPUfERS AND MICROCOMPUTERS AS OF 9/30/91 

Manufacturer Model Quantity PClMicrocomputers 

Advanced Logic I, 10, 101, 150,386/220,386133,386/40, 70 
Research (ALR) 486133, 3861330, 80, SX 

Apple ~OOOI.~0350.~036O.~0420.~12, 
~14.~OOO,~010.~01I,~5016. 

1162 

~119.~120.~126.~252.~52S. 
~610. ~6SO. ~780. ~840. Mac n 

AST Research 286. 386.486 45 

Digital Equipment DM32B-XY. PCl00. P~10ABA, 14 
Corporation P~IOBBB. P~OACD. PM36A-DE. 

(DEC) P~36ADG. PR0350 

DTK 386t.25.1230.2030.2S00.2S03.3300. 70 
3304 

Hewlett Packard 98574B. 98574Y. 98578X. AI094A, 47 
AI630.DI424B.Da22OC.HP9SLX 

m~ 5150,5155.5160,5170,7012,7013, 50 
8555. 8560,8570,8570. 8580.PS270 

Other ~llaneous 72 

TOTAL: 1530 
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84. Computing Environment 

The overall computing environment at SSCL is highly distributed, but with a significant centrally
operated service facility. All multi-user systems are networked togc~ther, and access is provided to any 
systems from any tenninal through the telecommunications network" Divisional facilities range in power 
from individual personal computers up to systems with significant capacity. The central computing 
facilities offer mid-range CPUs, central file service and naming facilities, electronic mail access, and a 
wide range of commercial software. 

Central Computing Resources : 

The central computing facility provides V AXNMS and UNIX services, and it provides for various utility 
services such as E-mail, mass storage facilities, and network printing. The hardware and software that 
constitute the central systems are upgraded in order to provide modc:rn, cost-effective technology and to 
support increased demand for services. 

The current VMS configurations consist of two separate Local Area "AXclusters, each with a V AX 6420 
and a V AXserver 3400. The V AXserver 3400s are used for support of backup hardware (exabyte 8-mm 
tape drives) and other third-party hardware. The scientific VAX (SSCVXI) has a workload composition 
of 67% Batch and 33% Interactive and is currently utilized at about 70% capacity. The administrative 
VAX (SSCADI) has a workload composition of 33% Batch and 67% Interactive and is utilized at about 
50% capacity. The applications software on SSCVXI has processed primarily large scientific codes, 
while the applications software on SSCADI has primarily been used for business infonnation processing. 
The operating facility for both computer systems is an enclosed computer room featuring an 
uninterruptible power supply (UPS), air conditioning, and security. ()ffsite telecommunications links are 
available to Internet and HEPnet for SSCVXl. SSCADI uses DECllet and TCPIIP for local processing 
only. There is currently no database/workload sharing with othc:r systems to promote distributed 
processing. The V AX System Performance Monitor is used for c:apacity planning and performance 
tuning. 

The UNIX configuration consists of three DEC 5500s and a Sun system. The three DECsystem 5500s 
provide a RISC-based architecture for central computing that accomodates file serving (NFS and AFS), 
NIS support for other Laboratory servers, and access to various applications for the SSCL. Installed 
applications include Software Through Pictures CASE tools, Sybase relational database management 
software, and AFS for file networldng and access. The ULTR.IX systems are used primarily for scientific 
applications and are currently used at about 60% capacity. Computaltional usage is expected to increase 
significantly over the next several years. The Sun system supports Usenet and acts as a secondary name 
server. File services, name services, and netnews are available and wm 24 hours per day, seven days per 
week. 

The effectiveness of using distributed computing depends upon havilng a high-performance and flexible 
computer networking infrastructure. Wiring is geographically distributed within the building to area 
distribution equipment rooms, with ttunk cabling to an entrance equipment room. nlick-wire Ethernet 
cable and fiber optic are installed between distribution equipment rooms and the entrance equipment 
room. The distribution equipment rooms also contain Ethernet bridges/routers for LAN isolation. 
Tenninal servers, which provide local access to the VAX systems, are located in each geographic area of 
the Laboratory. Appletalk gateways connect the Appletalk zones to the Ethernet This LAN wiring 
arrangement is extended into all new buildings. The extensions of the LAN are accomplished using a 
variety of media, including twisted-pair wire, coax, and fiber-optic Icable. With this scheme, distributed 
computing elements and all pc, Macintosh, and workstation servio:s will be accessible from any SSC 
Laboratory facility, independent of geography. All PCs, Macintoshle5, and workstations have access to 
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wide area networks (W ANs). The WAN services are provided by the Energy Sciences Network (ESnet) 
which supports the TCP/IP and DECnet protocols. Currently. the sse Laboratory is using ESnet for 
HEPnet and Internet access. and a'TI circuit to University of Texas at Dallas for NSFnet and BITnet 
access through THEnet/SesqueneL Dial-up services are available. 

Printed output for both text and graphics is provided by central resources by 8 page-per-minute laser 
printers located strategically throughout the facilities. Large print jobs are accommodated by Imagen 
Printerservers at 20 ppm. 

Maintenance of the computers and the major storage components is by vendor service engineers. 
Laboratory personnel maintain most of the communications interface equipment and the minicomputers. 

Distributed FaciUties: 

In addition to centralized facilities. a distributed environment of independent workstations provides the 
means for satisfying SSCL computing requirements. These workstations are used to develop deSign 
criteria for computing systems. networks. applications software. and databases. These resources augment 
access. analysis and formatting of management data creating poliCies and procedures regarding support 
activities. They provide systems and user-level documentation that describe computing capabilities and 
supplement access to management-related data from local systems. This support is designed to facilitate 
the development and implementation of SSCL computing and communications resources by giving 
project personnel access to data for monitoring the project and for reporting findings regarding 
performance. The primary general-purpose disuibuted networks are identified below. 

ASD Network 

The Accelerator Systems Division (ASD) has a network of workstations. servers. printers. and plotters 
that provides effective utilization of extensive hardware and software resources. 

The software packages in use are all under the common ASD umbrella. and access is available to 
everyone in the ASD. These include AutoCAD. Framemaker.lnterleaf. Isotek. Lotus123. Mathematica. 
Matlab. Simulab. NAG Fortran, NAG C, Publisher, Saber C, Saber C++, Uniras, Word Perfect. Island 
Graphics, Motif, Teamwork, PV Wave, XII software. and GNU software. Other public-domain software, 
in-house developed software, and software obtained from other national labs are installed and available 
for use by anyone on the network. 

1be workstation environment in the ASD consists of a Local Area Network (LAN) that facilitates inter
linking of the workstations to other workstations and to common resources such as printers and plotters. 
Connectivity to remote machines worldwide is also provided by appropriate links with the Wide Area 
Network. 

The major components of the LAN are routers. transceivers. terminal servers. network monitors, and 
transmission media. Pbysica1subnets are created based on administrative groups, need for isolation, and 
other technical considerations. Network co-processors and Prestoservers have been installed to enhance 
the performance of the various servers and auxiliary servers. A combination of hardware and software 
tools is being used to monitor and diagnose the network components. Hardware and software have been 
provided to users enabling them to log into their workstations via telephone lines. Thus, the overall 
network consists of a set of subnets connected together in a larger network. 

The entire network consists of about 185 UNIX Workstations (predominantly Sun. although there are 
quite a few mM, Digital, HP, Silicon Graphics and Intergraph workstations), 15 servers, two heavy-duty 
Imagen printers. two SPARC printers. three color printers. a couple of plotters, and a number of 
LaserWriters. Network access is also provided to users of PCs and Macintoshes. 
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LTS CAD Network 

The resources needed to meet the requirements of the LTSD Design Support Group for Computer-Aided 
Design involve three separate activities: Architectural (ACAD), Mechanical (MCAD), and Electrical 
(ECAD). The Project Design Support organization has addressed these activities by developing software 
specifications to establish Laboratory CAD software standards. Arc:hitectural and mechanical software 
standards have been set as Intergraph and Unigraphics n, respectively. 

The CAD/CAM/CAE configuration developed over the past two year.i consists of equipment as diverse as 
Intergraph file/plot servem, UNIX-based woIkstations, and miscellan~:ous plottem. This equipment serves 
the design/drafting and local file maintenance needs for systems in the LTSD, Accelerator Systems, 
Conventional Construction, and Physics Research Divisions as welllls Laboratory-wide CAD support. It 
also provides a gateway into the Laboratory for data arriving from the Architectural Engineering! 
Construction Management (AFJCM) organization. 

The Project Design Support Group provides centralized design/drafting and CAD support services at 
diverse locations throughout the Laboratory .The Stoneridge PDS operation provides design/drafting 
services in support of the facilities engineering support organization and for other organizations without 
their own drafting staffs. In addition, PDS operates a file maintenance and plotting center in support of 
other organizations, as described above. Application and operation support services are provided for all 
organizations using CAD tools at the Stoneridge complex. 

The PDS support operation is also installed at the Central Facility (CF) in Ellis County. From this 
location, technical support personnel service the CAD needs of usen; at the Central Facility and at other 
campus sites. A centtalized plotting facility is in operation. Application and operational support needs are 
also covered. 

MagMt Test Group Network 

MT/DM currently bas two UNIX servers. The first, a Sun 4/280, anel is a database server used both as a 
file server and as a compute server. The second, a Sun 4/470, is a wollicstation server used mostly as a file 
server, but sometimes as a compute server. There are 26 Sun SPARe UNIX desktop worlcstations, each 
with at least 600 MB of disk space. The workstations are typically used by a single individual, and the 
servers are shared, although the local distributed network is a tightly integrated, shared resource; in 
particular the workstations do not function without the servers. Th.e deparunent also bas three UNIX 
workstations located at other HEP laboratories to support individuals lhere. 

The MTL currently bas four VME systems and one PostScript printer. The MTL group postponed 
acquisition of its configuration server from FY 1991 to FY 1992. The group bas been using the MT/DM 
servers and the VME systems to proceed with MTL software development • 

MT/DM and the MTL group use both free and commercial software to achieve their goals. Included in the 
free software is the Free Software Foundation's GNU tools, the SSC .. 's ISTK (Integrated Scientific Tool 
Kit), Stanford's interface GUI InterViews, ReS for revision control, Knuth's TeXJLaTeX, and MIT et 
al.'s XllR4. The commercial tools include Sun's UNIXINFS/A1iltomount(SunOS), Sun's DNI for 
DECNET emulation on SunOS, Sun's OpenWindows, Sun's Fortran" Frame Technology's FrameMaker, 
Island Graphics' Island Write!Draw/Paint. Precision Visuals PV-·Wave, Sybase Inc.'s Sybase, and 
WindRiver's VxWorks. 

Maintenance of the MSD systems is provided by central resources anel vender support. 
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Physics Detector Simulation Facility 

During FY 1991, the Pbysics Computing Department implemented Phase I of the PDSF to handle the 
requirements for HEP Monte Carlo simulations of sse physics and detectors. The usage of this system 
for detector simulations has steadily grown to its current level of 70-80% of saturation. It is expected that 
approximately 100 full-time equivalent scientists (FI'Es) will become involved in the physics/detector 
simulation effort for the sse during the next year. The workload may be distributed among 200 to 300 
different physicists around the world. Initially, the SSCL simulation facility will be used primarily by 
outside users who will log in remotely. It is expected that the computing needs of the SSCL will continue 
to increase throughout the decade. The physics computing configuration will eventually have a capacity 
of SOO interactive users from a user population of about 2000. Storage systems for data access and 
archiving must be developed at a rapid pace. The simulation facility alone will require some 400 OB of 
disk and 6 TB of tape storage. By the end of the decade, experimental data generated by the detectors will 
be collected at a rate of about 1 TB per detector per day, which implies the need to store penta-bytes of 
data each year. Application software products for analysis, data base management, display, and reporting 
will also be required. 

Thus far, the focus has been on the development of the computing power of the PDSF. Following the 
implementation of the 4000-MIPS facility, it is anticipated that tertiary storage requirements must be 
addressed. An initial project will investigate the feasibility of D2 tape technologies. Following that 
evaluation, a choice will be made among the various technologies available to provide the best tertiary 
storage strategy for FY 1993 and beyond. 

Pbysics Computing is responsible for developing hardware architectures for the systems software that is 
used for physics experimental and general computing. This includes multiple system management 
software, network communication protocols, specialized device drivers, and low-level hardware/software 
integration. Plans for FY 1992 and FY 1993 include, in addition to the implementation of the next phase 
of the PDSF and the tertiary storage project, the development of a lightweight protocol test network, X
window software, graphical user interface (OUl) for physics software, increased use of relational database 
for systems software, improved data management strategies, and improved operating system support of 
parallel physics computation. 

Maintenance and support of this facility are provided by central computing resources and vendors. 

PRD Development Network 

PRO currently uses several RISCIUNIX workstations (see Figure B3-3) netwolked to a common file
server. This network, which is equivalent to about 200 V AX 1 In80s, is being used in development of the 
detector simulation facility and for the development and running of detector simulations. In addition, a 
VAX 6420 with the equivalent perfolDlance of 14 VAX 11n80s serves as a general-purpose scientific/ 
engineering analysis CPU with programming tools and networking support required for interaction 
amongst the HEP research laboratories throughout the U.S. and Europe. 

PRO currently makes extensive use of RISelUNIX workstations for physics simulation, analysis, 
document storage, and engineering studies. It is supported by an IBM RS/6000, a SOI4D2S Server, and 
nine Sun 4/65 Workstations. 

Other Distributed Systems 

TIle primary woddoad of the servers and workstations comprising the other networking capacity of the 
sse Laboratory is to support CAD/CAMICAE requirements. The ratio of batch-to-interactive computing 
is overwhelmingly in favor of interactive tasks, in some case as much as 100%. The nature of applications 
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software is, again, primarily large scientific codes, as most business information processing is handled 
either on the Administrative V AX or the Macintosh and mM-compatible personal computers. There are 
little in the way of operating facilities for these servers, although lleVeral of them reside in the central 
computer room. The workstations as a rule reside on the desk of the user, while the database and the 
software they access are stored on their respective servers. There are no accommodations for 
uninterruptible power supplies or special air conditioning except as noted in the central computer room. 
Current networking links permit access to computer systems both on-site and off-site. Databases residing 
on the servers are available to share workloads with other division worle groups as well as with the sse 
collaborations. Minimum performance measurement tools are in plalce, and more sophisticated tools are 
planned. 

It is increasingly the case that distributed facilities are a multi-manufacture, UNIX-based architecture. 
This move is largely technology driven, because the the most rapid advances in computational economy 
at the moment are occuring in the UNIX workstation area. As a I'lesuit, we expect to see an order-of
magnitude increase in the installed capacity of several of these facilities over the next few years. 
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B4. SCHEDULE 3B-4. SITE SOFTWARE PROFILE 

SUPERCONDUCTING SUPER COLLIDER LABORATORY 
~ESOFTWAREPROFILE 

(As of 9/30/91) 

Representatives from divisions laboratory-wide have met to discuss software site licensing issues. Efforts 
are being made to determine the level of interest at the laboratory for site licensing and establish working 
groups to address major tasks. The logic supporting site licensing is twofold. With multi-division support. 
the laboratory will be able to negotiate cost-effective, long-term contracts with selected software vendors 
resulting in increased vendor commitment to providing high quality software products and service to the 
SSCL. The selection of site-supponed software will also encourage standardization, ease of sharing of 
information, and develop a stronger base of internal software expertise and support. A matrix of software 
packages existing at the Laboratory has been prepared to enable each organization to identify future 
requirements for system software. 

Site: Syperconductin& Syper Collider Laborauny (SSCL) 

AdminLmativei 
Business! Scientiracl 
Manufacturing Engineering Both 

Operating Systems UNIX. VMS UNIX 
VxWorks VMS 

AIX. Sun OS 

Database Management Dalattieve. MINX Informix 
Systems Powerhouse, Infermix Sybase 

Data Dictionaries. CDD RCS.CVS 
Directories, Encyclopedia Powerhouse CMZ,SCCS 

Programmer Productivityl FMS, Dalattieve STP,1PV, MPW, Brief, 
CASE Tools Powerhouse, CMS GUIs, GKS, Saber C, 

PLOTIO.XIIR3,EDT 
Computer Security AUDIT AFS VMS. 
Enhancement Tools Operating System 

Compilenl COBOL, Powerhouse, Pascal, Basic, C++ C,Fonran 
Languages Daratrieve 

Engineering Codes Unigraphics n ANSYS, PElO, TOSCA, 
CAD,cAM software, SINDA, lRASYS, 
Autodesk AutoCad, PATIERN, BEASY, 
Electronic Modeling ABAQUS. IMSL. NAG, 

Software, ModelView, Mathematica. Metrics 
MicJOsWion, End Roads. Tools, MACSYMA, 

Intergraph, Mentor, Matlab, Uniras, MAFIA, 
CADENCE, Framemalcer, POISSON, SUPERFISH, 

Mathematica. Opera. DISSPLA, PV -Wave 
Teemx. Racal-Redac 

ECAD/ECAE software, 
MINX 
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SECTION C. RESOURCE SHARING 

Ct. SCHEDULE 3C-t. RESOURCE SHARING 

Because it is impottant to provide adequate computing capabilities fOir the user community involved with 
specific design tasks. the SSCL has taken advantage of computers available for sharing from the High 
Energy Physics community when the required computing resources. such as Cray supercomputers. have 
been outside the scope of those available at the SSCL. The SSCL has also utilized DOE. NSF. Argonne 
National Laboratory. and Los Alamos National Laboratory supercomputer centers. though not to the 
extent that it would exceed the $10K threshold for reporting. The fClllowing are reportable examples of 
resources shared by the SSCL: 

The SSC Laboratory requires time on the Cray computer available tbrough ERDPINERSC at Lawrence 
Livermore National Laboratory (LLNL). Project Management is allocated three (3) south-end CPU hours 
on the LLNL Cray through NERSC. The Physics Research Division is allocated two (2) south-end CPU 
hours on the LLNL Cray. This time is utilized by both the Accelerator Design and Operations Division 
(ADOD) and the Physics Research Division (PRO). 

Accelerator Systems Division used 100% of its allocation for acceler:ator research and development The 
FY 1991ASD supercomputing request (including excess computer time allocated for detector simulation) 
was for 4875 Computing Resource Units (CRUs) on the NERSC Cray and 1625 CRUs on the SCRI Cray. 

In the Physics Research Division it is likely that, as the detector desiign matures and physics simulation 
effotts begin on a large scale. the need for supercomputer time will in(~rease proportionately. Time will be 
allocated for each of the groups who have submitted EOIs. A larger percentage of time will be allocated 
to the four high-pt EOIs. In addition. a significant amount will be reserved for the subsystem research and 
development effotts. Excess hours which are not used for detector studies will be transferred to ADOD. 
The FY 1991 PRO detector research supercomputing request was fOir 2000 CRUs on the NERSC Cray 
and 2000 CRUs on the SCRI Cray. 
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ADPE SYSTEM RESOURCE SHARING (RCUs and COSTS) 

(Dollars in Thousands) 

SCHEDULE 3C-l 

SITE: SlJPERCONDUCTING SUPER COLLIDER LABORATORY (SSCL) 

PROGRAM 

B&RC 
CODE 

KS01 

Point of Contact: Weiren 0l0U 
Lam Connell 

Sandra Williams 

IDENTIFICATION OF SHARING PARTNER! 

NAruRE OF SERVICFJ PAST n 11l1l"'.I'fT 

ADPESYSTEM FY 1991 FY 1992 

Resource Sharing Requirements 

ERDP/NERSC 

ACCELERAroR DESIGN AND 
OPERATIONS DIVISION 

1LNL CRA Y/YMP 0.065 0.065 
CategoryR 

($6S) ($6S) 

ERDP/NERSC 

PHYSICS DETECTOR SIMULATION 

1LNL CRA Y/YMP 

CategoryR 0.040 0.040 

($40) ($40) 

Resource Sharing Commitments 

None 

Resource Sharing Availability 

None 

TOTAL 0.105 0.105 

(SlOS) (SlOS) 

Phone: (214) 708-3121 

Phone: (214) 708-6061 

Phone: (214) 708-5148 

iBUDGET PLAN 

FY 1993 FY 1994 

0.065 0.065 

($6S) (S6S) 

0.040 0.040 

($40) ($40) 

0.105 0.105 

(S10S) ($105) 
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SECTION D. ADr COMMERCIAL SERVICES 

Dl. SCHEDULE 3D·l ADP COMMERCIAL SERVICES •• NOTHING TO REPORT 

ADP COMMERCIAL SERVICES (RCUs nnd COSTS) 

(Dollars in Thousands) 

SITE: SUPERCONPUCI'lNG SUPER COLLIDER LABORATORY (SSCL) 

SCHEDULE 3D-I 

Point of Contact: Bob Hahn Phone: (214) 708-5OS5 

Sandra Williams Phone: (214) 708-5148 

PROGRAM IDENTIFICATION OF SHARING PARTNER! 
B&RC NATIJRE OF SERVICFJ PAST CURRENT BUDGET PLAN 
CODE 

ADPESYSTEM FY 1991 FY 1992 FY 1993 FY 1994 

Nothing to repon. 
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SECTION E. MAJOR PLANNED ACOmSmONsa.EASE CONTINUATIONS 

MAJOR PLANNED ACQUlSmONSILEASE CONTINUA nONS 

SITE: SUPERCONPUCIING SUPER CQLLIDER LABORAlPRY (SSClJ 

SCHEDULE 3E-l 

MIE NO. SSC-92-1 

MIE NAME: PHYSICS DETECTOR AND SIMULATION FACILITY 

PROGRAM B&R CODE: KSW. PROGRAM NAME: SSC-RESEARCH. DEYEWPMENI & OPERATIONS 

MIE DESCRIPTION: The Superconducting Super Collider Laboratory (SSCL) requires a large 
computing facility dedicated to physics and detector simulation. Two external committee· have recently 
estimated that approximately 4000 MIPS of loosely-coupled distributed computing engines will be 
required to satisfy the requirement during the next two to three years. A major requirement of the 
operating environment will be the need to run distributed batch processing on several CPUs 
simultaneously. Storage requirements dictate the eventual need for about 400 OB over the whole network 
and for about 6 TB of tertiary storage. 

FUNDING PROFILE (Dollars In Thousands) 

CURRENT BUDGET PLAN OUT·YEARS 

ACQUISITION FYl991 FYl993 FY 1994 FY 1995 FY 19% FYI997 FY 1998 

CAPITAL 

OPERATING 

(PLAN11 

4000 

SO 

NON-ACQUISmON (FOR ITEMS ACQUIRED IN FY 1994 AND BEYOND) 

MAINTENANCEI 400 1 400 1 400 1 400 

INVOLVES FACILITY CHANGES WlIH BUPGETARY IMPACTl No. 

INSTAlLATION DAlE fROM (MO!YR): March 1991 

INSTAlLATION DAlE TO (MOlYR): July 1992 

MANAGEMENT CLASSIFICATION; General Management (ScientiflC/Engineerlng) 

INDlAL PURCHASE EOmyALENT COST S (ALL LEASED ITEMS) 

ACQUISmON STRATEGY: Purchased in two phases. 

PROCUREMENT STRATEGY: (FOR ITEMS NOT YET ACQUIRED) Fully competitive. 

MD ,BSlPNES; (FOR ITEMS TO BE ACQUIRED IN FY 1992 THRU FY 1994) 

IMPLEMENTATION PLAN 

SOUCITATION RELEASE 

CONTRACI' AWARD 

1 September 1991 

1 December 1991 

1 April 1992 

400 1 400 1 

• "Report of the Task Fon:e on Computing fOl' the Superconduc:ting Super c:ollider". SSC-N-S79. M.OD. Oilchriese (editor). 
December. 1988. 

"Report of the SSC Computer PlIIIUIing Committee". SSC-N-691. L Price (editor), December. 1989. 
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MAJOR PLANNED ACQUISmONSlLEASE CONTINUATIONS 

SITE: SupERCONPUCIlNG SUPER COLLIPER LABORATORY (SSCLl 

MIE NAME: PHYSICS DETECTOR AND SIMULATION FACILITY 

SCHEDULE 3E-I 

MIE NO. SSC-92-1 

PROGRAM B&RC CODE: KSQl PROGRAM NAME: SSC-RESEARCH. DEVELOPMENT & OPERATIONS 

·rusTIFICATION; 

A. Programmatic Need 
A powerful, fully dedicated computing environment is needed to handle the requirements for High 
Energy Physics (HEP) Monte Carlo simulations of SSC physics and detectors. Monte Carlo simulations 
are used to simulate the physiCS of the interactions that will occur at the SSCL and to detennine the 
simulated response of the detectors that will study these interactions. The calculations to be perfOl1lled in 
each simulation are lengthy and detailed; they could require many months per run on a VAX llnso, and 
may produce several OB of data per run. Consequently, a distributed computing environment of several 
networked high-speed computing engines is envisioned to meet these needs. 

Either a postponement or an elimination of the proposed facililty would significantly impact the 
laboratory's ability to suppon future physics and detector simulation activities. The physics and detector 
simulations will play a crucial role in detennining the adequacy ~md merit of the proposed detector 
designs during the proposal development and evaluation stages. D~lays in the implementation of this 
facility will cause delays in the detector development processes. 

The SSCL currently has computing requirements in several different areas at several levels of intensity, 
from supporting spreadsheet calculations on one end to requiring thousands of hours of supercomputer 
time on the other. This is a separate requirement from existing ADP equipment. 

The typical detector to be constructed during the next 6-8 years to snldy the interactions produced by the 
SSa.. may be as large as 25m x 25m x 4Om, weigh more than 30,000 tons, and cost several hundred 
million dollars. In order to produce efficient, cost-effective designs for these detectors, it is imperative 
that detailed design studies be perfonned. It will not be possible to ~est all aspects of a proposed design 
with small prototypes. Thus, the basic tool for detennining the ad(:quacy of a proposed design is the 
creation of a detailed computer model of the detector. Unless a mod1eling and simulation effort, such as 
that which would be possible with this facility, is mounted, it will Dot be possible to evaluate proposed 
designs completely before construction. 

In the detector simulation area, several layers of computation are envisioned, from Simple compilation 
and debugging test runs to detailed runs which may require as much as 104 MJP-seconds per event and 
produce nearly 1 MB of data. The computing capacity does 110t currently exist to meet these 
requirements, which will continue to develop throughout the life of the SSCL. 

B. Alternatives 

The needs identified by both the Task Force on Computing and the Computing Planning Committee 
cannot be met easily by any cUlTClltly existing computer facility. It would be possible, but not practical, 
to greatly augment the computing capabilities of other DOE installations in order to meet the 
requirements. However, the primary requirement of the hardware for this application is the need for fast 
scalar floating-point operations. Some gains in processing time can be achieved by vector processing; 
however, the time spent in trying to vectorize the codes can be a loostly investment for the potential 
return. The scale of the capability required and data-handling iissues eliminate the use of other 
government-owned equipment as a feasible alternative to the proposed MIE. There is no equipment 
available at the SSa.. to suppon this requirement. 
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C. Involvement of Facility Changes with Budgetary Impact 
It is expected that approximately 100 full-time equivalent scientists will be involved in the 
physics/detector simulation effort for the SSCL. The workload may be distributed among 200-300 
different people world-wide. The proposed computing engines will utilize a standardized UNIX operating 
system. Most of the users of the simulation facility are familiar with the computing environment provided 
by VMS or VM and will expect similar utilities and features. Networking in the disuibuted computing 
environment is clearly a crucial requirement for the simulation facility. The computing engines of the 
facility will be connected by a high-speed LAN and will interface to the external HEP using ESNET to 
satisfy the requirements of the users and the data-transfer requirements of the facility itself. Maintenance 
and support of the facility will require the addition of a trained staff. Some minor building modifications 
will be required to install the hardware. 

D. Acquisition Strategy 
It is proposed that the most cost-effective way of acquiring CPU power is to buy RiSe-based UNIX 
workstations or compute servers. These now provide 20-40 MIPS per processor at a cost of approximately 
51000/MIP. The 4000-MIP facility will cost approximately $4.000.000 instead of 510.000.000 as 
proposed previously in the FY 1993 ITRP. The original figure was based on technology available in 1989. 
As the components of the physics detector simulation facility are acquired. technology advances to date 
are resulting in lower cost-per-MIP. Maintenance costs continue to be estimated at 10% of the purchase 
price. Massively-parallel machines do not seem feasible at the present time. but coupled processors are 
well matched to event simulation. Since the CPU requirements are large. while the memory and 
input/output requirements are modest. only coarse-grained parallelism at the event level is envisioned at 
this time. 

E. Procurement Strategy 

This acquisition will have full and open competition in the marketplace. The most cost-effective of way of 
assembling a facility which will grow to 4000 MIPS of computing power is through the use of disuibuted 
compute servers and workstations in a coupled network. The hardware must be modular and scalable from 
the initial SOO-MIP installation to the full4000-MIP facility. A multiple-vendor purchasing strategy is 
envisioned. 

F. Dependencies 

The facility will be purchased and installed in phases over a two-year period. The acquisition of this 
equipment is not directly linked to other purchases; however. its installation will be dependent upon 
interfaces with the existing and planned infrastructure of the SSCL including power. cooling. and, most 
importantly. networking. 
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MAJOR PLANNED ACQUISITIONSILEASE CONTINUATIONS 

SITE: SlJPERCONDUCTINQ SupER COU.IDER LABORATORY (SSO[,J 

MIE NAME: ACCBJ RRATOR SYSlEMS HYPERCUBE 

SCHEDULE 3E-l 

MIE NO. SSC-93-1 

PROGRAM B&RC CODE: KS.Ql. PROGRAM NAME:SSC-RESEARCH. DEVELOPMENT & OPERATIONS 

MIE DESCRIPTION: The Superconducting Super Collider Laboratory (SSCL) requires a large computing facility 
dedicated to simulating particle orbit ttajectories in the presence of errors. The simulations will be used in the 
construction and installation of the magnets for the various circular accelera.tors comprising the SSC. It is estimated 
that massive computer simulations required to predict particle loss as a flmction of the machine parameters will 
require approximately 10,000 MIPS of parallel-processor computing. 

FUNDING PROFILE (Dollars in Thousands) 

Intel Paragon XPIS Model 10 assuming Commercial List Pricing 

ACOlDSlllON 

CAPITAL 

OPERATING 

(PLANT) 

CURRENT 

FY 1992 

BUDGET 

FY 1993 

4,500 

PLAN 

FY 1994 FY 1995 FY 1996 

NON-ACOlDsmON (FOR ITEMS ACQUIRED IN FY 1994 AND BEYOND) 

MAINTENANCE I 292.5 292.5 292.5 

OUT YEARS 

FY 1997 

292.5 

FY 1998 

292.5 

INVOLVES fACUJIY CHANGES WITH BUDGETARY IMPACTlNo. The SSCL Centtal facility has 
computer room facilities already in place to accommodate this system. 

INSIAlJ.ATIQN DATE FROM lMOIYR): 11192 

INSTALLATION DAlE TO (MOIYR); 1/93 

MANAGEMENT CLASSIfICA1lQN: Research (ScientiflC/Engineering) 

INITIAL PURCHASE EOWVALENI COST S4,500K 

ACOlDSmON SlRATEGY: Purcbasc~ 

PROCUREMENT SlRATEGY; (FOR ITEMS NOT YET ACQUIRED) Sole Source 

MU ,ESTONES: (FOR ITEMS TO BE ACQUIRED IN FY 1993) 

IMPLEMENTATION PLAN 

SOUCITATION RELEASE 

CONfRACT AWARD 

2/92 

«)192 

7/92 
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MAJOR PLANNED ACQUlSmONSlLEASE CONTINUATIONS 

S11E: SlJPERCONPUCIlNG SUPER COlLIPER LABORATORY (SSCIJ 

MIE NAME: ACCfJ ERAIOR SYSIEMS HYPERCUBE 

SCHEDULE 3E-I 

MIE NO. SSC-93-1 

PROGRAM B&:R CODE: KS1ll PROGRAM NAME: SSC-RESEARCH. DEVELOPMENT· &: OPERATIONS 

DISTIFlCATIONj 

A. Programmatic Need 
The Accelerator Division(s) currently have a 64-node Intel iPSC/860 Hypercube that is used for 
simulating particle orbit trajectories in the presence of errors. The simulations will be used in the 
construction and installation of the magnets for the various circular accelerators comprising the sse. 
These simulations play an imponant role in refining the design of the accelerators, particularly in tenns of 
error specification and evaluation of various orbit correction procedures. Currently. this machine typically 
operates at 75% saturation. This is due to the need to have some nodes available for software 
development (described below) and to the characteristic· of the machine that nodes can only be assigned to 
a user in powers of two. 
Current simulations are based upon a single-particle model. and they neglect collective effects such as 
space charge or beam-beam interaction. In particular, the inclusion of space charge effects are necessary 
for accurately simulating the operation of the LEB and the MEB as it crosses transition. To date, a first 
space charge code has been developed by S. Machida that currently runs on the Cray and on UNIX 
workstations. However, the first is not an optimal environment because the computational power of the 
Cray is diluted by the time-shared access, and the second is not optimal due to the large amount of 
computation required. We are currently engaged in the porting of this code to the Hypercube, and 
members of the LEB and MEB groups from ADOD as well as from the Instrumentation Group of ASD 
are awaiting completion of this task. Hence we anticipate a significant increase in demand for computing 
resources within the division(s) that we are currently unable to supply and that are unavailable elsewhere 
in the Laboratory or on the MFE network. 

Additionally, there is an effort underway to utilize particle simulation results data as input into a control 
system prototype for the purpose of testing the control system. This project will eventually evolve into a 
"simulator" for accelerator operators, because from the operator's point of view the simulator will behave 
as much as possible like a real accelerator, and will have the same control interface. When the machines 
go on-line. this simulation will then serve as an on-line model reference for accelerator control systems 
and operations. 

Development of additional (and at this time unforeseen) codes in response to requirements by 
AOOD/ASD is an integral part of the responsibilities of the Machine Simulations Group. Although 
distributed memory machines provide superior perfonnance once code has been developed. porting code 
from conventional scalar or vector machines requires complete re-analysis of the calculations involved, 
and is time-consuming. TIle implementation of a virtual shared memory on a distributed memory system 
provides an optimal solution: parallel speedup of (well-suited) codes immediately. with only a reasonable 
effort. with the ""hand-distribution" of the calculation as an avenue towanl increased performance for 
codes that warrant this effort. 

B. Alternatives 
The increased requirements during the construction phase of the sse will need to be met in a timely 
manner if schedules are to be maintained. This need rules out continued use of these facilities as they 
exist today. USing the Physics and Detector Simulation Facility for these tasks is infeasible. 
Accomplishing these tasks would involve dedicated use of the facility during the construction phase of 
the accelerators, with a corresponding negative impact on the PDSF's raison d'etre, clearly an 
unacceptable resulL Further, the need for on-line computing during the operation of the accelerators 
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would require high-bandwidth dedicated use of this system at precisely the time that the physics 
researchers were doing likewise. Thus the SSC does not have availablle sufficient computing resources for 
our needs. Further, the real-time nature of the operations-related simulations preclude the use of other 
govemment-owned machines on a time-shared basis. 

C. Involvement of Facility Changes with Budgetary Impact 
Facility changes connected with this upgrade are expected to be minimal. There is sufficient space for the 
upgrade in the location housing the current machine. There are personnel in the Project Support Group 
already trained in the system administration of such machines, so personnel requirements should be 
minimal. Some re-assignment may be necessary, however. 

D. Acquisition Strategy 
The current plan is to purchase rather than to lease such a system. Plans for such a purchase are under 
study. 

E. Procurement Strategy 
This machine is planned as an upgrade to the machine already in use at the SSC. Lab personnel have 
already completed training in the programming of this device and have developed codes specifically 
suited to this architecture. Also, this machine is a research malchine, and it represents the most 
sophisticated technology in massively parallel computers. It is for these reasons that the use of a sole 
source is appropriate. 

F. Dependencies 
The release of this new machine is scheduled for the second quarter of 1992. Consequently, acquiSition is 
planned over the next two years. The acquisition of this equipmcmt is not directly linked to other 
purchases. There appears to be adequate peripheral equipment on the existing UNIX network, e.g., 
printers, plotters, and worlcstations. 

RJSTlFICADQN FOB OFF-CYCLE FUNDING; 

The purchase of the original Hypercube, while carefully thought out. did place the SSCL on the cutting 
edge of a new, somewhat untested, technology. Hence, it was deemed necessary to gain experience with 
the existing teclmology before seeking any commiunents for further ;acquisitions along these lines. That 
experience has now been gained, and the efforts have demonstrated Slllccessful results. 'The Intel Paragon 
XP/S Series system was just announced at the Supercomputing conference in November 1991, with 
aVailability in the second quarter of 1992, making prior requests for funding premature. Current and 
projected future needs, the availability of the new machine, and pc,sitive experience with the current 
machine combine to prompt a request for a machine upgrade-at this time. 
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El. Summary or MJYor Planned Acquisitions/Lease Continuations 

See Schedule which follows: 
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SUMMARY OF MAJOR PLANNED ACQUISITIONS/LEASE CONTINUATIONS 
(Dollars in Thousands) 

SCHEDULE 3E-2 

SITE: SUPEBCONPUCIlNO SUPER COlLlDER LABORATORY 

UNnr.;Y~fHM OUT-YBARS 
(R ADF£ Mar CURRENT BUOOET PLAN 

MIENUMBER SYSTEM C1ASS FY 1992 FY 1993 FY 1994 FY 1995 FY 1996 FY 1997 FY 1998 

SSC-92-1 KSOl-SSC-RESEARCH, 
DEVELOPMENT, & 
OPERATIONS 
Physics Detector 
Simulation Facility G 4000 

(FC) 

SSC-93-1 KSOl-SSC-RESEARCH, 
DEVELOPMENT, & 
OPERATIONS 
Accelerator Systems Division 

4500 Hypereube R 
(SS) 



E3. Finandal Analysis Alternatives 

See FInancial Alternatives which follow: 

• SSC-92-1 - Physics Detector and Simulation Facility 

• SSC-93-1 - Accelerator Systems Division Hypercube 
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FINANCIAL ALTERNATIVE ANALYSIS •• REVISED 
(Dollars in Thousands) 

Site: SUPERCONPUCI1NQ SUPER CO'rUDBR LABORATORY 
Item: PHYSICS DETECTOR AND SIMULATION PACIIJTY 
MIE Nwnber: SSC-92-1 

PURCHASE omON 
PlSCALYEAR 

SCHEDULE 3E-3.l 

FY93 FY94 FY95 FY96 FY97 FY98 FY99 FYOO 

400 400 400 400 

-ANNUAL 4000 378 344 313 284 (240) 
-CUMULATIVE 4000 4000 4378 4722 5035 5319 5079 

I ,tiASE QPI10N 
PlSCALYEAR 

SCHEDULE 3E-3.2 

FY92 FY95 FY98 FY99 FYOO 
~ 

-MAINTENANCE COST 

995 678 
4867 5545 



FINANCIAL ALTERNATIVE ANALYSIS -- REVISED 
(Dollars in Thousands) 

Site: SUPERCQNDUCIlNQ SUPER CQIJJDER LABORATORY 
Item: PHYSICS DBTECI'OR AND SIMULADON fACILITY 
MIE Number: SSC-92-1 

LEASE WIOPDON TO PURCHASE 
flSCAL YEAR 

SCHEDULE 3E-3.3 

"~ "% "~ ~~ "~ ~OO 

-MAINTENANCE 400 400 400 300 
-PURCHASE COST 
-LEASE CREDO'S 
-RESIDUAL VALUE 

-ANNUAL 329 4415 344 313 284 (240) 
-CUMULATIVE 329 4804 5148 5461 5145 5S05 

• ,EASE-m-OWNERSUIE OPI10H 
flSCAL YEAR 

SCHEDULE 3E-3.4 
NUMBER Of MONI'HS 36 

fY96 "~ fY98 "~ ~OO 

400 

284 (240) 
5545 5305 



FINANCIAL ALTERNATIVE ANALYSIS •• REVISED 
(Dollars in TOOusands) 

Site: SlJPERCONDUCIlNQ SUPF& COI,UPER LABORATORY 
Item: PHYSiCS DETBCfOR AND SIMULATION fACIIJfY 
MIE Nwnber: SSC-92-1 

I ,BASE-TO-OWNFRSIDP W/BUYOlJ[ ALlERNATIVE 
FISCALYBAR 

EXERCISED APlER 13 MONl1lS 

400 300 

284 
5472 

(672) 

(240) 
5232 
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SCHEDULE 3E-3.6 

Site: SUPERCONPUCDNQ SUPER mI<LIDHR LABORAmBY 
Item: PHysICS DETECTOR AND SIMtn..ATlON FACUJIY 
MIE Number: SSC-92-1 

SUMMARY OF FINANCIAL ALTERNATIVES ANALYSIS •• REVISED 

ANALYSIS PARAMETERS: 
Estimated Installadon Date: 
Estimated Bemoval Date: 
Analysis Period: 
Lease CJedit Schedule: 

P 
Alternative 

ASSUMPrIONS: 

JULY 1992 (fY 1992) 
JULY 1997 (fY 1997) 
5YEABS 
SO" for-Lyear(s), 

up to SO" of purchase cost. 

SUMMARY OF COMPARATIve com 
(Dollars in Thousands) 

5505 

5597 5232 

Discount Rate used for the analysis Is 10.0Qt, 
Residual Value is based on the standard in the IRM LRP Call 

1.08 

1.03 

13 

14 

Maintenance Cost: Maintenance cost is assumed to be lac. of purchase price for all alternadves 
Lease Cost: Lease A1ternadve is assumed to be 25'1 of purchase price 

LTO and LTO with Buyout are assumed to be 4ac. of purchase price 
L WPO is assumed to be 33'1 of purchase price 

L WPO Altematlve: Lease Payments applied to purchase equal 50'1 of lease cost 
Maximum Lease Credits applied equal 50'1 of purchase cost 
Number of Months of lease is assumed to be 36. 

Lm A1ternadve: Number of Months of lease is assumed to be 36 
LTO with Buyout A1ternadve: Buyout Opdon assumed to be exercised after 13 months 
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FINANCIAL ALTERNATIVE ANALYSIS 
(Donars in Thousands) 

Site: SUfERCONDUCIlNQ SUPER COl ,I.IIlf1l LABORATORY 
Item: AlW,HRATQR SYSlEMS DMSION HYPERCUBE 
Mm Number: SSC-93-1 

-ANNUAL 
-CUMULATIVE 

1UfAlS 

PURCHASE QPIlON 
FISCAL YEAR 

SCHEDULE 3E-3.1 

FY94 FY95 FY96 FY91 FY98 FY99 FYoo FYOl 

292.5 292.5 292.5 292.5 292.5 292.5 292.5 

4500 256 232 211 192 175 159 144 14 
4500 4500 4756 4988 5199 5391 5566 5725 5869 5883 

',HASB°mPN 
FISCAL YEAR 

FY91 

1077 
6188 

981 
7169 

SCHEDULE 3E-3.2 

FY99 FYoo FYOl 

890 810 181 
8059 8869 9050 
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FINANCIAL ALTERNATIVE ANALYSIS 
(Dollars in Thousands) 

Site: SUPERCONPUCDNQ SUPER CQ),1,)DEB LABORATORY 
Item: ACCfJ,HRATOR SYSTEMS DMSION HYPERCUBE 
MIE Nmnber: SSC-93-1 

BXEROSED AFI'ER 36 MONI'HS 

),EASE WIOmoNTO PURCHASB 
FISCAL YEAR 

SCHEDULE 3E-3.3 

FY98 FY99 FYoo FYOl 

292.5 292.5 292.5 292.5 292.5 

-ANNUAL 1185 1436 1304 2079 192 175 159 144 14 
-CUMULA11VE 1185 2621 3925 6004 6196 6371 6530 6674 6688 

I.EASE:m-OWNERSHIP OpnOt:l 
FISCAL YEAR 

SCHEDULE 3E-3.4 
NUMBER OF MONl1lS 36 

FY97 FY98 FY99 FYoo FYOl 

292.5 292.5 292.5 292.5 

192 175 159 144 14 
5580 5755 5914 60S 8 6072 
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FINANCIAL ALTERNATIVE ANALYSIS 
(Dollars in Thousands) 

Site: SUPERCONPUCDNO SUPER COLLIDER LABORATORY 
Item: AC&FJ·ERATOR SYSTEMS DMSJQN HYPERCUBE 
MIE Number: SSC-93= 1 

J .BASE-TO-OWNERSIUP WIBUYQllf ALJERNADYE 
FISCAL YEAR 

SCHEDULE 3E-3.5 
EXERCISED AFl'ER......---.,12 ___ MONfHS 

IDrAlS FY 93 FY96 FY97 FY98 FY99 FYOO FYOl 

292.5 292.5 292.5 292.5 292.5 292.5 

192 175 159 144 14 
5592 5767 5926 6070 6084 



SCHEDULE 3E-3.6 

Site: SUPERCONPUCDNG SUPER WILIDER LABORATORY 
Item: ACCHJ,ERAIQR SYSTEMS DMSJON HYPERCUBE 
MIE Number: SSC-93-1 

SUMMARY OF FINANCIAL ALTERNATIVES ANALYSIS 

ANALYSIS PARAMETERS~ 
Estimated Installation Date: 
Estimated Removal Date: 
Analysis Period: 
Lease Credit Schedule: 

ASSUMPrIONS: 

NOVEMBER 1992 (FY 1993) 
ocrOBER 2000 (FY 2001) 
8 YEARS 
SO" for...l...year(s). 

up to SO" of purehase cost. 

SUMMARY Of COMPAMTIVE COSTS 
(Dollars in Thousands) 

·8604 6688 

7479 6084 

Discount Rate used for the analysis Is 10.00CI 
Residual Value is based on the standard in the IRM LRP Call 

1.14 

1.03 

42 

24 

Maintenance Cost: Maintenance cost Is assumed to be 6.S'I of purchase price for all alternatives 
Lease Cost: Lease and L WPO Alternatives are assumed to be 3Ot, of purchase price 

L WPO Altematlve: 

L TO Alternative: 
LTO with Buyout Alternative: 

LTO and LTO with Buyout are assumed to be 40t, of purehase price 
Lease Payments applied to purehase equal SOt, of lease cost 
Maximum Lease Credits applied equal SO'l Ofrrehase cost 
Number of Months of lease is assumed to be 3 . 
Number of Months of lease is assumed to be 36 
Buyout Option assumed to be exerelsed after 12 months 



SECTION F. REUTILIZATION OPPORTUNITIES/OBSOLETE SYSTEM RETIREMENT 

Not Applicable 
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SECTION G. EXAMPLES OF PROGRAMMATIC USES 

The enonnity of the computing challenges of the SSC are well known. These challenges require special 
solutions in almost every aspect of computing. At this time. one of the laboratory's immediate goals is to 
provide the simulation resources necessary to design the SSC detectors. Two types of Monte Carlo 
simulations are used to simulate; first, the physics of the interactions that will occur at the SSCL; and. 
second. to detennine the simulated response of the detectors that will study these interactions. The 
calculations to be perfonned in each simulation are lengthy and detailed. could require many months per 
run on a VAX Ilnso. and may produce several Gbyte of data per run. A powerful. fully dedicated 
computing environment was needed to handle the requirements for High Energy Physics (REP) Monte 
Carlo simulations of SSC physics and detectors. 

Physics Rexwirements: Several Monte Carlo programs such as ISAJET and PYTHIA have been written to 
simulate complete events at the SSC. These programs use known physics to generate lists of panicles, 
including their energies. directions and types. both for potential signals and for their known backgrounds. 
Other more specialized detector simulations will also be perfonned. 

GEANI'. for example. includes utilities for modeling the detector geometry and for simulating how each 
of the produced particles will interact with the various pans of the detector and what response it will 
produce. This data can then be used to analyze the signal and background events as in the real experiment. 
GEANI' detector simulations are more demanding than the physics event generation and may require 
several hours per event on a VAX IlnSO. 

Event Generation: In a typical SSC interaction several hundred primary panicles may be produced. Only 
a few of these panicles may be of interest to the physicist. but as many as possible must be simulated in 
the detector. In order to study the response of the detector to the signal of interest. about 1()3-I()4 events 
must be generated. Background events must be studied since they can potentially produce signatures in 
the detectors that are misinterpreted as signal events. Typically. about IOS-I()6 background events must be 
generated and studied for each physics signal. Each event generated by ISAJET. for example. takes about 
5-10 seconds on a VAX Ilnso and generates about 10 KB-30KB of data. 

Detector Simulation: Several levels of detector simulation computations. varying from simple compilation 
and debugging test runs to detailed runs which may require as much as 1()4 MIPS-seconds per event and 
produce on the order of Mbyte of data, are envisioned. The shott test runs are likely to require 10 minutes 
of CPU time in compilation and another 10 minutes of execution on a VAX Ilnso equivalent A minimal 
detector simulation based on GEANI' with a small number of volumes and parameterized showers may 
require 50-I ()() seconds on a VAX Ilnso. Full samples of up to 1()6 events will be generated for detailed 
studies. while some number of smaller samples of order lOS events will be needed to test ideas quickly. 
While the minimal simulation is not very detailed. it may still produce a record as long as a fully 
simulated event. or about 0.5-1 MB. For some purposes. detailed tracking and shower simulations must 
be run using the full power of GEANI'. A typical SSC event requires of order 1()4 seconds on a VAX 
Ilnso for full shower simulation with a low cutoff energy. Samples of order 104 events will be needed to 
answer many questions. The output of each event will again be about 0.5-1 MB in length. 

Data Reduction and Analysis: While much of the data reduction and analysis of the events will be done 
during the generation of the simulation. additional analysis passes may be done on the generated data. 
This analysis may consist of applying a different set of cuts to the data. or applying a different 
reconstruction or pattern recognition algorithm. These jobs may run very quickly in some cases. when 
only a few calculations are perfonned to produce a new set of histograms. for example. Nevenheless. this 
type of job is likely to require access to large simulation output files and will place some stringent 
demands on the network lIO capability. A job of this type might require less than a second per event on a 
VAX Ilnso but could require the transfer of 0.5-1 MB of data per event 
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User Regpjrements: Approximately 250 users, including 100 full tilDe equivalent scientists (FTEs), will 
be involved in the physics/detector simulation effort for the sse. The users are likely to engage in a 
variety of activities on the system and each activity will place a different and time-varying requirement on 
the system. These acdvities will include interactive login, file editing, compilation and quick-turnaround 
debugging jobs, physics event generation, detector simulation jobs with limited and/or fully reconstructed 
tracking or shower deposition, reanalysis of physics/detector simulation output in a data reduction and 
analysis mode, and, backup of source files, input data files and simulution output files. 

External Users: Initially the sse computer simulation activities willl be performed primarily by outside 
users who will log on remotely through a wide area network (WAN). Good access is essential if this is to 
be possible. While some of the physicists and software engineers involved with the simulation work will 
be located at the the SSCL, most of the users will be resident at institutions throughout the world. They 
will require high-speed communication with the computing facility at the SSCL. Remote users will gain 
access via the ESNET WAN. The sse will provide DECnet and TCP/IP interfaces over Ethernet to the 
WAN. 

Local Users: The needs of local users, which include Laboratory eililployees and visitors, will not differ 
significantly from the external users: The local users will gain access by a local area network (LAN), 
which is likely to permit them a much larger bandwidth for the tralllsfer of data from the facility to the 
individual user's workstation or display terminal. Consequently, these users will make larger demands on 
the data transfer and graphiCS capabilities of the facility. Fully interactive detector visualization will 
require bandwidths that are currently obtainable only through dedicated processors in a graphics 
workstation located at the user's desk. 

Solution: A distributed computing environment of several networked high-speed computing engines was 
required to meet these the requirements defined. The Physics and Dc:tector Simulation Facility was put in 
place to provide much of the computing resources necessary te. perform the physics and detector 
simulations outlined. Phase I of the facility provided a 1000 V AX equivalent network of computers which 
were acquired, installed and integrated into a single centralized fucility for sse physics and detector 
simulation work during FY 1991. This facility is used primarily by the two large detector collaborations 
OEM and SDC to perform Monte Carlo simulations. 

Phase II will include the acquisition of about 1000 MIPS of additional computing power in the form of 
relatively low cost processor farms early in FY 1992 and anothelr 2000 MIPS later in the year. It is 
expected that the computing needs of the SSCL and, likewise. thc~ facilities required will continue to 
increase throughout the decade. The physics computing configuratio1n will eventually have a capacity for 
SOO interactive users from a user population of about 2000. Storage systems for data access and archiving 
must be developed at a rapid pace. The simulation facility alone will require some 400 OB of disk and 6 
TB of tape storage. By the end of the decade, experimental data. generated by the detectors will be 
collected at a rate of about 1 TB per detector per day, which implies the need to store penta-bytes of data 
each year. Application software products for analysis, data base management, display, and reporting will 
also be required. 

Qperational Model: The operational concept of the facility calls for interactive users to log on to the 
system either remotely or locally. A process resident on a file 5ierver will assign an idle front-end 
workstation to that user. With one workstation per user, each user is provided with a completely dedicated 
resource. Initially, there are approximately 30 front-end machines :subnetted into two groups of IS and 
connected via a bridge. Most of the front-end units do not have monitors and are rack-mounted. Each 
subgroup has a separate interface to the file server. The system i:s intended to be scalable by adding 
additional file server/frOnt end Ethernet groups separated by bridg1es but acceSSing the same batch and 
archival services as the other front end groups. 
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It is intended that interactive and batch processing be separated with a batch ranch of compute servers and 
be accessible through Network Queueing System (NQS) software. Tools will be made available to assist 
in the poning of code developed on the front-end system to the batch ranch, which may have a different 
architecture. A fast batch queue will be implemented to facilitate testing of code to be poned. 

The eventual goal is that the front end/file server systems be able to access both disk and tape resources 
containing batch job output independently of the batch processors. Access to disk by duallmulti-poned 
drives and tape by multi-headed robot-based systems will accomplish this and is, therefore, reflected in 
the system design. However, for the first phase of development, 8-mm tape carousels will be used by the 
batch processors for tape storage. This is intended only as a temporary solution to the tertiary storage 
problem. Longer term, high-volume storage solutions will be developed during Phase II and Ill. 

The usage of this system for detector simulations has steadily grown to its current level of about 70 to 80 
percent of saturation. It is expected that approximately 100 FI'E scientists will become involved in the 
physics/detector simulation effort for the sse during the next year. The work load may be distributed 
among 200 to 300 different physicists throughout the world. 

The system must be designed to meet the anticipated peak loads. It is anticipated that approximately 100 
simultaneous interactive jobs and about SO batch jobs will either be running or waiting in the queue. 
These batch jobs are expected to require the largest number of CPU cycles and to generate the largest 
volume of output data. The primary CPU load will come from the detector simulation. However, the other 
activities will involve heavy inveSbnents of interactive time and, in some cases, heavy I/O demands. 

The SSCL uses open systems and industry standards where possible for operating systems, languages, 
utilities, and protocols. To meet this goal the Laboratory has established a computing environment 
emphasizing the use of distributed, networked computing, graphics, and peripherals from multiple vendor 
sources. The SSCL is a member of the Open Software Foundation (OSF) and will install the OSF/I 
operating system as soon as possible. 
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SECTION H. ADP BUDGET SCHEDULES 

See Schedules m and H2 which follow. 
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MAJOR COMPUTING RESOURCE ACQUISITIONS 
AND OTHER CAPITAL REQUIREMENTS FOR GENERAL MANAGEMENT COMPUTERS 

(Dollars in Thousands) 

SCHEDULE 38-1 
SITE: SUPERCONDUCDNG SUPER COWDER LABORATORY <SSCLl 

I. GENERAL MANAGEMENT COMPlITERS - CAPrrAL 

PROORAMMATICDISTRIBUOONOFCATEOORY t CAPITAL 



ADP OPERATING COSTS ASSOCIATED WITH GENERAL MANAGEMENT COMPUTERS 
(Dollars in Thousands) 

SITE: S1JPERCONPUCIlNO SupER CQlgLIDEB LABORATORY (SSCLl 

I. OPERATING l.u~r:t FY 1991 FY 1992 JO~~ JOYI994 FY 1995 
A. IN_HUIISR Yr.KXIINNCL 

I. ;)UI".WAKH 1999 2542 2997 3166 IIIIIX 

2. AUPH ~PI~KA'lIU~;) 155 197 232 245 XXXXXX 

1I6 141S 174 184 XXXXXX 

194 246 307 XXIIII 

5. ~UI'Tw~SrlJnIRU'Jnlr.K 11 99 110 123 IXIXIX 

SUB'lUfAL 2541 3232 31SU9 4025 XXXXXX 

B. UIDCK.IN-HUUSH 
I. ADPHJ'VKutASt'.S 121 140 'XIXIII 

XXXXXX 

3. UntHl(~IRASR~ XXXXXX 

4.SPA~ XXXXXX 

3. SUPPLIES AND untr.K 182 444 441S 209 XXIXII 

6. ;)UI"' W ARH PlIR{'HASP~ 303 1333 349 XXXXII 

1.I.RASH OF ;)UI"TWJl.RR XXXXXX 

SUB'lUfAL 606 2U7;i 691S XXXXXX 

C. £nMMRR('IAI ,-~U':b:i 

I.ADP~.I~ XXXXXX 

121 141S 70 XXIIII 

3. ADPE OPBKA'HUNt) XXXXXX 

4. ~UI"rWAKH Ur,VCLOP/MA1NT 484 593 1I94 551S XXXXXX 

5. ADP srvult'.S ~ urtreK XXXXXX 

141S 14~ 10 IIIXIX 

~uln~ 603 1S1S9 691S XIXIII 

D. NUN\I .UUJ;iut:~IAl, SBKVICES 
I. UnWK ~ITB:i XIX XIX 

2. urHHK kx ...... ctffIVB RRANrH XIXIXX 

3.ur&K XXXXXX 

~\JJ!IUfAL U o U o XXXXXX 

TUfAI..OF A, B, (;, ~~Q 3152 6194 5421 3924 

FYI996 

XXXXXX 
XXXXXX 
XXXXXX 
xxx XXX 
XIIXII 
XXXXXX 

IXXIXI 
XXXXXX 
XXXXXX 

XXXXXX 
x I X x,x.x 
XXXXXX 
XXXXXX 
XXXXXX 

XXXXXX 
IIIIII 
XXXXXX 

XXXXXX 
XXX XXX 
X.X.XIIX 
XXXXXX 

XXXXXX 
XXXXXX 

XXXXXX 
XXXXXX 

SCHEDULE 3H-2 

FY 1~7 "I' 1998 
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XXXXXX 
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XX.XXX.X 
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XXXXXX 
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ADP OPERATING COSTS ASSOCIATED WITH GENERAL MANAGEMENT COMPUI'ERS 
(Dollan in Thousands) 

SCHEDULE 3H-2 
SrrE: SQPERCONDUCIlNO SurER COLLIDEB LABORAmRY lSSCLl 

UI. DISTRIBUI10N OF FUNDED COSTS BY PROGRAM 

1E:Tmm 



SECTION J. RECONCU,IATION 

Last year was the first year the SSCL submitted a Long-Range Site Plan. In the FY 1993 ITRP the 
following parameters were used: (see Exhibit 1) 

• Computing resources were reponed down to the woIkstation levc:l; 

• CAD/CAE equipment was reported as general management equipment; and 

• Theoretical RCUs were reported in the FY 1993 Schedule 3A-I. 

As a result, the SSa. overstated its capacity in the FY 1993 plan, pailticularly in comparison with other, 
similar DOE facilities. 

In order to better meet the reporting requirement of the Long-Range Site Plan and present a more accurate 
picture of SSa. resources, the following changes have been made in 1he FY 1994 Plan: (see Exhibit 2) 

• Computing resources reponed now reflect only server-level and above; 

• CAC/CAE equipment is, appropriately, not reponed as general management equipment; and 

• Practical, rather than theoretica1RCUs are reponed in the FY 1994 Schedule 3A-I. 

Another major factor in the capacities reponed, which is reflected ill the FY 1994 IRM, is the inclusion 
of the Physics Detector Simulation Facility. Phase I of this facility was implemented in FY 1991. This 
facility began with an initial capacity of 1000 RCUs and will increase to a maximum practical capacity of 
3000 by FY 1995. The FY 1991 capacity has been adjusted to reflect mid-year installation of the PDSF. 
520 RCUs of the capacity reponed in FY 1991 represent this facility. 

Exhibit I-FY 1993 Plan Year: 

ADP REQUIREMENTS (ReUS) 

Schedule A-I 

Site: SqperconductioK Sgper CoJUdrz Laboratmy 

B&RC ADPE PAST CURRENT BUDGET PLAN - OUTYEARS--
CODE SYSTEM EnD FY91 FY2Z FY2l ~ FY2S. FY26 FY21 

KA High Energy Physics (P) 1428.0 3116.0 59<ll.0 6000.0 6300.0 6660.0 7000.0 7000.0 

Exhibit 2 - FY 1994 Plan Year: 

ADP REQUIREMENTS (RCUS) 

Schedule A-I 

Site: Sgpercopducti0K Sgper Collidrz Laboratory 

B&RC ADPE PAST CURRENT BUDGET PLAN -- OUTYEARS-
CODE SYSTEM FY21. FY2Z FY2l FY2! FY2S. FY26 FY21 FY2a 

KSOI High Energy Physics(P) 746.58 1530.61 2520.51 4423.01 4511.01 4561.01 4561.01 4561.01 
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PART 4. TELECOMMUNICATIONS 

SECTION A. TELECOMMUNICATIONS 

AI. Strategy and Major Accomplishments 

Strategy 

The Superconducting Super Collider Laboratory (SSCL) voice and d~lta communications system exists to 
provide SSCL personnel with flexible, reliable, cost-effective communications for the conduct of 
Laboratory research, development and business activities. 

The scope and magnitude of SSCL telecommunications efforts are determined by global decisions 
concerning Laboratory facilities and personnel. Due to the dynamic nature of the stan-up phase of the 
SSC project. the telecommunications line organizations have been called on to respond quickly to rapidly 
changing facility and personnel requirements. Obviously, flexibility and responsiveness in tele
communications functions will remain key elements in the strategy d(:signed to support SSCL short-term 
goals and objectives. 

Long-term telecommunications strategy includes recognition of the: need to plan now in the light of 
technological evolution taking place in the field. New technologies (i.e., ISDN in voice communication 
and FODI II in data communication) will be smoothly integrated into the SSCL telecommunications 
environment Effective utilization of of these new technologies is expected to increase productivity and 
decrease costs. 

Voice Communications: The voice communications system for temporary facilities has been based 
primarily on leased equipment in order to avoid purchasing equipment which cannot be reutilized later in 
permanent facilities. By the end ofFY 1992 it is anticipated that plans: for the SSC Laboratory penn anent 
campus will be finalized and approved, and temporary facilities will have stabilized. At that time detailed 
planning will be undertaken for a penn anent (through the construction phase) voice communications 
system. 

Once penn anent systems have been approved, equipment currently lc:ased will be phased out, a process 
expected to be complete in early FY 1993. SelVice will be extended tOI west campus facilities expected to 
be occupied in 1994, and to east campus facilities when required (no date has been set for east campus 
occupation). 

Data Communications: The SSCL maintains a distributed computing environment through a flexible, 
bigh-perfonnance, integrated data communications network infrastructure. The SSCL General Data 
Network (SSCL-GDN) is designed to provide connectivity at the desktop for the distributed computing 
environment within the laboratory and to external laboratory consultants and collaborators. Protocols 
supported include AppleTalk. Ethernet. Novell, TCP/IP, DECoet and XNS for local connectivity and 
TCP/IP and DECnet for ESnet. IHEnet. and Sesquinet wide area comectivity. 

During the construction phase of the SSC, data communications will be provided as needed to temporary 
facilities and to pennanent facilities as they come on line. Equipment located in temporary facilities will 
be reutilized in pennanent installations as temporary facilities are ph~~ out 

The SSCL-GDN is designed to support phased migration to OSI/GOSIP standards as they become 
available, beginning with the physical level and proceeding to full GOSIP support Installation of routing 
node hardware to act as an interface between the Phase IV and Phase V DECnet protocols is planned for 
March, 1992, with full Version 2 operability scheduled no later than O(:tober 3, 1992. 
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Major Accomplishments: 

• Remote PBX systems were installed at Eagle Park and the Central FacUity (CF). They are 
linked to the main PBX at' Stoneridge One by Tl circuits. Tl circuits are the primary 
communications medium in and out of the Stoneridge Complex; they are fed via fiber optic and 
copper cable (fiber optic cable supports higher bandwidths, copper supports lower). Cellular 
service provides backup for the primary communications paths. 

• A remote PBX system was installed in the MDL at the N15 Site on the pelUlanent campus. In 
addition, voice communication was provided to the N15 Site Grey House and Grey House 
support trailers. This site is linked to the Central Facility by Tl circuits. 

• Local Waxahachie trunks were installed in the Central Facility PBX to serve Waxahachie 
dialing requirements. Calls from the Central Facility and the N15 Site to metro exchanges are 
routed through the Stoneridge One PBX to eliminate toll charges to the Dallas/Ft. Worth calling 
area. Calls from the Stoneridge area to Waxahachie are routed through the Central Facility PBX 
to eliminate toll charges to those exchanges. 

• 

• 

• 

• 

• 

• 

• 

• 

• 

Local area network (LAN) connectivity was established for the Central Facility using a Fiber 
Data Distribution Interface (FDDI) backbone, routed Ethernet segments, and distribution to the 
desktop through twisted pair cable. Wide area network (WAN) connectivity was provided by 
linking the Central Facility to the Stoneridge Complex with dedicated Tl circuits. 

Data communications capability was established for offices in Eagle Park in the Stoneridge 
Area, using an Ethernet backbone with routed segments and distribution to the desktop through 
twisted pair cable. Metropolitan area network (MAN) and WAN connectivity were provided by 
linking Eagle Park to the Stoneridge Complex with dedicated Tl circuits. 

Data communications LAN connectivity was established for the N15 Site MDL, Grey House, 
and Grey House support trailers, with WAN connectivity provided through a dedicated Tl 
circuit to Central Facility. 

Data communication with the SSa.. was provided for off-site offices of PB/MK, the SSa.. 
architect engineer/construction manager (AFJCM); links with the Stoneridge Complex were 
provided through Tl circuits. 

Network connectivity was established with Texas National Research Laboratory Commission 
(TNRLC) offices located in Provident Bank in the 8toneridge Area. 

Network connectivity was established for the DOE Superconducting Super Collider Project 
Office (SSCPO) located in Provident Bank in the Stoneridge Area. 

WAN connectivity to THEnetJSesquinet through the University nfTexas was upgraded from a 
56K.b circuit to a Tl circuit. 

WAN connectivity through ESnet was upgraoed from one 56Kb link to Lawrence Belkeley 
Laboratory to 4 Tl circuits linking the SSa.. with FelUli National Accelerator Laboratory. Oak 
Ridge National Laboratory, Florida State University and the University of Texas at Austin. 

A data network center was established at Building 4 in the Stoneridge Complex. 

Ale ReconcUiation to the FY 1993 Plan 

'The County FIIUl location cited in the FY 1993 Plan was not subsequently acquired (the decision not to 
acquire the County FIIUl may be reassessed as plaming for pelUlanent facilities continues). 

Voice and data communications requirements for the Central Facility and the Eagle Park offices in the 
Stoneridge Area were not included in the FY 1993 plan. At the time the plan was prepared. the decision to 
acquire those facilities had not been made. 
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An additional leased PBX unit was required for the N15 Site MDL because N15 Site facilities were 
completed and occupied before a unit from Eagle Park could be released. 

Because the population of the laboratory has expanded more rapidly than originally anticipated, the 
purchased PBX system, identified as a Planned Major Initiative for FY 1994, is now scheduled for 
FY 1993. See Section AS, Planned Major Initiatives. 

AJ. Currently UtiHzed ~rviceslPlanned Minor Enhancements 

Voice Components/Connectivity: At present, the SSC Laboratory voice communication system relies on 
System 75 PBX equipment (5 units installed as of October IS, 1991)1, leased from AT&T on a month-to
month basis, 30-day cancellation, 60-month rate determined by GSA schedule. The hub of the system 
serving the laboratory 708 exchange is the System 75 PBX installed in Building 1 of the Stoneridge Parle 
Complex. Dedicated Tl circuits link Stoneridge Park with other faciUties in the Stoneridge area, 1 with the 
Central Facility. and, through the Central Facility, with the N15 Site. 

Voice System Capability: All PBX units have reponing capability linked to an accounting system which 
provides detailed calling information for each SSC Laboratory extension. AT&T DCS (Data 
Communications Software) facilitates four-digit dialing between site5: served by the 708 exchange. AT&T 
ARS (Automatic Route Selection) software provides automated least-cost routing for long distance calls 
made from the 708 exchange. and eliminates long distance charg~~s from the 708 exchange to either 
Waxahachie or Dallas. 

Long Distance: Long distance service is leased from MCI. To date, MCI has been the lowest cost long 
distance carrier available to the laboratory. 

Stations: The SSCL has a total of 2053 stations; 1786 use anallog voice terminals owned by the 
laboratory. 267 digital voice terminals are leased from AT&T. These latter are in use primarily at 
reception desks where multi-line capability is required. Leases are month-to-month. 30-day cancellation, 
6O-month rate determined by GSA schedule. 

Facsimile Machines: At present 64 facsimile machines are installed in various locations throughout SSC 
Laboratory facilities. AcquiSition and distribution of facsimile machines is based on the needs of 
individual line organizations. Acquisition, installation and mainterumce are coordinated by the General 
Services Department of the Laboratory Technical Services Division; technical review of acquisitions is 
provided by the Communications Department, along with leased lille suppon. All equipment is CCI1T 
group 2 and 3 compatible. and provides automatic reduction in speed if a high error rate is present 

The following is a detailed breakdown of the currently utilized communication services. by facility. This 
breakdown includes Tllines which are dedicated to data communicaltions. 

L Stoneridge Complex (2550 Becldeymeade): 

• System: AT&T Definity Generic 1 

• System installed June. 1989. month-to-month lease. GSA 60 month rate. 30 day cancellation. 

• 24 long distance W A TS lines via T -1 (a.544) circuit to MCI 

• 40 DID trunks 

• 40 Two-Way trunks 

lit was not considered cost-effective to connect two small temporary sites iin the Stoneridge Area, Executive Way 
and ParkerviIle Warehouse, to the 708 exchange sYstem. 
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• 39 leased Southwestern Bell flat business rate lines 

• 2 T-l (1.544) circuit to 1801 N. Hampton (Provident Bank) (1 voice, 1 data) 

• 4 T-l (1.544) circuits to Eagle Parle (1 voice, 3 data) 

• 6 T-l (1.544) circuits to Central Facility (3 voice, 3 data) 

• 1441 stations (1238 analog voice tenninals; 203 leased AT&T digital voice tenninals, installed 
June, 1989, month-to-month lease, GSA 60 month rate, 30 day cancellation) 

ll. Provident Bank (ISOI North Hampton) : 

• System: AT&T System 75 XE 

• System installed June, 1989, month-to-month lease, GSA 60 month rate, 30 day cancellation. 

• 410cal trunks 

• 2 T-l (1.544) circuit to Stoneridge Complex (1 voice, 1 data) 

• 150 stations (86 analog voice tenninals; 26 leased AT&T digital voice tenninals, installed June, 
1989, month-to-month lease, GSA 60 month. rate, 30 day cancellation) 

• No changes or new requirements anticipated at this time. 

m. 119 Executive Way: 

• 17 leased Southwestern Bell flat business rate lines 

• Location scheduled for phase-out in FY 1992. 

IV. Eagle Park (400 Centre Blvd., 1634 Osprey) 

• System: AT&T Definity Generic 1 

• System installed February. 1991, month-lo-month lease, GSA 60 month rate, 30 day 
cancellation. 

• 4 two-way trunks 

• 4 T-l (1.544) circuits to Stoneridge Complex(1 voice. 3 data) 

• 52 stations (45 analog voice temlinals; 7 leased AT&T digital voice temlinals, installed June. 
1989, month-to-month lease, GSA 60 month rate, 30 day cancellation.) 

• Location scheduled for phase-out FY 1992. 

v. Parkerville Warehouse (220 W. Parkerville Rd.): 

• 1 leased Southwestern Bell flat business rate line 

• 2 stations 

• No changes or new requirements anticipated at this time. 

VI. Central FacUity (227S Hwy 77 N.): 

• System: AT&T System 75 Definity Generic 1 
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• System installed March. 1991. month-to-month lease. GSA 60 month rate. 30 day cancellation. 

• 6 T-l (1.544) circuits to Stoneridge Complex (3 voice. 3 data) 

• 2 T-l (1.544) circuits to N15 Site Grey House (1 voice. 1 data) 

• 20 two-way trunks 

• 13 leased Southwestern Bell flat business rate lines 

• 448 stations (417 analog voice tenninals; 31 leased AT&T digital voice tenninals. installed 
June. 1989. month-to-month lease. GSA 60 month rate. 30 day cancellation) 

vn. N15 Site, Grey House (Rt. 3, Box 13Oc, Hoyt Rd.) 

• 23 Southwestern Bell flat business rate lines. 

VDI. N15 Site, Magnet Development Laboratory (223 Hoyt Rd.) 

• System: AT&T System 75 Definity Generic 1 

• System installed October. 1991. month-to-month lease. GSA 60 month rate. 30 day 
cancellation. 

• 50 stations 

Exhibit 4-1. SSCL Voice Communications Configuration. is a diagram of the current system. 
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Data Communications: The SSCL General Data Network is a multi-vendor, multi-media system. It is 
designed to suppon a wide variety of protocols and provide connectivity among remote SSCL sites and 
from them to other DOE installations, as well as to universities and project subcontractors. The three 
locations described below will have Fiber Optic Distributed Data Interface (FOOl) backbones for their 
routed Ethernet segments, and work will begin on implementation of pure FDDI network in all three 
areas. 

Stoneridge Area: Buildings in the Stoneridge Park Complex are connected by Ethernet and fiber optic 
cables. Ethernet segments within the buildings are bridged and routed. Other buildings in the Stoneridge 
area (Provident Bank, Eagle Park, and PB/MK buildings at Westmomland and Redbird) are connected to 
the complex by dedicated Tl circuits. They are interfaced with routeJ'S and have local Ethernet segments 
connected within the buildings. Dedicated Tl circuits provide wide area network (WAN) connections to 
the University of Texas at Dallas for interface with THEnet/Sesquinet (regional networks of Texas 
educational institutions), and to Fenni National Accelerator Laboratolry, Oak Ridge National Laboratory, 
Florida State University and the University of Texas at Austin for ESnet ESnet provides connectivity to 
HEPnet and Internet. 

Central Facility: The Central Facility network consists of a FDDI backbone connected to Ethernet 
segment bUnk. cabling with distribution to the desktop through un:shielded twisted pair cable. Three 
dedicated Tl circuits provide connectivity to the Stoneridge Complex and, through it, to the various 
WANs. 

Data Communications, NI5 Site: Facilities at the NIS Site are served by an Ethernet backbone connected 
through network concentrators to other standard SSC Laboratory network. components. One dedicated Tl 
circuit from the Grey House and two from the MDL link the NIS site to the Central Facility and, through 
it, to the Stoneridge Complex and the W ANs. 

Exhibit 4-2 illustrates the current SSCL General Data Network.. 
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A4. Planned Minor InitiativeslNew Systems or Senices 

Voice Communications: During FY 1992 the Eagle Park and Executive Way sites in the Stoneridge Area 
will be phased out. Prior plans called for the PBX in use in Eagle Park to be reutilized in the MDL at the 
N15 Site. Because equipment was required for MDL before Eagle Park personnel could be relocated, an 
additional PBX unit was leased. The Eagle Park PBX will now be rehlmed to the vendor when that site is 
phased out. Executive Way is served only by leased lines; service will be discontinued. 

The tables below (Table 4-1 and Table 4-2) identify modifications to the current voice communications 
environment in existing facilities and projected service for two planned new facilities. 

Table 4-1 

Voice Communications Modifications to Service, 18:xisting Facilities 

Facility ModifICation 

Stoneridge Parle 
One long distance Tl circuit will be leased, increasing the total number of 
outbound lines to 48. 
40 Direct Inward Dial (D1D)trunks will be added. 

Central Facility 
A total of 2200 stations will be in place by FY 1994; 1400 will be added in 
FY 1992 and 400 will be added in FY 1993. 
20 additional two-way trunks, for a total of 40 
17 additional IFB lines, for a total of 30 

N15 Site: MDL 
200 additional stations, for a total of 250 
4 two-way trunks 

N15 Site: Grey House 
Direct cable link will be established to MDL 
18 existing IFB lines will be discontinu(:d, replaced with 21 stations through 
theMDLPBX 

Table 4-2 

Voice Communications Installations for Planned New FacUlties 

Facility Equipment 

I Ennis Warehouse 1 flat business rate line 

N15 Site: ASST 1 Tl circuit to MDL 

In FY 1992 voice communication service will be extended through the MDL system to additional 
facilities planned for the N15 site, including the Magnet Test LaboratlC)l'Y (M11..). 42 support trailers, and 
12 converted residences. 

A request has been submitted to the Department of Energy to conduct a long distance service pilot project 
using a Small Disadvantaged Business (SDB). Preliminary research indicates an SDB vendor can provide 
adequate service at lower cost than MCI. and if the pilot project is approved and successful. an SDB 
vendor will replace MCI. Based on this planning, a request for an ex:emption from using FrS 2000 has 
been filed with the SSCPO of the DOE. 

The number of common-use facsimile machines will be increased by SO during FY 1992 (25) and FY 
1993 (25). These additional machines will serve the expanded and dispersed facilities and additional 
personnel projected for this period. Cost of these machines is estimatc~ at $86 thousand in FY 1992 and 
$86 thousand in FY 1993. 
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Exhibit 4-3 shows the proposed voice communications system. 

Data Communications: Data communications initiatives for the planning period will be driven primarily 
by the SSC Laboratory requirement for expansion of data communications capability to include new 
temporary and pennanent facilities, and expansion of existing facilities. The only exception to this is a 
requirement for upgrades to the existing Stoneridge Complex segment of the network. Network 
equipment currently in the Eagle Palk offices will be relocated to the Stoneridge Complex when that 
facility is phased out in FY 1992. 

Twisted pair multiport repeaters in the Stoneridge Complex portion of the SSClr-GDN will be upgraded 
to confonn to the IEEE 802.3 ANSI Standard and to more recently completed SSCL facilities. (Buildings 
in the Stoneridge Complex were the earliest SSCL facilities and equipment installed in the complex 
predates the standard.) Upgrading to this standard will enhance network efficiency and expand 
interoperability, allowing for more flexibility in future procurements. Routers and AppleTalk gateways in 
the Stoneridge Complex will also be upgraded to resolve existing problems. Cost for the Stoneridge 
Complex upgrade is estimated at SS81 thousand. (This sum includes AppleTalk gateway upgrades for the 
existing Central Facility portion of the netwolk.) 

The Central Facility portion of the SSClr-GDN will be expanded into areas due to be fmished and 
occupied in FY 1992, including 900 offices to be located in the warehouse area. Network segments within 
defined areas of the Central Facility (total size of this facility is approximately SOO,OOO square feet) will 
be configured independently of one another and linked by fiber optic cables which may consist of 
Ethernet and/or FODI. Within each area, networks will consist of an entrance equipment room housing 
routers, concentrators, gateways, and star controllers, and several distribution equipment rooms, housing 
concentrators, gateways, and star controllers. Trunk cabling will connect the entrance room to the 
distribution rooms and twisted pair cabling will link distribution rooms to each desktop.2 Cost of this 
expansion is estimated at S542 thousand. 

The NIS Site MDL and Grey House facilities were configured with equipment borrowed from Central 
Facility and other reserves. Equipment for these sites will be purchased to pennit restoration of borrowed 
equipment to reserves and bring these facilities into confonnity with other portions of the SSClr-GDN. A 
main entrance room located in the MDL will link the NIS site to the Central Facility and will serve 
individual entrance rooms in other NIS Site facilities. Cost of this initiative is estimated at S2SS thousand. 

The SSCL-ODN will be expanded to include the new Accelerator Systems String Test (ASST) facility at 
the NIS Site. Cost of this expansion will be approximately $64 thousand. 

The SSCL-GDN will be expanded to the new Magnet Test Laboratory (MTL) at the NIS Site. Cost of 
this expansion will be approximately $108 thousand. 

Data communications capability will be provided for up to 42 temporary suppon trailers at the NIS Site. 
Use of these trailers will be discontinued after permanent facilities at the campus are completed and 
equipment purchased for them will be reutilized in in the pennanent facilities. Cost of this expansion is 
estimated at $388 thousand. 

The SSCL-GDN will be expanded to include 12 residences located at the permanent campus site 

2configuration of other new segments of the SSCL-GDN identified below, including the ASST. M1L, temporary 
support trailers. and converted residences at the permanent campus, will confonn to this description. 
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Exhibit 4-3 
SSCL Planned Voice Communications Configuration 
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scheduled to be convened to SSCL permanent facilities. Cost of this expansion is estimated at $318 
thousand. 

During FY 1992 a Network Operations Center will be established at the CF. Network management 
equipment will be relocated from the Stoneridge Complex. Local Talk. gateways will be upgraded. ESnet 
connections will be moved from the Stoneridge Complex to the CF Network Operations Center in FY 
1992; THEnet/Sesquinet will be moved in FY 1993. There is no cost to the Laboratory for moving these 
services; SSCL ESnet costs are borne by the OSC (Office of Scientific Computing) of the DOE. 

An integrated network management system will be installed in the Network Operations Center. This 
system has been designed to provide network management capability in a multi-vendor environment and 
to provide automatic isolation of hard and soft network failures, automatic topology discovery, intelligent 
alarm filtering, and security violation detection and lockout. Cost of this system is estimated at $75 
thousand. 

There are tentative plans to expand the Central Facility location with additional structures. If these plans 
are carried out in FY 1993, SSCL-GDN connectivity will be extended to employees housed in those 
facilities. Cost of this expansion will be approximately $675 thousand. 

In order to maintain appropriate bandwidth capability between SSCL facilities it may become necessary 
to replace Tl circuits with T3 circuits. No specific costs can be projected for such a transition at this time, 
however T3 circuits will probably be more economical than large numbers of Tl circuits for providing 
expanded capability. 

Exhibit 4-4 shows the proposed data communications system. A completed Schedule 4-5 follows the text 
of this section. 
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Exhibit 4-4 
Planned SSCL General Data Network (SSCnet) 
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AS. Planned Major Initiatives 

Permanent Voice Communications System (FY 1993) 

It is anticipated that during FY 1992 plans for SSC Laboratory permanent campus will be finalized and 
approved, and temporary facilities will have stabilized. At that time, detailed planning will be carried out 
for a permanent (through the period of construction) voice communications system for the laboratory. 
Final plans will be based on the outcome of a cost/benefit comparison of a leased Centrex (AT&T) 
system versus a purchased PBX system. 

This study could result in the purchase of a Laboratory-owned PBX system and, for purposes of this plan, 
it is assumed that such a system will be approved when specifications are presented, along with 
appropriate supporting acquisition documentation. 

This item was identified as a Planned Major Initiative in the FY 1993 plan, at a projected cost of $2.5 
million (this amount included other telecommunications facilities). At that time, purchase of the system 
was projected for FY 1994. The population of the laboratory has increased more rapidly than anticipated, 
and it is not cost effective to continue expanding the voice communications system using leased modules 
for the period of time originally planned. Consequently, the acquisition of a permanent voice 
communications system is now scheduled for FY 1993. In addition, the projected cost has been isolated 
from other telecommunications facilities expenditures and is now estimated at $1.5 million. 

Central Fadlity-Collider Ring Communications Unk (FY 1994) 

A direct, private communications link supporting multiple protocols may be required between the Central 
Facility and the F3 access location on the Collider Ring as early as FY 1994. Establishing this link would 
involve obtaining rights of way and laying approximately 12-15 miles of fiber optic cable (at least 200 
fiber optic pairs) between the Central Facility and the F3 location. 

This link will be required if the scope of the Central Facility is expanded to include serving as a locus for 
remote conttol of the accelerator systems and detectors. This issue is currently being evaluated, and final 
determination is expected no later than the end of FY 1992. 

Exact speCifications for this communications link will be defined once the requirement has been 
established; at present, it is assumed that all plOCUJClllents related to it will be fully competitive. Projected 
cost of this initiative is $4 million, subject to revision as requirements dictate. 

Exhibit 4-5 shows the location of the Central Facility-Collider Ring communications link. 
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A6. Schedule 4-1A, Telecommunications Resource Estimates, Part 1 

A completed Schedule 4-IA. Pan 1 follows this page. 

A6. Schedule 4-1A, Telecommunications Resource Estimates, Part 2 

A completed Schedule 4-1A, Pan 2 follows this page. 

A7. Schedule 4-2 Major Telecommunications Initiative 

Two completed Schedules 4-2 follow this page. 
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reARIMENI'OFeBOY 
'1FlB:.'OMMUNICA11ONS RmQURCEl Im1MA'IE 

(Dollars in lboullllds) 
SCHEDULE 4-1A. Part 1 

SrIE: supet CONOOCDNQ supetCOI 1 rom FIDlc:tional Alrea: TeJcegmmunjc'tigD'--vojee and Dill 

RESOURCE ESTIM~TES IN THOUSANDS 
REPORTING CATEGORY !!V 91 1!Y92 1!Y93 ~Y94 1!Y95 1!Y96 1!Y!17 !!V 98 

1. CAPITAlINVES]MENTS 
A. Purchase of Hardware 1266 2560 1992 385, XXXXX XXXXX XXXXX XXXXX 

B. Purchase of Software 0 75 0 0' XXXXX XXXXX XXXXX XXXXX 

C. Site Preparation XXXXX XXXXX XXXXX XXXXX 
SUBTOTAl CATEGORY 1 1266 2635 1992 385, 325 325 1:b5 301 

2. TELECOMMUNICATIONS 
OPERATING COSTS )()()()(x A. Govemment Workyears 0 0 0 0' XXXXX XXXXX XXXXX 

B. Inhouse Personnel CoItI 
1. Syltem Operations 788 1002 1029 1157' XXXXX XXXXX XXXXX XXXXX 

2. Systems Maintenance 1M3 463 824 8501 XXXXX XXXXX XXXXX XXXXX 

3- AnalysillDelignlEngineering 319 319 319 4501 XXXXX XXXXX XXXXX XXXXX 

"- SYSlllml Studies and Other 191 258 285 331 XXXXX XXXXX XXXXX XXXXX 

C. Other Inhouse Operating CoIlS 
1. HardwarelSoftware Purchases 3910 3882 1875 2471 XXXXX XXXXX XXXXX XXXXX 

2. Lease of Hardware 0 0 0 01 XXXXX XXXXX XXXXX XXXXX 

3- Lease of Software 0 0 0 01 XXXXX XXXXX XXXXX XXXXX 

4. Space 0 0 0 01 XXXXX XXXXX XXXXX XXXXX 

5. Supplies and Other 174 234 273 2Uli XXXXX XXXXX XXXXX XXXXX 
SUBTOTAl CATEGORY 2 6733 6158 4205 5275, XXXXX )OOfJO( XXXXX XXXXX 

3- COMMERCIAL SERVICES 
A. Leased Voice Communic:ations 600 946 888 757' XXXXX XXXXX XXXXX XXXXX 

B. Leased Data Comrnunlc:ationl 0 0 0 01 XXXXX XXXXX XXXXX XXXXX 

C. OperationllMaintenance 475 1152 1350 470Si XXXXX XXXXX XXXXX XXXXX 

n Systems Analysis. Programming. 0 0 0 01 XXXXX XXXXX XXXXX XXXXX 
Design. and Engineering 

E. SIUdies and 0Iher 35 137 211 25Ei XXXXX XXXXX XXXXX )()()()()( 

SUBTOTAl CATEGORY 3 11111 ~!J~ ~49 ~',11 XXXXX XXXXX lOOOO( XXXXX 

"- NONCOW.£RCIAL SERVICES 
A. Payments 

1. 0Iher DOE Si_ 0 0 0 Cli XXXXX XXXXX XXXXX XXXXX 

2. 0Iher Exec. Branch Agenc:ieI 0 0 0 Cli XXXXX XXXXX XXXXX XXXXX 

3- 0Iher Noncommercial Service 3 3 3 ~I XXXXX XXXXX XXXXX )()()()()( 

B. Offsetting Collections (-, 0 0 0 Cli XXXXX XXXXX XXXXX XXXXX 
SUBTOTAl CATEGORY 4 3 3 3 ~I )(.1000( Xxxl()( XXXXX XXXXX 

SUBTOTAl COMBINED CATEGORIES 2+3+4 7846 8396 6457 1099E; 7789 8084 7352 7665 

GRAND TOTAl 9112 11031 6449 11381 8114 6389 8727 7966 

NOTE: OOVERNMENT WORICYEARS (Secti ... 2A) ... DOl iDcIuded ill .. '--I for c.e.CIIY 2 or Gnad TDIal. 
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DEPARTMENT OF ENERGY 
TELECOMMUNICATIONS RESOURCES ESTIMATE 

Resource Estimates in Thousands 

SCHEDULE 4-1A. Part 2 

SUE: SUPERCONDUCIING SUPER COLLIDER 

Functional Area: Telecommunjcations--Vojce and nata 

PROGRAMMATIC DISTRIBUI'ION OF CATEGORY 1 - CAPITAL INVESTMENTS 

B&RCCODE FY 1991 FY 1992 FY 1993 FY 1994 FY 1995 FY 1996 FY 1997 FY 1998 
KSOI 1266 2635 1992 385 325 325 1375 301 

TOTALS: 1266 2635 1992 385 325 325 1375 301 

PROGRAMMATIC DISTRIBUI'ION OF CATEGORY 2+3+4 - OPERATING EXPENSES 

B&RC CODE FY 1991 FY 1992 FY 1993 FY 1994 FY 1995 FY 1996 FY 1997 FY 1998 
KSOI 7846 8396 6457 10996 7789 8064 7352 7665 

TOTALS: 7846 8396 6457 10996 7789 8064 7352 7665 
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DEPARTMENT OF ENERGY 
MAJOR TELECOMMUNICATIONS INITIATIVES 

SCHEDULE 4-2 

SITE: SlJPERCONDUcrING SUPER COLLIDEB 

PROGRAM AREA: TELECOMMUNICATIONS ACTIVITIES AI SSC LABORATORY 

MIE NUMBER: SSC-93-1 

SYSTEM/SERVICE NAME: TO BE pETERMINEO 

TYPE OF INITIATIVE: NEW REOllIREMENT--PUBCHASE OF PBX Sym~ 

DOE FUNDING PROGRAM SUPPORTED: KSOl-SSC RESEARCH. DEVELOPMENT AND OPERATIONS 

TELECOMMUNICATIONS FUNcrIONAL AREA AUPPORTED: VOICE COMMUNICATIONS 

DESCRIPI'ION: The Telecommunications section currently OJ)erates and maintains a temporary leased PBX 
System that supports all sites within the SSCL AcqUisition of a permanent system is proposed for FY 
1993. This wjJJ .saye approximately 5350.000 per year in lease costs. 

OTHER ALTERNATIVES EXAMINED BUT NOT SELECTED: CENTRIX 

ACQUISITION STRATEGY: PURCHASE 

PROCUREMENT STRATEGY: FULLY-COMPEII11VE 

IMPLEMENI'ATION STRATEGY: 
DESIGN AND ENGINEERING: llL2l CONTRACI' AWARD: 2.3 
SOLICITATION: llL2l CUTOVER/OPERATIONAL: 2.J 

RESOURCE ESTIMATES .. THOUSANDS 
REPORTING CATEGORY 1!!91h 1!!9~ I!!9B 1!!9iS4 ~~R 1!!9§i 1!!91'7 I!!9I111 

1. CAPITAL INVESTMENTS 

A. HardwarelSoftware 0 0 1500 0 0 0 1000 0 
Purchue 

a. Site p,..,.,.1Ian 

SUBTOTAL CATEGORY 1 0 0 1500 0 0 0 1000 0 

2. RECURRING COSTS 

A. OperalionallMllinl8nance 250 250 250 250 251 
Colli 

a. Commercial SenricII 600 775 553 808 869 735 809 890 

C. Noncr:mmercial ServIce 

SUBTOTAL CATEGORY 2 600 775 553 858 818 tI85 1058 1141 

GRANO TOTAL 800 775 2053 858 818 tI85 2058 1141 
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DEPARTMENT OF ENERGY 
MAJOR TELECOMMUNICATIONS INITIATIVES 

SCHEDULE 4-2 

SITE: SUPERCONPUCIJNG SUPER COLLIPER 

PROGRAM AREA: TELECOMMUNICATIONS ACTIVITIES AT SSC LABORATORY 

MIE NUMBER: SSC-94-1 

SYSTEM/SERVICE NAME: yOICE COMMUNICATIONS 

TYPE OF INITIATIVE: FIBER PURCHASEIINSTALLATION 

DOE FUNDING PROGRAM SUPPORTED: KSOl--SSC RESEARCH. DEVELOPMENT AND OPERATIONS 

TELECOMMUNICATIONS FUNCTIONAL AREA AUPPORTED: VOICE AND DATA COMMUNICATIONS 

DESCRIPTION: Dark fiber includinB 200 pain and 6 conduits installed from Central Facility (00 to F3 
(approximately 12 mUesl, 

OlHER ALTERNATIVES EXAMINED BUI' NOT SELECTED: 

ACQUIsmON STRATEGY: PURCHASE 

PROCUREMENT STRATEGY: FULLY-CQMPEIITIYE 

IMPLEMENTATION STRATEGY: 
DESIGN AND ENGINEERING: 2.l 
SOLICITATION: 2.l 

REPORTING CATEGORY FY92 

1. CAPfTAlINVESTMENTS 

A. Hardwlll'eISoftw .. o 
Purchau° 

B. Site Praparalion 

SUBTOTAl CATEGORY 1 o 

2. RECURRING COSTS 

B. Commercial SeMen 

C. Nonc:ammercial Service 

SUBTOTAl CATEGORY 2 

o 

o 

CONTRACT AWARD: 
curOVER/OPERATIONAL: 

RESOURCE ESTIMATES IN THOUSANDS 

o 3000 o 

o 3000 o 

300 

300 

FY97 FY98 

o o o 

o o o 

300 300 300 

300 300 300 

GRAND TOTAl 0 0 0 3000 3300 3300 3300 3300 

*Fiber between CF and Fl, approximately 12 miles (Dark Fiber), is not capital hardware/software but is 
considered operating costs. 
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COMPUTER NETWORKING RESOURCES SCHEDULE 4-5 

For Site-Managed Networks, complete all items. For External Networks, complete only items 1 through 8. 

1. Network Name: SSCL General Data Network (SSCL-GDN) 

2. Network Acronym: SSCnet 

3. XXXXXX Currently Used Network ___ Planned NetworklSystem-

- Implementation Planned for FY Type of Initiative: __ Major Minor 

4. XXXXXXSite Managed Network 

--Network Owner: 
--Host Computing System: 
--Host Location: 

___ External NeM'Ork--

5. Network Management Organization: SSCUComputing DivisionlNehIVork Systems Group 
Point of Contact: Terence Johnson 
Telephone No.: (214) 708-6085 
Street Address: 2550 Beckleymeade Ave., Dallas TX 75237 

6. Network Access: Open XXXXX Limited __ Restricted 
Network access provided to whom? DOE SITES AND OTHER AUTODIN SITES Vendors, Contractors, 
Collaborators 

7. Protocols Supported: TCPIIP, DECnet, AppleTalk, Ethertalk, LAT 

8. Gateway Access Used: Internet, HEPnet, THEnet, Sesquinet 

9. Community of Service: All elements of the SSCL, Its vendors, contractors and collaborators. 

10. Network Operation Organization: SSCUComputing DivisionlNetwork Systems Group 
Point of Contact: Michael McMillan 
Telephone No: (214) 708-6065 
Street Address: 2550 Beckleymeade Ave., Dallas TX 75237 

11. Technical Point of Contact: W. Blair Halbert 
Telephone No.: (214) 708-5307 
Street Address: 2550 Beckleymeade Ave., Dallas TX 75237 

12. Administrative Point of Contact: Sherry Oliver 
Telephone No.: (214) 708-6031 
Street Address: 2550 Beckleymeade Ave., Dallas TX 75237 

13. Network Topology: Combination: Bus, Star, Unking Star, Heirarcl1ial Star and Token Passing Ring 
Primary Nodes (NumberJlocation): 16 each/Dallas, TX; 3 each/W8)I:ahachie, TX; 2 eachlEllis Co., TX 

14. Transmission Technology Used: Baseband (twisted pair, coaxial and fiber optic), Low and High Speed 
Serial (twisted pair). 

15. Hardware Used: Gateways, routers, bridges, repeaters, multiport Irepeaters, Ethernet concentrators, 
star controllers, and terminal servers. 

16. Operating System Used: Unix, Ultrix, MS-DOS, MacrOS, SUN-OS, VMS 

17. Applications Supported: Program management, MIS, administrativle, CADIDIEIM, detector Simulation, 
electronic mail, digital voice and video conferencing 

18. Security Restraints Employed: Password (entire network non-secure) 

19. GOSIP StandardslCompliance: Physical network meets OSVGOSIP standards; future procurements 
will address other aspects of OSIIGOSIP as appropriate. 
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6 

LONG-DISTANCE TRANSPORT COST ESTIMATES 
(In Thousands of Dollars) 

SITE: SUPERCONDUCDNG SUPER COLLIPER 

SERYICE FX 1993 

1. SWITCHED VOICE 553 

2. SWITCHED DATA 

3. PACKET SERVICES 

4. DEDICATED TRANSMISSION 

s. ELECTRONIC MAIL 

6. ISDN 102 

7. COMPRESSED VIDEO 

8. WIDEBAND VIDEO 

9. OTHER (LONG-DISTANCE CREDIT CARDS/CELLULAR) 31 

TOTAL 686 

SCHEDULE 4-

FX 1994 FX 1995 

608 669 

113 124 

33 35 

754 828 
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SECTION B. FREOUENCY SPECTRUM-DEPENDENT COMMUNICATIONS 

B1. Strategy and M1ijor Accomplishments 

Strategy 

The SSCL goal for frequency spectrum-dependent communications iis in line with the overall laboratory 
strategy of providing flexible, reliable, cost-effective telecommunica,tions capabilities in support of SSC 
construction, research, development, and operations. The following frequency spectrum related functional 
areas and systems are maintained to foster this goal: 

• radio paging/dispatching; 
• repeater systems; 
• safety and security communications systems; 
• remote mobile systems; and 

• microwave systems. 

The initial project-wide estimates for frequency spectrum requirements are now complete. These 
estimates are undergoing review as the detailed long range strategic lsite plan for Telecommunications is 
developed. 1be first step in this process has been the identification of the following organizations and 
functions that do require now, or will require in the future, frequency spectrum communications 
capability: 

• Safety 
• Construction Coordination 
• Facilities Maintenance 

• Hazemat 
• Accelerator Operations 
• Data Communications 
• Fire/Security 
• Physics Operations 

The resulting requirements have driven the development of a laboratory-wide frequency allocation 
scheme. The overall strategy for frequency allocation is to balance: the radio load through the use of 
programmable radios and the creation and management of end user radio frequency affinity groupings. 
This allocation scheme takes into account such technical details as repeater locations and configurations, 
usage of combiners and multiplexers, frequency separation, estimated bandwidth utilization, and 
crossmodulation traffic caused by the anticipated high volume of contJractors with private radio systems. 

An application has been filed with the Department of Energy requesting allocation of sufficient 
frequencies to the SSC project to satisfy the identified initial requirements. In the meantime, safety and 
security requirements are being met through the use of selVices leased from commercial radio providelS. 

As the need to communicate between facilities increases, with a commensurate increase in the number of 
circuits required between facilities, the cost to lease circuits becomes significant. As this number grows, 
evaluations will be made to determine if private links using microwave or by-pass carrielS are more cost 
effective. Evaluations regarding replacement of leased circuits will take into account the need to factor 
redundancy into the formula. Another element in the SSCL genenu strategy for microwave systems 
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involves utilizing them as the primary physical communications circuit during the construction phase for 
sites where the penn anent telecommunications infrastructure is not yet in place. 

Throughout the construction period of the accelerator, analog radios and radio systems will be used to 
keep costs low and avoid acquisition of radio ttunking equipment which almost certainly will be obsolete 
within a few years. In addition, excess equipment will be utilized where ever possible. 

In the short tenn, the same flexibility and responsiveness needed in other areas of telecommunications 
will be imponaDt in frequency spectrum-dependent communications, and requirements will be amended 
as needs become more clearly defined. 

Exhibit 4-6 is a general depiction of the planned overall site topology with regard to frequency dependent 
communications. The diagram depicts the portions of south Dallas and Ellis counties requiring coverage 
by mobile radio and paging systems. 

Major Accomplishments 

• A standard downlink satellite system (one dish) which operates on both the C band and KU 
band (receiver only) was installed at Building 4 in the Stoneridge Complex. 

• 

• 

• 

Bl. 

None 

70 portable transceivers (Motorola P2(0) were leased to service both maintenance and security 
at the Stoneridge Complex. 

Radios were installed for participation in tornado spotting activities through the radio amateur 
civil emergency services. 

Two mobile radio units were installed in security vehicles at Stoneridge. The units provide 
metroplex range through two community repeater channels. 

ReconcUiation to the FY 1993 Plan 
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Exhibit 4-6 
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B3. Currently Utilized ServiceslPlanned Minor Enhancements 

The radio frequency communications systems now in use at at SSC Laboratory facilities include the 
following equipment and features: 

• C/KU Band downlink. satellite receiving system 

• 2 community repeater channels (metro area coverage) 

• 70 leased portable transceivers 

• 450 pagers and metro area paging service (Wide area paging and repeater services will 
continue to be leased locally untillaboratory-owned and operated systems can be established, 
see Section B4 below.) 

• 2 mobile units 

B4. Planned Minor InitiativesINew Systems or Services 

Systems already installed at the Stoneridge Complex will continue to be maintained and operated, with 
appropriate upgrades. Radio frequency communications capabilities will be expanded to include the 
Central Facility, facilities at the main campus N15 Site (MDL, ASST, Mn.., et at), other main campus 
sites as required, and the SSC tunnels. Specific initiatives supporting this expansion are identified below: 

Specifications are being drawn up for a paging system which will support tone and display pagers. The 
system will include a main transmitter, controller links, and a paging tenninal. This system will replace 
leased services unless wider area coverage than it can provide is required by some personnel. In that 
instance, leased services would only be used for applications actually requiring wider area coverage. Cost 
of the paging system (including pagers) is estimated at $ 124 thousand. 

An Emergency Operations Center (EOC) is scheduled for installation at the Central Facility in FY 1992. 
The EOC will incorporate a satellite downlink, laboratory and non-laboratory radio systems, telephone 
and 911 ties, a secure fax, and a secure telephone. Cost of this initiative is estimated at $44 thousand. 

A short haul microwave link will be established between the MDL and the ASST. Communication 
between these two facilities will be required before the communications infrastructure for the area is 
complete, in order to support the Accelerator Systems String Test scheduled during FY 1992. After the 
test is complete, the system will be used at other locations on the West Campus to provide point-to-point 
communications as needed. The need for this system was identified in Acquisition Plan 6135-L92-ll, 
dated October 4, 1991, approved October 17, 1991. Projected costs for the short haul microwave systems 
is approximately $70 thousand. 

Laboratory-owned repeater systems will eventually support 600 mobiles, portables, and base sWions. 
Several simplex nets will also be used. Dedicated repeaters will be used for security, emergency services, 
construction activities, and facilities maintenance. A 300-foot tower located at the southern edge of the 
pennanent campus has been proposed as the main repeater site for the system, with base stations located 
at the Central Facility. The VHF band has been chosen to provide better ground-wave coverage. In 
addition, swplus VHF radios from other government agencies are expected to be available at a significant 
cost savings for the laboratory. Plans call for up to four repeater systems to be installed in FY 1992, with 
additional repeater systems scheduled to come on line in FY 1993. An Acquisition Plan (6235-L92-12) 
for this system was submitted to the DOE SSCPO on October 9, 1991. On November 4, 1991 this plan 
was forwarded to the DOE Office of IRM Policy, Plans, and Oversight by Alan E. Smith of DOE Chicago 
Operations. In his cover letter, Mr. Smith recommended the plan be approved. Cost of this initiative has 
been estimated at $ 119 thousand. 
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Medium-haul, high-speed microwave links may be installed between the Central Facility and the east and 
west campuses in advance of a fiber-optic path in FY 1993. Once a fiber-optic path becomes 
operational,these systems would be used to provide back -up communIcations in the event that the primary 
fiber-optic path were to fail. Estimated cost of this initiative is $110 thousand. 

A summary of major items to be purchased for the frequency spectrum-dependent communications 
planned environment is listed in the table below. 

Table 4-3 
Frequency Spectrum.Dependent Communications Acquisitions, FY 1992·FY 1993 

FacUity Equipment 

All Sites 
330 transceivers (FY 1992-130, FY 1993-200) 
75 mobile units (FY 1992-25, FY 1993-50) 
Paging system (FY 1992) 
500 pagers (FY 1992-330. FY 1993--170) 

Cenual Facility 
Emergency Operations Center, including: 

4 base stations, 2 consoles 
Satellite downlink 
Weather emergency radios 
High frequency (HF) communic:ations system 

N15 Site 
Short haul microwave system linking ASST to MDL 
Microwave test equipment, to includc~ service monitor and peripheral 
devices 

Permanent Campus Radio 
8 repealer systems (FY 1992-4, FY 1993-4) 
300 foot radio tower System 
3 transmit combiners 
4 antennas 
1 receive combiner 
1 preselector 
coaxial cables 

High-Speed Microwave Two system [FY ·1993] operating between Cenual facility and the east and 
west campuses. 

SSCTunnel Radio communications 
tunnel to tunnel 
tunnel to SSC Facilities 

Recently, the SSCL became aware of requirements for communication in the collider nmnel during 
drilling and COnstIUction. A task force was formed consisting of La.boratory Communications, PB/MK 
and CCD to determine if the radio equipment necessary for the construction of the nmnel could be used 
for the operational ES&H system already planned for the operation of the accelerator. This task force is 
developing a conceptual design and general plan which will attempt to address both needs. 

B5. Planned Major Initiatives 

No systems will exceed the $1 million development threshold. 
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B6. Schedule 4-1B, Telecommunications Resource Estimate, Part 1 

A completed Schedule 4-1B. Part 1 follows this page. 

B6. Schedule 4-1B, Telecommunications Resource Estimate, Part 2 

A completed Schedule 4-1B. Part 2 follows this page. 

B7. Schedule 4-2 Major Telecommunications Initiative 

No systems will exceed the $1 million development threshold. 

SSCL 4-29/Jan 92 



IEIARlMINI'OFENERGY 
'IEIECOMMUNICA'I1ONS RESOURCES EmMAlE 

(Dollars in ThoulUlds) 
SCHEDULE 4-18 , Pm 1 

SITE: SIN C'ONIXJcrING stJJBCDI J IDm Functional Area: TelecgmmynicatjoDI--FTI;gueocy SpeclrumlDcpcodent Cgmmynje.,jonl 

RESOURCE ESTIMATES INTHOUSANOS 
REPORTING CATEGORY ~91 ~92 ~93 ~94 ~9S ~96 ~97 ~98 

1. CAPITAL INVESTMENTS 
A. Purchase of Hardware 0 275 160 75(11 XXXXX XXXXX XXXXX XXXXX 

B. Purchase of Softwale 0 0 0 (II XXXXX XXXXX XXXXX XXXXX 

C. Sits Pr.paration XXXXX XXXXX XXXXX XXXXX 
SUBTOTAL CATEGORY 1 0 275 160 7501 50 50 50 50 

2. TELECOMMUNICATIONS 
OPERATING COSTS 

A. Government Workynrs 0 0 0 (I, XXXXX XXXXX XXXXX XXXXX 

B. Inhous. Pensonnel Costa 
1. Syll8m Operations 45 110 148 183, XXXXX XXXXX XXXXX XXXXX 

2. Syal8mS Maintenance 100 110 148 183 XXXXX XXXXX XXXXX XXXXX 

3. AnalysislOesigniEngineering 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 

4. Syal8ml SlUCfies and 0Iher 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 

C. Other Inhouse Operating Costa 
1. HarclwarelSoflware Purchases 23 145 119 82 XXXXX XXXXX XXXXX XXXXX 

2. L .... of Hardware 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 

3. L .... of Software 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 

4- Space 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 

5. Supplies and Other XXXXX XXXXX XXXXX XXXXX 
SUBTOTAL CATEGORY 2 188 365 411 448 XXXXX XXXXX )()OO()( XXXXX 

3. COMMERCIAL SERVICES 
A. Leased Voice Convnunicalions 38 78 0 0 XXXXX XXXXX XXXXX XXXXX 

B. Leased Data Convnunications 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 

C. OperaIionslMaintsnance 2 2 42 42 XXXXX XXXXX XXXXX XXXXX 

D. Syal8mS Analylis, Programming, XXXXX XXXXX XXXXX XXXXX 
Design, and Engineering 

E. Studies and Other 30 20 0 0 XXXXX XXXXX XXXXX XXXXX 
SUBTOTAL CATEGORY 3 70 100 4~ 42 XXXXX XXXXX XXXXX XXXXX 

4. NONCOMMERCIAL SERVICES 
A. Payments 

1. Other DOE Si_ 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 

2. Other Euc:. Branch Agencies 0 0 0 0 XXXXX XXXXX )()()()()( )()()()()( 

3. Other Noncommercial Service 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 

B. Offsetting CoIlecliona (-) 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 
SUBTOTAL CATEGORY 4 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 

SUBTOTAL COMBINED CATEGORIES 2+3+4 238 465 453 490 497 497 497 497 

GRAND TOTAL 238 740 813 1240 547 547 547 547 

NOTE: OOVERNMENT WORKYEARS (Sectiaa 2A) __ iDcIudeoi ill .. bcMal for c.....,. 2 or Orad T-.1. 
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DEPARTMENT OF ENERGY 
TELECOMMUNICATIONS RESOURCES ESTIMATE 

Resource Estimates in Thousands 

SCHEDULE 4-1B. Part 2 

SrrE: SUPERCONDUCTING SurER COLLIDER 

Functional Area: Telecommunications--Freguency SpectrumlDependent Communications 

PROGRAMMATIC DISTRIBUTION OF CATEGORY 1 - CAPITAL INVESTMENTS 

B&RCCODE fY 1991 fY 1992 fY 1993 EX 1994 fY 1995 fY 1996 EX 1997 fY 1998 
KSOI 0 275 160 750 SO SO SO SO 

TOTALS: o 275 160 750 SO SO SO SO 

PROGRAMMATIC DISTRIBUTION OF CATEGORY 2+3+4 - OPERATING EXPENSES 

B&RCCODE 
KSOI 

TOTALS: 

fYl991 fYlm fYlm EX 1m fYlm fYlm EX 1m fYlm 
238 465 453 490 497 497 497 .497 

238 465 453 490 497 497 497 497 
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SECTION C. ornER TELESER\TJCES ACIMTIES AND PROGRAMS 

Ct. TELECONFERENCING ACTIVITIES 

CI.t Strategy and M.vor Accomplishments 

Strategy 

The SSCL video teleconferencing strategy is to maximize the benefilts of widespread panicipation in the 
SSC project within the High Energy Physics communities throughout the United States and the world, 
while reducing the time and expense required for travel. 

The video teleconferencing system was designed in accordance with! an approved plan (plan 623S-L90-
02, dated March 26, 1990, approved June 18, 1990), which has sel"~ed as a model for two other video 
teleconferencing systems within the DOE. Strategy outlined in this plan includes providing support for 
the development of video teleconferencing capabilities at other appropriate sites in order to expand 
participation in the SSC project as rapidly as possible. 

Video teleconferencing connectivity is currently provided through lthe SSCL-GDN ESnet connection. 
However, Integrated SeNices Digital Network (ISDN), making use of AT&T lines with worldwide 
connectivity, will become the primary carrier of SSCL video teleconferencing as soon ~ ISDN is more 
widely deployed, probably within the next two years. 

The SSCL cable television system is designed primarily to enhance communication within the laboratory 
and provide personnel with access to infonnation, but it is nlso interconnected to the video 
teleconferencing system. The system provides access to seminars and meetings for personnel who cannot 
take time to travel to a central location, or who could not be accommodated in a single auditorium. Oosed 
circuit television (CCIV), independent of the cable system. will be employed for security purposes where 
it offers a viable and more economical alternative to direct supeNiision by security personnel. Video 
teleconferences can be broadcast through the closed circuit system, and video conferencing satellite 
downlink video can be channeled into the video teleconferencing systc:m using the CCIV system. 

Major Accomplishments: 

• The video teleconferencing network has been expanded to support two SSC Laboratory sites 
and five remote sites, including the SSC Laboratory Stoneridge Complex and Central Facility, 
Lawrence Berkeley Laboratory (LBL), Fenni National Accelerator Laboratory (FNAL). 
Harvard University, Oak. Ridge National Laboratory (ORNL) and KEK National Laboratory in 
Japan. 

• ISDN connectivity was successfully established as a part of a research and development project 
with Southwestern Bell; video teleconferences have been successfully conducted with Japan 
and Italy. 

• The SSCL has fostered the development of video teleconfc~rencing throughout the Energy 
Research community and helped to establish a Video WoJl'ldng Group within the Energy 
Sciences Network Site Coordinating Committee. 

• The cable IV system for the Stoneridge Complex has become fully operational. 

• The closed circuit IV system monitors Building 4 at the Stoneddge complex. 
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Cl.2. Reconciliation to the FY 1993 Plan 

A video teleconferencing system was purchased for the Central Facility. The decision to acquire the 
Central Facility had not been made at the time the FY 1993 plan was completed. 

Cl.3. Currently Utilized ServiceslPlanned Minor Enhancements 

The video teleconferencing system at the SSCL includes one Codec3 system installed at the Stoneridge 
Complex and one installed at the Central Facility. The VTC (Video Telecom Corporation ) Codec 
systems are software-based and, therefore, will comply with the H.261 CCI1T standard without 
replacement of hardware. The system provides for multi-point conferencing using a DVBX (Digital 
Video Branch Exchange) routing switch. The DVBX is a central node with up to 15 ports, and one or 
more of these ports can be tied to another DVBX, providing links with additional sites. A voice-activated 
video teleconferencing signal router provides switched 64Kb service for intercontinental communication 
using ISDN. The system supports remote manipulation of peripherals, allowing remote participants to 
zoom in on slides and ovedlead projections without intervention by the speaker. The system also provides 
facsimile transmission capability between conference sites. 

The video teleconferencing networlc currently supports seven sites, with connectivity for the system 
provided by ESnet, supplemented by dial-up service through ISDN. The networlc includes two DVBX 
routing switches, one located at FNAL, which can support eight sites, and one at SSCL Stoneridge, which 
can support 14 sites, including eight through ISDN dial-up. See Exhibit 4-7, Video Teleconferencing 
NetwoIk. 

All major SSCL conference rooms have outlets for the SSCL cable TV system. The video 
teleconferencing equipment is portable and can use the cable TV transmission backbone as a broadcast 
medium. This gives every conference room the potential for use as a video teleconferencing site. The 
cable TV system can also be used to allow passive viewing of video teleconferences in which the 
laboratory participates. 

The the sse Laboratory satellite cable TV system serves buildings in the Stoneridge Complex; the 
system has a satellite downlink, broadcast capability from the Stoneridge 4 auditorium, two character 
generators for announcements, and VCRs. All conference rooms and reception areas in the Stoneridge 
Complex have viewing monitors. Closed circuit television provides dual camera monitoring for the area 
surrounding Stoneridge 4. Owmels provided are described in Table 4-4 below. 

Table 4-4 

sse Laboratory Stoneridge Complex Cable TV 

Channel Description 

2S SSe.. geneIal infonnation/evCllts bulletin board. 

33 C-SPAN, CNN,local TV (programming dependent on SSe.. events) 

35 SSe.. auditorium, Stoneridge Complex, Building 4 

37 NfSC/WY5V Dopplez radar 

39 Computing Division infonnation channel 

3Codec: coder/decoder, the device that stores, compresses, ttansmits and receives video frames and audio. 
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Exhibit 4-7 
VIDEO TELECONFERENCING NETWORK 
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CI.4. Planned Minor InitiativesINew Systems or Services 

An H.261 compliant Codec gateway will be installed at the Stoneridge site in FY 1992. The gateway will 
provide speed conversion capability to facilitate the use of commercial networks such as the Sprint 
Meeting Channel. This capability. available at relatively low cost. will greatly increase the potential size 
of the video teleconferencing netwoIX. It will provide connectivity to smaller institutions that have no 
video teleconferencing capability of their own. but do have access to services like Sprint. Cost of this 
initiative is estimated at $36 thousand. 

Re-Iocation of technical personnel to the N15 Site has created a need for video teleconferencing 
capability from that site. Providing this capability is consistent with the goals established in the approved 
plan. A Codec video teleconferencing system will be installed in the MDL at the N15 site in FY 1992. at 

an estimated cost of $60 thousand. 

See Exhibit 4-8. FY 1992 SSCL Video Conferencing System 

The SSC Laboratory Video Teleconferencing Plan (plan 6235-L90-02. dated March 26. 1990. approved 
June 18. 1990) called for the SSC Laboratory to suppon the addition of sites to the video teleconferencing 
netwoIX by bearing 50% of the cost of a Codec video teleconferencing system for each new site. In 
accordance with this approved plan. the SSC Laboratory will provide this suppon for new sites scheduled 
to be added in FY 1992 (5) and FY 1993 (5). Location of these sites will be dictated by the administrative 
and technical needs of the two detector collaborations. SDC (Solenoidal Detector Collaboration) and 
GEM (Gamma Electron Muon) Cost of this initiative will be approximately $150 thousand in FY 1992 
and $150 thousand in FY 1993. 

The Central Facility does not have a cable television system. Providing such a system will give personnel 
scheduled to occupy the Central Facility by the end of FY 1992 access to imponant laboratory meetings 
and presentations broadcast over the system currently in use in the Stoneridge Complex. It is not feasible 
or desirable for personnel at the Central Facility to travel to Stoneridge in order to have access to these 
meetings and presentations due to the potential expense and time/productivity loss that would result Cost 
of this initiative is estimated at $27 thousand. 

The Central Facility is approximately 500.000 square feet in size. Maintaining adequate security at this 
site will require installation of a closed circuit television monitoring system. Without such a system. a 
large number of security personnel would have to be hired in order to maintain security in the facility. 
particularly outside of nonnal business hours. Cost of this initiative is estimated at $41.5 thousand. 

CI.5. Planned Major Initiatives 

There are no Planned Major Initiatives for teleconferencing at this time. 
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Exhibit 4-8 
FY-92 SSCL VIDEO CONFERENCING SYSTEM 
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Cl.6. Schedule 4-lC Telecommunications Resource Estimate, Part 1 

A completed Schedule 4-1 C, Pan 1 follows this page. 

Cl.6. Schedule 4-lC, Telecommunications Resource Estimate, Part 2 

A completed Schedule 4-1 C, Pan 2 follows this page. 

Cl.7. Schedule 4-2, Major Telecommunications Initiative 

There are no Planned Major Initiatives for teleconferencing at this time. 

C2. COMMUNICATIONS SECURITY (COMSEC) PROGRAM 

NA 

C3. NATIONAL SECURITY EMERGENCY PREPAREDNESS (NSEP) PROGRAM 

NA 
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IE»AR1MENJ'CFENERGY 
1E.ECOMMUNICA11ONS RmOURCES BI1MA.m 

(Dollar. in Thoullllds) 

Srm: stJJB CONWCIlNG SINCO! J JIlfB Functional Area: Ielesgmmynj'n'iPD' ...... Othcr 
SCHEDULE 4-IC • "-t I 

Iclcsajec. ActjYities Ind PrRrmDl 

RESOURCE ESTIMATES IN THOUSAN:>S 
REPORTING CATEGORY ~91 ~92 ~93 r194 ~95 ~96 r197 r198 

1. CAPITAl INVESTMENTS 
A. Purc:haae of Hardware 1020 250 185 9Cl1 XXXXX XXXXX XXXXX XXXXX 

B. Purc:hue 01 Soflwant 0 0 0 0' XXXXX XXXXX XXXXX XXXXX 

C. Site Preparalion 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 
SUBTOTAl CATEGORY 1 1020 250 165 iili 90 15 19 15 

2. TELECOMMUNICATIONS 
OPERATING COSTS 

A. Government Workyeara 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 

B. Inhoule Peraonnel Coall 
1. SYltem Operations 48 37 37 37 XXXXX XXXXX XXXXX XXXXX 

2. Systeml Mainten..-.c:e 100 37 37 37 XXXXX XXXXX XXXXX xxxxx 

a AnalylillDelignlEngineering 0 0 0 0 xxxxx XXXXX XXXXX XXXXX 

... Systlll'll Studiel Mel 0tMr 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 

C. Other Inhouse ()penating Coall 
1. HardwareJSoltwlll'e Purc:hal8l 13 89 20 10 XXXXX XXXXX XXXXX XXXXX 

2. L .... of Hardware 0 0 0 0 XXXXX XXXXX XXXXX xxxxx 
a Leue of SoItwIII'e 0 0 0 0 xxxxx xxxxx xxxxx xxxxx 

... Space 0 0 0 0 xxxxx xxxxx xxxxx xxxxx 

5. Suppliel and Other 0 0 0 0 xxxxx xxxxx xxxxx xxxxx 
SUBTOTAl CATEGORY 2 199 143 94 84 XXXlfJ( xxxxx XXl()()( XXXlfJ( 

a COMt.£RCIAl SERVICES 
A. LHI8CI Voice Communicatiolll 0 0 0 0 xxxxx XXXXX XXXXX XXXXX 

B. LHI8CI Data Communications 0 0 0 0 XXXXX XXXXX XXXXX XXXXX 

C. OperationSlMalntenanc:e 100 13 30 30 XXXXX XXXXX XXXXX XXXXX 

n Systeml Analysil, Programming, 0 0 0 0 XXXXX )()()()()( )()()()()( XXXXX 
Design, Mel Engineering 

E. Studiel Mel Other )()()()()( )()()()()( )()()()()( XXXXX 
SUBTOTAl CATEGORY 3 100 13 30 30 X.l(lfYJ( XXXXX XXXXX XlO(.lt'J( 

"Leased voice included in Voice communICations. 

... NONCOMMERCIAl SERVICES 
A. Paymentl 

1. Other DOE Si .. 0 0 0 0 )()()()()( )()()()()( )()()()()( XXXXX 

2. Other EMc:. Branch Agencies 0 0 0 0 XXXXX XXXXX XXXXX xxxxx 

a Other Noncommercial ServIce 0 0 0 0 xxxxx )()()()()( xxxxx xxxxx 
B. OII .. aing CoIIectionI (.) xxxxx )()()()()( xxxxx xxxxx 

SUBTOTAl CATEGORY 4 0 0 0 0 X.lOCXX xxxxx xxxxx lOOtlf.X 

SUBTOTAl COMBINED CATEGORIES 2+3+4 259 156 124 114 114 114 114 114 

GRAND TOTAl 1279 408 289 204 204 129 129 129 

NOTE: OOVERNMEm WORKYEARS ($-- 21.) .. _ iacIudecI ill .. bc.oIal for c:..a...,. 2 .. Or.d T..t. 
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DEPARTMENl' OF ENERGY 
TELECOMMUNICATIONS RESOURCES ESTIMATE 

Resource Estimates in Thousands 

SCHEDULE 4-1 C, Part 2 

SITE: SUPERCONPUcrINQ SUPER COLLIDER 

Functional Area: Telecommunications--Otber Teleseryices Activities and Proarams 

PROGRAMMATIC DISTRIBUTION OF CATEGORY 1 -- CAPITAL INVESTMENTS 

B&RC CODE FY 1991 FY 1992 FY 1993 FY 1994 FY 1995 FY 1996 FY 1997 FY 1998 
KSOI 1020 250 165 90 90 15 15 15 

TOTALS: 1020 250 165 90 90 15 15 15 

PROGRAMMATIC DISTRIBUTION OF CATEGORY 2+3+4 - OPERATING EXPENSES 

B&RCCODE FY 1991 fY 1992 fY 1993 fY 1994 fY 1995 fY 1996 fY 1997 fY 1998 
KSOI 259 156 124 114 114 114 114 114 

TOTALS: 259 156 124 114 114 114 114 114 
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C4. TELEPROCESSING SERVICES PROGRAM (TSP) 

The following pages contain completed Schedule 4-4 fonns as required. 
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DOE TELEPROCESSING SERVICES PROGRAM (TSP) 
DATA COLLECI10N FORM 

FOR FY 1992 DATA 

SITE CODE: 
FORM NO.: 
(Assigned by AD-2S2) 

1 . SITE NAME: SUPERCONDUCDNG SupER COLLIDER 

2. TECHNICAL CONTACT NAME: Lucille Dade 

TITLE: Head Technical Services 

TELEPHONE NUMBER: (214) 708-6071 

ADDRESS: MS 2010 

3 . VENDOR NAME: American Institute of Physics 

ADDRESS: SOO Sunnyside Blvd. 
Woodbury. NY 11797-2999 
(516) 349-7800 

4. TYPE OF SERVICE: l 

5. DATA BASE OR SOFl'W ARE USED: rnm:r 

6. TOTAL FY 1991 EXPENDITURES: S!J.Al. 

7. TYPE OF CONTRACT: Purchase Order 

8. CONTRACT END DATE: ~ 

9. DISCOUNT NEGOfIATED?: 
___ YES 

IF YES, TYPE OF DISCOUNT: HlA 

10. PLANNED EXPENDITURES: 

X NO 

FY 1992 
4577.00 

FY 1993 
5034.00 

SCHEDULE 4-4 

FY 1994 
5538.00 
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DOE TELEPROCESSING SERVICES PROGRAM (TSP) 
DATA COLLECTION FORM 

FOR FY 1992 DATA 

SITE CODE: 
FORM NO.: 
(Assigned by AD-2S2) 

1 • SITE NAME: SUPERCONPUCTING SUPER COLYDER 

2. TECHNICAL CONTACT NAME: Lucille Dade 

TITLE: Head Tecbnjcal Servjces 

TELEPHONE NUMBER: (214) 708-6071 

ADDRESS: MS 2010 

3. VENDOR NAME: AMIGO 

ADDRESS: 12200 Park Central Driye. Suite 500 
DaJJas. TX 75251 
(214) 851-8000 

4. TYPE OF SERVICE: J. 

S. DATA BASE OR SOFI'WARE USED: QCLC: EPIC 

6. TOTAL FY 1991 EXPENDITURES: $4604 00 

7. TYPE OF CONTRACT: Purchase Order 

8. CONTRACT END DATE: ~ 

9. DISCOUNT NEGOI1ATED?: 
___ YES 

IF YES. TYPE OF DISCOUNT: WA 

10. PLANNED EXPENDITURES: 

X NO 

FY 1992 

5064.00 
FY 1993 

5570.00 

SCHEDULE 4-4 

FY 1994 

6127.00 
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DOE TELEPROCESSING SERVICES PROGRAM (TSP) 
DATA COLLECTION FORM 

FOR FY 1992 DATA 

SITE CODE: 
FORM NO.: 
(Assigned by AD-252) 

1 • SITE NAME: SUPERCQNI)QCTING SUPER COLLIPER 

2. TECHNICAL CONTACT NAME: Lucj1!e Dade 

TITLE: Head Technjcal Servjces 

TELEPHONE NUMBER: (214) 708-6071 

ADDRESS: MS 2010 

3. VENDORNAME:CABL 

ADDRESS: 777 Grant Street. Suite 306 
Denyer, CO 80203 
(303) 861-5319 

4. TYPE OF SERVICE: l 

5. DATA BASE OR SOFrWARE USED: ~ 

6. TOTAL FY 1991 EXPENDITURES: $900,00 

7. TYPE OF CONTRACT: Purchase Order 

8. CONTRACT END DATE: December 1991 

9. DISCOUNT NEGOfIATED?: X YES _---"NO 

IF YES, TYPE OF DISCOUNT: Discount for FY92 

10. PLANNED EXPENDITURES: 

FY 1992 
792.00 

FY 1993 
871.00 

SCHEDULE 4-4 

FY 1994 
958.00 
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DOE TELEPROCESSING SERVICES PROGRAM (TSP) 
DATA COLLECI'lON FORM 

FOR FY 1992 DATA 

SITE CODE: 
FORM NO.: 
(Assigned by AD-252) 

1 • SITE NAME: SlJPERCONQUCIlNG SupER COLLIPER 

2. TECHNICAL CONTACT NAME: Lucjl\e Dade 

TITLE: Head Technical Services 

TELEPHONE NUMBER: (214) 708-6071 

ADDRESS: MS 2010 

3. VENDOR NAME: DIALOG Infonnatjon Services 

ADDRESS: 3460 Hillyiew Ayenue 
Palo Alto. CA 94304 
(800) 334-2564 

4. TYPE OF SERVICE: l 

5. DATA BASE OR SOFrWARE USED: DIALOG 

6. TOTAL FY 1991 EXPENDITURES: $28403.00 

7. TYPE OF CONTRACT: Purcbase Order 

8. CONTRACT END DATE: ~ 

9. DISCOUNT NEGOTIATED?: ___ YES 

IF YES, TYPE OF DISCOUNr: liLA 

10. PLANNED EXPENDITURES: 

X NO 

FY 1992 

31,243.00 
FY 1993 

34,368.00 

SCHEDULE 4-4 

FY 1994 

37,805.00 
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DOE TELEPROCESSING SERVICES PROGRAM (TSP) 
DATA COLLECTION FORM 

FOR FY 1992 DATA 

SITE CODE: 
FORM NO.: 
(Assigned by AD-2S2) 

1 . SITE NAME: SlJPERCONPUCJJNG SUPER COLLIDER 

2. TECHNICAL CONT ACI' NAME: LucjUe Dade 

TITLE: Head Technical Services 

TELEPHONE NUMBER: (214) 708-6071 

ADDRESS: MS 2010 

3. VENDOR NAME: om 

ADDRESS: Office of Scientific & Technical Information 
U.S. Dept. of EnerKY 
P.O. Box 62 
Oak RidKe. TN 37831 
(615) 576-2865 

4. TYPE OF SERVICE: l 

s. DATA BASE OR SOFTWARE USED: IIlS 

6. TOTAL FY 1991 EXPENDITURES: lliJHl 

7. TYPE OF CONTRACI': Purchase Order 

8. CONTRACI' END DATE: ~ 

9. DISCOUNT NEGOTIATED?: ___ YES 

IF YES, TYPE OF DISCOUNT: NLA 

10. PLANNED EXPENDITURES: 

X NO 

FY 1992 
83.00 

FY 1993 
91.00 

SCHEDULE 4-4 

FY 1994 
100.00 

SSCL 4-45/ Jan 92 



DOE TELEPROCESSING SERVICES PROGRAM (TSP) 
DATA COLLECI10N FORM 

FOR FY 1992 DATA 

SITE CODE: 
FORM NO.: 
(Assigned by AD-2S2) 

1 . SITE NAME: SupERCONDUCTING SupER COLLIDER 

2. TECHNICAL CONTACT NAME: Lucille Dade 

TITLE: Head Technical Services 

TELEPHONE NUMBER: (214) 708-6071 

ADDRESS: MS 2010 

3. VENDOR NAME: .1U.IH 

ADDRESS: 1200 Yilla Street 
Mountain view. CA 94041-1100 
(415) 962-9951 

4. TYPE OF SERVICE: l 

5. DATA BASE OR SOFTWARE USED: RLIH 

6. TOTAL FY 1991 EXPENDITURES: $1.296.00 

7. TYPE OF CONTRACT: Purchase Order 

8. CONTRACT END DATE: Aueust 1991 

9. DISCOUNT NEGOTIATED?: 
___ YES 

IF YES, TYPE OF DISCOUNT: lilA 

10. PLANNED EXPENDITURES: 

X NO 

fY J992 

1425.00 
fY J993 

1568.00 

SCHEDULE 4-4 

fY 1294 
1724.00 

SSCL 4-46/Jan 92 



DOE TELEPROCESSING SERVICES PROGRAM (TSP) 
DATA COLLECTION FORM 

FOR FY 1992 DATA 

SlTECODE: 
FORM NO.: 
(Assigned by AD-252) 

1 . SrrE NAME: SUPERCONDUCIING SUPER COLLIDER 

2. 1'ECHNICAL CONTACT NAME: Lucille Dade 

TITLE: Head Technical Services 

TELEPHONE NUMBER: (214) 708-6071 

ADDRESS: MS 2010 

3. VENDORNAME: SLAC 

ADDRESS: P.O. Box 4349 
Stanford. CA 94305 
(415) 926-2411 

4. TYPE OF SERVICE: 1 

5. DATA BASE OR SOFTWARE USED: SPIRESIHEP 

6. TOTAL FY 1991 EXPENDITURES: $19600 

7. TYPE OF CONTRACT: Purchase Order 

8. CONTRACT END DATE: ~ 

9. DISCOUNT NEGOI'IATED?: 
___ YES 

IF YES. TYPE OF DISCOUNT: I:UA 

10. PLANNED EXPENDI1URES: 

X NO 

FY 1992 
215.00 

FY 1993 
237.00 

SCHEDULE 4-4 

FY 1994 
261.00 

SSCL 4-47/Jan 92 



DOE TELEPROCESSING SERVICES PROGRAM (TSP) 
DATA COLLECTION FORM 

FOR FY 1992 DATA 

SITE CODE: 
FORM NO.: 
(Assigned by AD-252) 

1 • SITE NAME: SUPERCONI)UCI1NG SUPER COLLIDER 

2. TECHNICAL CONTACT NAME: Lucille Dade 

TITLE: Head Technical Services 

TELEPHONE NUMBER: (214) 708-6071 

ADDRESS: MS 2010 

3. VENDOR NAME: SIN International 

ADDRESS: 2540 OJeptanlY Riyer Rd. 
P.O. Box 3012 
Columbus, OH 43210 
(614) 447-3628 

4. TYPE OF SERVICE: l 

5. DATA BASE OR SOFI'W ARE USED: sm 

6. TOTAL FY 1991 EXPENDITURES: ~ 

7. TYPE OF CONTRACT: Purchase Order 

8. CONTRACT END DATE: tiwlf: 

9. DISCOUNT NEGOTIATED?: ___ YES 

IF YES, TYPE OF DISCOUNT: WA 

10. PLANNED EXPENDITURES: 

X NO 

FY 1992 
54.00 

FY 1993 
59.00 

SCHEDULE 4-4 

FY 1994 
65.00 

SSCL 4-48/Jan 92 



DOE TELEPROCESSING SERVICES PROGRAM (TSP) 
DATA COLLECl10N FORM 

FOR FY 1992 DATA 

SITE CODE: 
FORM NO.: 
(Assigned by AD-252) 

1. SITE NAME: SUPERCONPUCIING SUPER COLLJDER 

2. TECHNICAL CONTACT NAME: Lucille Dade 

TITLE: Head Technical Services 

TELEPHONE NUMBER: (214) 708-6071 

ADDRESS: MS 2010 

3. VENDOR NAME: CompuServe 

ADDRESS: P.O. Box 20212 
New Order Dept, 815 
Columbus. OH 43320 
C800l 368-3343 

4. TYPE OF SER"ICE: 1 

5. DATA BASE OR SOFI'WARE USED: CQMPUSEBVE 

6. TOTAL FY 1991 EXPENDITURES: m.on 

7. TYPE OF CONTRACT: Purchase Order 

8. CONTRACT END DATE: Semember 1992 

9. DISCOUNT NEGOfIATED?: ___ YES 

IF YES. TYPE OF DISCOUNT: WA 

10. PLANNED EXPENDITURES: 

X NO 

FY 1992 
5000.00 

FY 1993 
5500.00 

SCHEDULE 4-4 

FY 1994 
6050.00 

SSCL 4-49/Jan 92. 



DOE TELEPROCESSING SERVICES PROGRAM (TSP) 
DATA COLLECTION FORM 

FOR FY 1992 DATA 

SITE CODE: 
FORM NO.: 
(Assigned by AD-252) 

1 . SITE NAME: SIJPERCONmlCTING SupER COLLIDER 

2. TECHNICAL CONTACT NAME: Lucj1le Dade 

TITLE: Head Technical Services 

TELEPHONE NUMBER: (214) 708-6071 

ADDRESS: MS 2010 

3. VENDOR NAME: WashjDatoD Alert 

ADDRESS: 1414 22nd N.W. 
WashjDatoD. D.C.. 20037 
(202) 887 -6258 

4. TYPE OF SERVICE: l 

5. DATA BASE OR SOFI'WARE USED: Internet. WashjDaton J~ 

6. TOTAL FY 1991 EXPENDITURES: sn.aa 
7. TYPE OF CONTRACT: Purchase Order 

8. CONTRACT END DATE: September 1922 

9. DISCOUNT NEGOTIATED?: 
___ 'YFS 

IF YES, TYPE OF DISCOUNT: HlA 

10. PLANNED EXPENDITURES: 

X NO 

fY 1992 

2500.00 
FY 1993 

2750.00 

SCHEDULE 4-4 

EX 1994 

3025.00 

SSCL 4·50/Jan 92 


