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1. Project Definition

The purposeof this proposalis to advanceunderstandingof how to build thelarge,
intercommunicating,softwaresystemsneededto meet the computingdemandsof
SSC detectordesign. To explore this problem, we proposeconstructionof an
advanceddetectordesignand simulationenvironment usingsoftwaretechnology
expectedto be widely availableby the mid 1990’s. The environmentwill supporta
mechanismthroughwhich softwarecomponentscan interoperate.This "software
bus" is to be developedin dosecollaborationwith the SSC Laboratory’sAccelerator
Division, with the ParticleTracking and Calorimeterstudiesat FSU and Martin-
Marietta Astronautics,and with the OpenSoftwareFoundation. The bus will make
it possibleto integratea variety of existingsimulationsoftwareand other software
utilities into collectionsof cooperatingprocesses.It will alsomakeit easyto replace
individual softwarecomponentsas moresuitablealternativesbecomeavailable. It
will facilitate building systemsas a collection of cooperatingtasks,rather than as
large monolithic systems. The architecturewill make it easier for developersto
work in parallelat differentsites,becauseit will enforcetheearlydefinition anduse
of high-level,standardinterfaces.

The following interoperablecomponentswill be constructed:

1 A "softwarebus" to provide the interoperationmechanismamongcomponents.
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This will allow simulatorsto be easily replacedwith real-time datacollection
systems, andwill allow CAD/CAE systemsfrom different manufacturersto be
interchanged.

2 A mechanismfor easily changingthe granularity of detectorgeometry, and
couplingthis to the appropriatephysicscodes.

3 A high speedparticletransportalgorithmcapableof runningon bothdistributed
andhighly parallelarchitectures.

These applicationswill serveas prototypesfor the advancedcomputingtools that
will be neededfor thedesignanddevelopmentof the SSC detectors.Theywill run
on all the commoncomputingsystemsin the HEP community,and will be easily
accessedandinstalledthrougha varietyof nationalandinternationalnetworks.

Eachdevelopedcomponentwill be accompaniedby a set of planning documents
that specify at the outset what is to be done,why it is needed,when it will be
completed,what it will cost,andwho will do thework. Thesedocumentswill also
specify the testsrequiredto demonstratethat a givencomponentmeetsits specified
requirements,and the scheduleto be followed during construction. The
developmentapproachis thesameas the SSC MagnetTest Laboratory’sIntegrated
Scientific Tool Kit project. A sequenceof prototypeswill bedevelopedquickly to be
usedand evaluatedby participatingphysicistsand engineers. Feedbackfrom this
processguidesthenext round of development. This relatively formal approachis
not usual in the HEP community,and thusshouldbe consideredan experimentin
its own right. Part of the benefitsof the project will be to evaluatethe utility of
modernsoftwaremanagementtechniquesfor HEP.

1.1 Background

Over the lifetime of SSC detectordevelopmentand operation, the available
computingenvironmentwill changedramatically. Most likely, the drift awayfrom
huge,centrally located,generalpurposecomputercenterstowards distributed
collectionsof powerful workstationswill continue. As a countertrend,largespecial
purposehardware,such as massivelyparallel machinesfor showersimulationor
high performancedatabaseservers,probably only will be availableat a few major
installations.

To tie thesetrends togetherrequires,of course, high-performancenetworking
hardware,but equally as Important is a high-performancesoftwareintegration
standard. It is thegoal of thesoftwarebus to provide suchastandard.With the bus

-2-



In placeand tools written to its specifications,centralizedserverscanaccommodate
new types of workstation clients with no modifications required. Workstation
applicationscan useserversregardlessof whatoperatingsystemseachusesor where
theserverphysically is located,and improvedversionsof softwaremodulescan be
incorporatedinto thedistributedsystemwith no changesother thanperformance
to other components. Commercialsoftwarebussesareexpectedto be widely
availableby themid 1990’s.

Having such flexibility will be vital to the SSC softwareefforts. Softwarecostsare
primarily peoplecostsandas suchcanreadily run to $100M for SSC detectorcodes.
Each1% improvementin programmingproductivity means$1M saved. The most
dramaticimprovementin productivity can come from eliminating tasksaltogether.
For example,theability of thesoftwarebusto isolateserversfrom thedetailsof their
clients allows the latesthot workstationsto be introducedwith no serversoftware
maintenanceat all. The cheapestjobs arethosewhich don’t exist.

1.2 Relevanceto potentialSSC experiments

The tools to be developedwill use theSolenoidalDetectorexperimentas aproving
ground, butmustbe easily adaptableto otherdetectors.The softwarerequirements
of theSolenoidalDetectorwill drive this softwareproposal,and the successof the
softwareeffort will be determined,in part, by the utility of the tools and their
performancein thatcontext.

However,considerableeffort will be devotedto broadeningthe utility of the
particulartools constructedand of the techniquesusedto developand implement
them. For example,thesetools will be implementedusing a "softwarebus." This
techniqueimplies considerableindependenceof softwaremodulesalongwith great
flexibility of the system. If successful,this will mean that a different detector
geometrycan be tried with no impact on thesimulationcode,and modelsof new
typesof detectorscanbe addedto thesystemwith no changesto existing modules.
This shouldenablethesetools, developedoriginally for the LBL effort, to be used
readily for other detectorsanddemonstratethegeneraleffectivenessof thesoftware
bus concept.

In addition, the tools discussedin this proposal will be developedfor a
heterogeneousmix of hardwareplatformsby a collection of people at widely
dispersedlocations. This situationmodels that of the large collaborationsexpected
for the SSC experiments.Modernsoftwaremanagementtechniqueswill be applied
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to control andmonitor the various phasesof development,so that this project will
be a test caseto judgethe effectivenessof state-of-the-artsoftwarepracticesfor SSC
experiments.

1.3 Scope

Designand developmenteffort is expectedto takethree yearsat an effort level of
two FTE softwareengineers. The project will requiresome subcontractingof
softwareR&D. The project will also requirepurchaseof a variety of commercial
softwarepackagescompatiblewith theanticipatedenvironment. It may alsorequire
investmentin an advancedparallelprocessorfor high-speedparticletracking, and
in high-performancegraphicsstationsfor visualizationof particlesimulationsand
detectorgeometries.

1.4 ProjectOutline

The projectwill proceedin five phases:

PhaseI will takesix monthsto completeandwill produceasetof bus requirements
to support the applicationareas. It will also producea detailed implementation
plan for PhaseII. This planwill be reviewedbeforestartingPhaseII in May 1990.

Phase II will take six months to complete and will produce feasibility
demonstrationsof the proposedcomponents. It will further establish a detailed
plan for Phaseifi which will alsobe formally reviewed.

PhaseIll will alsotakesix monthsto completeandwill producea working prototype
of key componentsanda reviewedplan for PhaseIV.

PhaseIV will takeabouta year to completeandwill producethe productionsystem.
A project evaluationwill be producedsummarizingexperiencewith this form of
softwaredevelopment.

PhaseV will last for the lifetime of the SSC detectorand will deliver ongoing
maintenanceandimprovementsto thesystem. This servicewill be providedby the
Argonnecenter.

1.5 Preliminarylist of components
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1 A softwarebus. The softwarebus will providethebasicmechanismfor software
to interoperate.It will includeboth a datasharingmechanism,quite possiblythe
Self DescribingData StandardSDS developedby the SSCL, and a software
distribution mechanism,possibly the one currently under developmentat the
OpenSoftwareFoundation.

2 Integrated CAD/CAE packages. Thesewill include the CAE/CAE 3D package
developedby Martin-MariettaandothercommercialpackagessuchasAutocad,
interfacedto the softwarebus. This effort will be carried out in close
collaborationwith FSUandthevendors.

3 A mechanismfor easily changingthegranularity of a simulationboth in terms
of the detectorgeometryand the particle interactions. We proposeto extendthe
work of Womerslyet al. at FSIJto createa simulationenvironment,basedon
the softwarebus, that would allow a common detectordefinition to be usedat
various resolutions,definableat run-time.

During theevaluationof a detectordesign,a detectorsimulationpackagecan be
usedat very different levels of resolution. Checkingfor leakageof energyinto
cracksbetweena barrel calorimeterandan endcapas a function of event vertex
position canbe donewith a rather crudesimulation,whereasdetailedmapping
of responsevariationdueto uninstrumentedsupportingstrutsmay needhighly
detailedwork. In the past, independentsimulationscommonlywere usedfor
thesedifferent resolutionsand they often did not agree,evenat the level of the
geometrydefinition.

4 A high performanceparticle transport program. This will consistof a new,
highly parallel, algorithm for simulating the transportof particles through a
limited set of detectorgeometries,implementedand testedon distributed
machinesas well as an advancedparallel system such as the Connection
Machine or the MasPar. It is aimed at achieving a major performance
breakthroughin detailedshowersimulationsfor SSC detectors.

The most detailed and accurateshower simulations involve tracking each
secondaryparticle throughthedetector. This is usually a painfully slow process,
and many careful simulationsare not done becauseof computingresource
constraints.With the increasedcostof SSCdetectors,thesesimulationsmustbe
done to verify hardwaredesignsbefore they are built. On the otherhand, the
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higher energyof the interactionsmake thesimulationsevenmoretedious. The
only resolutionof theconflicts at presentappearsto be theuseof new,massively
parallel and distributed computing hardware. We proposeto investigate
commerciallyavailable hardware,and adapt a showercode to the parallel
approach.The resulting showerserverwill fit into thesoftwarebus architecture
andbe availableto thosephysicistswho lack local accessto aparallelcomputer.

2. Project Schedule

The following diagramshows themajor tasksand milestonesof the entire project.
Eachphasespecifiesa detailedplan for the following stage.This plan,togetherwith
themilestonesarereviewedaspart of a "go-ahead"decisionfor thenextphase.

3. ProjectBudget

Duration
6 months
6 months
1 year
1 year

00.2.1 90.0.6

Travel
$1OK
$1 OK
$20K
$20K

Effort 2 LBL FIts
$197K
$197K
$394K
$394K

91.2.6
D.mo.*vm.
lnsbllty S

tcllo.dons

00.10.1 90.1.2 90.1.31 02.4.10

Figure1- ProjectSchedule

Task
PhaseI
Phase11
Phaseifi
PhaseIV
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4. ProjectOrganization

4.1 OrganizationChart

4.2 Responsibilities

Spokesman:The softwaresubsystemspokesmanis the key individual responsible
for achieving the technical, cost and scheduleobjectives of the project. He is
responsiblefor organizing,managing,controlling and reporting progressto the
fundingagency. Thespokesmanfor this project will beStewartLoken,of Lawrence
BerkeleyLaboratory.

Review Group Chairwoman: The Review Group Chairwomanis responsiblefor
conductingformal reviews to demonstratethat both the scientific and technical
goalsof theprojectare met,and to makesuggestionsfor correctionswhen they are
not. Sheservesas an advisor to the project spokesman. The review group
chairwomanfor this projectwill be MargieShapiroof Harvard.

Systemsand Applications: The headof Systemsand Applications reports to the
project spokesman,and is responsiblefor the day to day managementof

Figure2 - Projectorganization
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developmenteffort. He is further responsiblefor preparingmaterialfor all reviews,
and for issuingthe regular project status reports. The headof Systemsand
Applicationsfor thisproject will beDennisHall of LBL.

Requirementsand Testing: The headof RequirementsandTesting is responsiblefor
ensuringthat the requirementsof the user community are met and for ensuring
that the developedproductsmeet theserequirements. He works closely with the
headof SystemsandApplicationsto both determinethe requirementsandto specify
the tests requiredto determinethat theserequirementsare met. He advisesthe
spokesmanon thesematters. The headof RequirementsandTestingfor this project
will beJamesSiegristof LBL.
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