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Abstract

We proposeto developover the next threeyearsa detaileddesignfor a trigger system

for a largesolenoiddetectorwith scintilla.tor-basedcalorimeters,fast tracking, andmuon

detection. We proposeto designand constructprototypesof detector-specificintegrated

circuits for the trigger system.Designconsiderationswill include placementof electronics,

generationof local triggerinformation,global trigger decisions,efficienciesandbackground

rejection,and costs.
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I. Introduction

The developmentof efficient triggerswith large rejectionfactors will presentoneof

the greatestchallengesto the designersof SSC detectors. The successin meetingthis

challengewill determinethe extent andquality of physics that can be derivedfrom the

SSC. We proposeto designa trigger that incorporatesthe anticipateddetectorelementsof

a fast solenoidaldetectorinto a multi-leveledtrigger strategy.A surveyof existing trigger

systemsand of technologyfrom industry will be usedto augmentCDF basedexpertise.

seeappendixA We will analyzewhich subsystemsareimportantfor triggeringandwhat

is the optimum segmentationand precisionrequiredof each. In addition we proposethe

developmentof detector-specificintegratedcircuits to provide thelow level trigger element

generationneededto constructthegeneralphysicstrigger. Theareasof work for detector-

specific integratedcircuits includesfast track segmentfinders, neuralnetworkfilters, and

fast energysummationcircuits.

II. SystemDesign

The trigger systemis difficult not only becauseit hasa hard job to do, but also

logistically, in that it interacts with many different subsystemsof the detector. This

implies many different interfaces,many control paths,and possiblesystemproblemssuch

as ground loops, electronicnoise and interference. It also is a systemwhich can only be

debuggedfully underrunning conditions,when accessto the detectoris impossible. It is

alsohostageto thedetectorsubsystems,in that it cannotfunction better than the signals

provided it. Finally it is crucial - onecannot toss it overboardor delay it until the next

run if it doesnot perform.

For all of thesereasonsa careful systemdesign,with attention to operationalaspects

how to diagnoseit, control it, evadeproblemson the detector,etc. is necessary.Before

designingthe CDF triggerwe madeasurveyof the triggersystemson existingdetectorsat

CERN,DESY, SLAC, and Fermilab. We also lookedcarefully at existinganddeveloping

technologyto identify what wasmost promisinge.g. the questionof how early to digitize

washeavily influencedby the stateof flash-ADC’s andof fast op-amps;the Level-2design

waspartly determinedby the anticipatedavailability of certain bit-slice processors.We

needto do this again, with particular attention paid to technologywhich will be cost

effective,such astechnologydriven by the new high-resolutionTV, for example.
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A. Assumptions - We make the following assumptionsregarding the nature of the

detectorand trigger. Theseassumptionsare not completely general - they imply

somedecisionsandjudgements,but we believethey arereasonable.

1. The detectorfor which we are designinga trigger has a large solenoidalmagnet,

with cylindrical tracking chambersinside,4w calorimetercoverage,bothelectro

magneticandhadronic,and full muon coverage.

2. The calorimetersareconstructedwith scintillator çor anequivalentlyfast medium

with responsetimes comparableor shorterthanthe SSCbunch spacingtime. In

the course of our study, we will consider the neededmodificationse.g., the use

of leading edge timing information if the chosencalorimeter technology is not

sufficiently fast.

3. The tracking chambersand muon chambershave responsetimes less than the

pipeline timesof the front-endelectronicsand canbe usedin the first level trigger.

Scintillation countersmay be necessaryto augmentlargemuondrift tubes.

4. The trigger should function comfortablyat a luminosity of iOfl. The output rate

shouldnot havea contributionfrom thetriggerhardwareof more than&o% beyond

what physics anddetectorwould yield for an ideal trigger.

5. The trigger should be easily controlled and diagnosed;it should be simple and

reliable, andyet flexible and robust. Thesewonderful words tend to be mutually

exclusive- the developmentof dedicatedVLSI chips whichhavetherequisitetrigger

functionsbuilt directly into them is a major steptoward achieving thesegoals by

simplifying interconnects,and making a muchsmaller, morecompactsystem.

6. The trigger will associatestiff trackswith calorimeterclustersand muons.

7. The calorimetertrigger will employ the sametechniqueasdevelopedfor CDF to

minimize the effect of energyfluctuations in a systemof many individual towers.

Only thosetowerswhichhaveenergygreaterthana tower thresholdwill be included

in the trigger sum.

8. The trigger is intimately relatedto both the DAQ systemandthe front endelec

tronicsand must be coordinatedwith thesesystemsas all threedevelop.
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B. DesignDecisions - We would like to havea designreport finishedafterthefirst year.

The designreport shouldanswerthe following questions,amongothers:

1. What will be the quantitieson which the final trigger decisionis based?

2. Which subsystemswill supplyinformationto the trigger? e.g., if thereareshower

profile systemsin thecalorimeter,will they beusedin the trigger? Otherexamples

are the useof preconvertersandof timing information

3. What level of segmentationof trigger signals is necessary?both transverse,and

in depth. The questionappliesto all systemsnot just calorimetersThe answers

to questions2 and 3 areequivalentto a channellist for the trigger.

4. What level of precisionis neededfor thetrigger information from eachsystem?

5. How is the informationfrom the detectorstoredwhile the trigger decisionis being

made?

6. At what stagedoes one go from analog to digital? This question is intimately

relatedto question5 above - analogmakesfor much more compactsummingof

channelsat the front end, digital is fundamentallyeasierif the technologyexists.

t At what stagedoesone go from dedicatedhardwareto processors?

8. What is the output rateinto the DAQ, and henceto higher level triggers?

9. How muchis locatedon the detectorand how much is accessibleduring collisions?

10. What is the systemarchitecture?

11. What kinds of patternrecognitionareneeded?

12. Scheduleandcost estimates.

IlL Detector Specific Circuits

Becauseof the high channelcount anticipatedin SSCdetectors,it will be necessaryto

developinexpensivefast circuitry for the specific detectorsbeing developedby the other

subgroups.Thedevelopmentoffirst level trigger signalsis integrallyrelatedto the detector

characteristics.Significant coordinationwill be requiredfor this processto be effective in

developingthe neededcircuits. Somethings arealreadyclear,however; transverseenergy

sumswill berequiredfor calorimetertriggersandfast tracksegmentfinding with transverse
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momentumselectionwill be necessaryfor lepton triggers. For tracking devicessuch as

straw tubesand muon drift tubes,informationabout thecrossingnumberwill be required

for associationof the tracking datawith the correct calorimetricdata. Severalmembers

of this proposalare also membersof detectorsubsystemproposalsas a meansof linking

the detectorand trigger efforts. B.D. - Silicon Vertex; B.B. - Muons, Tracking: J.W.C. -

Tracking

Our goal is the developmentof a set of prototypeintegratedcircuits that implement

various trigger functions. One of the first devicesto be built as an ASIC Application

Specific IntegratedCircuit will bea deviceusedto aid in tracking devices,a synchronizer.

seeappendixB This device is usedwith multiple layersof drift tubes to generateboth

a drift time and a crossingtime. A circuit for the generationof the calorimeterenergy

sums,weightedand unweighted,as neededfor transverseand total energy,will be devised.

A stiff track finder similar to that usedin CDF is planned. It is anticipatedthat a single

circuit can be devised that handlesboth the straw tubetracking problem and the large

tubetracking problemrepresentativeof muon detectors.While the circuits to accomplish

most of thesefunctions are not new, the integrationof them into customICs is both new

and necessarygiven the numberof channelsrequiredby SSC detectors.

IV. Pattern Recognition

At the SSC, there is a needfor very fast, robust pattern recognitionat the trigger

level. Sincethe responsetimes of most existing andforeseeabledetectorsis greaterthan

the 16 nsbunchcrossingtime, whena trigger occurs,someof thesignalsreadout from the

detectorswill indeedhave comefrom the eventwhich causedthe trigger, but others will

be portionsof signalsfrom previousor subsequenteventswhich fall into the readouttime

window. Theonly differencebetweenthein-time signalsandtheout-of-timesignalsis that

the in-time signalswill form plausiblecoherentspatialpatterns,suchassmoothly curving

tracks that point at calorimeterclustersof appropriateenergy, and the out-of-time ones

will not. Patternrecognitionis thus a specialproblemfor the trigger at the SSC in the

sensethat we areobliged to performit evento determinewhich datashouldbe considered.

The problem is exacerbatedby the high probability of multiple interactionsper bunch

crossingat the SSC 46 percent of crossingshave more than one interaction. In these

casesit is also necessaryto determinewhich dataareassociatedwith the interactionthat

producedthe trigger. Our approachto the theseproblemswill be to considerways to
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reducethe unwantedout of time signalsasmuchaspossibleby the choiceof fastdetectors

andby first level processingof the signalssoasto minimize thecrossinguncertainty.When

crossinguncertaintyremainsafter the first trigger level, patternmatchingelectronicswill

be enormouslyimportant in the reductionof dataflow throughthe various trigger levels.

Most triggering schemesfor the SSC proposea multi-level system. In the first level,

prompt cuts, suchas total Er, missing E, numberof clusters,presenceof leptons,etc.,

will be usedto producea reductionof perhapsa factor of a few thousand.This leavesthe

additional factor of iC4, neededto get the rateto tapeto an acceptablelevel, up to higher

levelsof triggering, which will haveto usenon-promptcuts, including ‘physics’ cuts. This

implies that the higher levels at the SSC will rely very heavily on pattern recognition,

sinceidentification of particular topologies is usually what one meansby ‘physics’ cuts.

Such a rejectionfactor hasneverbeenobtainedto datein a High Energy Physicscollider

experimentCDF achievesa total reductionof about 5. 10’.

Somepatternrecognitionproblemscanbe maderelatively easyby the careful choiceof

detectordesign. Muon detectionwith chamberslocatedoutsidemany interactionlengths

of iron is one example. Electron identification using stiff track information along with

electromagneticcalorimeterinformation is anotherexample. A third exampleis a missing

E signaturemadeby summingthe total E over a hermeticdetector.

Heavy quark spectroscopyis one domain in which the requirementsplacedon pattern

recognitionaremore severe.The SSC running at a luminosity of 1032 and with a recon

stniction efficiency for b-quark eventsof 1 percentis roughly equivalentto a 100 percent

acient ee B factory running at a luminosity of 10. B eventswill be ‘soft’, with a

meanp.r of 6 GeV/c, and will producedecay leptonsof only 1 to 2 GeV/c. In order to

separateB eventsfrom the background,it will be necessaryto usetracking andsecondary

vertex finding, at the trigger level.

Thegoalof thework in patternrecognitionis twofold. Thefirst is to exploit thephysics

signatureswhich comeeasily from the detectorin conventionalhigh speedprocessorsin

corporatedwithin the overall systemdesign. The secondis to try to bring into usemore

sophisticatedpattern recognitiontechniquesusedin other fields. Two of us Denby and

Campbellhave receivedGenericR&D funds for one year to investigatethe useof neural

networksfor triggering. Themotivationsfor this line of research,e.g., patternrecognition

6



on sub-microsecondtimescales,aredescribedin detail in Appendix C, which is an updated

versionof the genericneuralnet proposal.We requestherefundsto allow theseinvestiga

tions to continuebeyondthe first year,within a highly experiencedcollaborationwhich is

concurrentlyaddressingthe global questionof triggering at the SSC.

We summarizeherethe activitiesin the neuralnet proposal:

A. CalorimetrybasedB Trigger.

A threelayer, feed-forwardneuralnet will be constructedwhich will, in the CDF

calorimeter,diffrentiate backgroundjets from jets containingan electronfrom the

semileptonicdecayof a B particle. Therehavebeena numberof interestingdevel

opmentssince the writing of the genericproposal:

1. We have simulatedthe requirednetwork on a generalpurposeFortran neuralnet

simulator of our design,and have trained the net using ISAJET generatedB-jets

and backgroundeventsfrom real CDF data. The results,thoughstill preliminary,

areencouraging:the network correctly identifiesabout65% of thejets which caine

from B decaywhile rejecting95% of the backgroundjets, basedon samplesof a

few hundredevents. We are continuing to run thesesimulations on larger data

sets,experimentingwith the parametersof the net.

2. Neuralnetwork chips of sufficient scalefor this trigger arenow commerciallyavail

ablefrom Hitachi, Oxford Computer,andIntel. TheIntel chip, called a 64 Neuron

ETANN ElectronicallyTrainableAnalog NeuralNetwork, which is optimized for

processingspeed, seemsthe most promising for our application. The chip can

accept128 analoginputs, andproducesa trigger responseabout 4 microseconds

afterpresentationof calorimeterdata. We arecurrently involved in obtainingsam

ples of thesechips under a nondisclosureagreementand setting up test bedsfor

them. This device should allow us to realizethe calorimetrybasedB trigger more

quickly and less expensivelythan supposedin our generic neural net proposal,

since the chips themselvesare not expensive,and all that remainsarethe analog

shifters/receiversto get the signalsout of the existing CDF trigger electronics.

3. We plan to instrumentonly the centralregionof the calorimeterto allow us to get

a small scaleprototypeof the trigger up and workingassoonaspossibleasa proof

of technique.
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B. TrackingandParticle identification.

1. Tracking. seeappendixC.

2. SecondaryVertex finding.

We have madesignificant progresssincethe writing of the genericproposal. We

usedB eventsgeneratedby ISAJET assuminga 4 planesilicon vertex detector

embeddedin the CDF detector. We plot all tracks above.5 3eV Pt aspoints in

the azimuthalangleversusD impact parameterplane. An exampleis shown

in figure 1. In this transformplane, all tracksfrom the primary vertex fall on a

horizontalline, while tracks from secondaryverticesfall on lineswhich crossD=0

at someangle. A recurrentneuralnetwork was simulatedwhich attemptsto find

the angledlines due to secondaryvertices, after deletion of all tracks consistent

with coming from the primary vertex. In the exampleof figure 1, the algorithm

hasfound verticescoming from both B’s presentin the event.

A preliminary study of this methodasa B trigger yieldsthe following results:

Bottom jets:

30 Gev <Pr c 100 0eV efficiencyfor B’s: 70%

backgroundaccepted: 0.26%

50 3eV cp. <100 3eV aciencyfor B’s 81%

Top jets M0 = 100GeV:

30 0eV <Pr .c 100 0eV aciency for B’s 50%

Thesestudiesarebasedupon samplesof 200 Bottom events,200 Top events,and

1500 backgroundevents. We are continuing these studies to see the effects of

changingPr cuts, acceptancecuts, worsenedresolution,etc.,but the initial results

look quite promising. Although the Intel chip doesnot seemappropriatefor this

problemdue to theneedto changethe weightsfrequently, it shouldbe possibleto

build neuralnet chips which, in conjunction with the associativememoriesbeing

developedat Pisa, can find secondaryvertices in a few microseconds. We will

investigatethe fabricationof suchchips when the plansfor the architecturehave

stabilized.

3. StereomatchingseeappendixC.
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4. CerenkovphotonassignmentseeappendixC.

5. Track segmentfinding in Strawchambers.

This project shouldprofit from a symbiotic relationshipwith the otherstrawtube

projectsoutlined in this proposal. seeappendixC.

6. HardwareandalgorithmresearchseeappendixC.

More generally,the neuralnetwork projectsshould benefit immenselyfrom the close

proximity to the projectsoutlined in this proposalwhich attack the triggering problem

globally, and from the existencewithin this collaborationof integratedcircuit fabrication

facilities.

V. Custom IC Fabrication

The front end sampling, summing, comparisonwith threshold, and track segment

finding should be done on a chip, rather than on a board as at present. We have at

Michigan and Chicagoextensiveresourcesfor chip developmentand testing. The MOSIS

processof ASIC production will be undertakenwith the goal that the neededchips be

developed.We describebelow the initial situation at Chicagoand Michigan.

Recentlyat Chicagowe haveacquiredthreeApollo workstationswith Mentor software

for CAD designin order to upgradethe Telesissystemwe usedfor the CDF design. The

workstationssupport the MOSIS package,which will allow us to design chips for the

front end of the trigger. The workstationsat Chicagohave beenin usefor about a year

producingprinted circuit board designs. At Michigan we have two Apollo workstations

running the sameMentor GraphicsCAD software. The Mentor system is usedby the

Michigan EngineeringSchool which hassome 200 stations. Michigan has a completeIC

fabricationlaboratorythat is availableto us aswell. The PhysicsDepartmentat Michigan

plans to purchasea third Mentor station with University funds in 1991. The Mentor

software has beenin usefor printed circuit board and surfacemount hybrid design for

abouta year in the Michigan PhysicsDepartment.An integratedcircuit designhasbeen

developedbut no circuit has yet beenfabricatedfrom sucha design. We are familiar

with the learning curve for new technologyandexpect that the first custom designwill

take considerabletime to perfect. Test equipmentfor chips will be requiredsince neither

institution hassuchequipmentpresently.
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We will want to prototypeeachkind of circuit in thesystem,providingtestfixtures and

externalsignalsas closelymatchingthoseof the actualsystemas possible.This sequence

of design,testing,and evaluationwill requirea major investmentin test equipment. We

will requirethelatest electronicstechnology,which movesvery fast. We consequentlywant

to work more on developingtechniquesandprototypesratherthan on large quantitiesof

actualproductionboards. As thedetailsof trigger designtakeshape,we will utilize one of

the existing temporalsimulation languagesto describethe trigger. The framework devel

oped should prove indispensablefor understandingthe flow of dataand trigger decisions

asdetectordesignsmature.

VI. Budget

A. University of Chicago

Thereis a largecontribution to this project from the existingfacilities and grants. The

situation is one of high leverage,in that at Chicagowe have a first-rate electronicshop,

with two talentedand experiencedanalogengineerswho havebuilt many trigger systems.

We haverecentlyinvestedin the Apollo workstationsand Mentor software,and also have

built up the infrastructureto dealwith sophisticatedCAD designandconstruction. Most

importantly, there is a substantialgroup of physicistswho have beenworking over the

past manyyears12 years , for two of us developinga trigger which hasperformedwell

at a hadroncollider at a bnninosity of 2 x iü°. This samegroup is now working on the

upgradeswhich will allow triggering at luminositiesof up to 1032. Triggeringat i03, with

a 16 nsecbunch spacing,is a problemwe have considerednow for a long time Shochet,

Proceedingsof the 1983 DPF Workshopon Collider Detectors,Berkeley 1983, and which

we think we understandconceptually. To build up a group of this size from scratchto

work on the trigger would cost many times what we are asking for in this proposal to

supplementthe existing facilities.

Thereare threemain componentsin the budget: people,constructedequipment,and

permanentequipment.We understandthat our presentsupportshould carry the bulk of

the personnelcosts. We cannotadd the load of designingan SSC trigger systemby only

redirectingpeople,however,as the hardwarework they aredoing is to upgradethe CDF

trigger to handlehigherluminositiesto within a factorof 10 of theSSC andshorterbunch

spacing.This work is directly on the pathof the SSCtrigger. Presentpersonnelwill spend
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a substantialfraction of their time on the SSC,but we arealreadystrappedto get the CDF

work doneon schedule.What is neededare two long-term professionalswho can provide

continuity overa long time span.We canrotatepost-docsandstudentsthroughtheproject

picking off well-definedjobs, but we cannotaskjunior peopleto work full-time on sucha

long-term project. We have consequentlyaskedfor a project engineerfor the electronic

shop to managethe technicalaspectsof the designunder Harold Sanders’supervision,

and an SRA who is full-time on the SSC to work closely with the other physicistswho

will have?therresponsibilities.We estimatethat theotherphysicistswill spendbetween

15-20% of their time on the SSC on the average,with much of it leing concentratedin

intenseperiodsof working largely on SSC projects. We do not have the resourcesfrom

our currentsupport to add the long-termpeoplewe needto get the SSCjob done.

Thepermanentequipmentconsistsof testequipmentfor the ASIC chips we will design

and build. We have the CAD tools, including the MOSIS software, already. The test

equipmentis spreadover two years,with the basiclogic analyzerin the first year, and the

ASIC add-onoption bought in the secondyear. The third year is a guess,basedon the

typical costs in the first two years.

The constructedequipmentmoniescover the costsof designingandconstructingcom

plete prototypeboards. Labor for the designand construction,which is chargedby the

hour by our shop, is also included. The labor correspondsto approximately 1 FTE of

technical support.

B. University of Michigan

Facilities andmanpowerfor electroniccircuit designandfabricationhavebeenin place

at Michiganfor many years. About one year ago a newly renovatedelectronicsshoparea

was madeavailableto the High Energy Physicscommunity. This spacewill continueto

expandasadditional nearbyspacebecomesavailable as a result of the two fold increase

in building spacefor Physics.Theshop hasthe servicesof two electronicsengineersand a

suppliesand fabricationsupervisor.

The Michigan shop hasprovided designs, fabrication, and testing for a long list of

circuits usedin major experiments.A partial list of items follows:

1. 5000 channelsof preamplifier - discriminator- TDCs for the HRS.

2. 3000channelsof high gain, low noisepreamplifier - pulseshaperhybridsfor the HItS.
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3. Global trigger designfor the HRS.

4. 1000 channelsof hybrid preamplifiersfor theMark!! small angleluminosity monitor,

SAM.

5. Completedesignof the MACRO event reconstructionprocessor,ERR

6. Total designof the UMC muon systemincluding high voltagedistribution - pream

plifier - and trigger system.

A foundationof experienceand expertiseis availableat Michiganfor this project within

the constraintsof the otheractivities beingdarnedout in the samefacility. The MACRO

electronicswork was recently awardedto the Michigan group as a result of an internal

competitionwithin the collaboration. A major part of the CDF muonupgradeelectronics

will be designedand fabricatedin the shop as well. The DO and L3 groupsat Michigan

also have projects scheduledfor the shop as do the GRANITE and UMC experiments.

The SSC trigger designeffort cannot,therefore,be accomplishedwithout someadditional

manpower.We have availablethrough a large andprominentengineeringschool talented

EECS graduatestudentsand recent graduates. However, we feel that guidancefor the

project should be provided by a senior project engineerwho will rely on the existing

engineering,management,and fabrication support while directing the part time young

talent that is available. We arerequestingthat sucha seniordirector be supportedby the

project funds.

The maintenanceof up to dateelectronicstestequipmentis challengingin a field that

pressestechnology as steadily as doesHigh Energy Physics. Our test equipmentsuffers

this aging problemin a way that is compoundedby the fact that much of the equipment

wasdevelopedor purchasedfor and providedto facilities suchas HRS, MarkIl, UMC, and

MACRO. Since thesedetectorsare distant from our shop, the test equipmenthasbeen

locatedat the detectorsite ratherthan in Ann Arbor. We are thereforevery lean of test

equipmentgenerallyand without fast modernIC test equipmententirely. We have, asa

result, includedin the budgetseveralimportant IC specific items neededto augmentthe

equipmentthat we haveorderedunderour regularDoEcontractandfrom moneyprovided

by the University.

The existing genericgrantswill enableus to makeprogresstowardssomeof the goals

listed in this proposal.Substantialwork hasbeendoneon the drift tubesynchronizersand
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work on the neuralnets is just starting. Continuing theseeffortswith the help of a well

equippedelectronicsshop and within the environmentof a largergroup concernedwith

trigger issuesis dearly the next step in designinga trigger for the SSC.

C. Fermilab

In fields outsideHigh EnergyPhysics,e.g., imageanalysis,hardwareneuralnetworks

haveshown the ability to performpattern recognition tasks on the time scaleof one mi

crosecond.It is thereforelogical to try to adaptthis technologyto pattern recognitionin

High EnergyPhysicsbut the utility of neuralnetworksin triggering is still to be demon

strated,asno one, to our knowledge,hasyet useda neuralnetwork in an experimental

trigger, if thereexists anywherea body qualified to assessthis utility, it is the collabo

ration of the presentproposal,as it combinesthe major neuralnet study group in High

EnergyPhysics,basedat Fermilab,with someof the most experiencedtrigger expertsin

thefield. It is continuingsupportfor this neuralnet studygroupthat is sought here. The

Fermilabcommitmentis of coursean institutionalone, andadditionalFermilabpersonnel

may seek to join at a later dateto work on any mutually agreeablepart of the proposal.

The groupconsistsof BruceDenbyandone post-docin collaborationwith M. Camp

bell andotherpersonnelat Michigan, aidedby programmingsupportfrom E. Lessnerand

programmingandhardwaresupportfrom the FermilabACP group. In the first year much

of the work will involve simulationsof neural net triggers, and funds for an additional

workstationarerequested.We will also continueto acquireand gain familiarity with the

commercialneuralnet circuits that are becomingavailable,and we requestfunds for the

purchaseof thesechips and associatedelectronics. The primary focus will be upon the

calorimetrybasedB trigger, implementedusingtheIntel ETANN circuit describedearlier,

in an effort to get a prototypeup and working assoon aspossible. Thefunds neededin

following yearswill of coursedependupon what is learnedin the first yearor two, if ini

tial trials are successful,and if industrial progresscontinuesin neuralnetworksasquickly

asit doestoday, neuralnetworksmay becomea major componentof SSC triggers, and

correspondinglylarger fundswill be required.
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NICHIGAR TRI6GER SUBSYSTEM BUDGET

$81,920 $88,110 $94,560

$12,000 $12,880 $13,760
$9,900 $10,890 $12,000

$8,000 $8,000 $8,000
::z:nz :fl:nz

$79,500 $67,500 $87,500

110,000 $20,000 $30,000
: $20,000 $20,000 $20,000

$10,000 $10,000 $10,000
$6,000 $4,000 $4,000

: $30,000 $10,000 $20,000
: $3,5,0 13,500 $3,500

$212,650 $200,550 $190,060

$268,559
n=nzs=:

$254,561
:nn:n:

$252,780

Year! Year2 YearS

1. SALMIESAND WAGES

a. Project Enqinever U00l 12 smiths

b. Graduate Student Assistant Physics
50! 12 smiths

c. Graduate Student Assistant EECS
ISO! 12 .ontlis

Staff Benefits I 201
Graduate Student Tuition Waivers

$35,000 $38,000 $41,000

I I

$12,510 . $13,200 $13,900

$12,510 I $13,200 $13,900

2. PERMANENT EQUIPMENT I $43,230 I $36,800 ---- :
I nnxn : t:x:ns :flwns :

a. Diqital Oscilloscope I $12,000 I S--- __ I
b. Logic Analyzer : $31,230 : ---- ---- :
c. ASIC Prototype Verification Nodule I I $36,800 ----

3. TRAVEL Dosestjc

4, OTHER DIRECT COSTS

a. ?OSIS Chio Production 510K per unit
b. Coiputer Sisulation Costs
c. Test Fixtures for ASKs
d. Cossercial Neuni Network Chips
e. Neural Network Test Fixtures
I. Miscellaneous Expendable Materials & Supplies

TOTAL DIRECT COSTS

5. INDIRECT COSTS I 33! sodified lotal Direct Costs

TOTAL AMOUNT REQUESTED

$55,909 $54,011 162,720



University of Chicago Trigger Subsystem Budget

Year 1 Year 2 Year 3
Salaries and Wages 97,575 105,381 113,187

Henry Frisch 0 0 0
Melvyn Shochet 0 0 0
Senior Research Associate 35,000 38,000 41.000
Project Engineer 40.000 43.000 46.000
Fringe Benefits 22,575 24.381 26,187

Permanent Equipment 31,230 36,880 30,000

Logic Analyzer 31,230
ASIC Prototype Verification Module 36.880
Test Equipment 30,000

Travel 5.000 5.000 5.000

Other Direct Costs 75.000 93,000 106.000

Engineering and Electronics 50.000 53.000 56.000
MOSIS Chip Production SlOk/unit 10.000 20,000 30.000
Test Fixtures for ASICs 10,000 10,000 10,000
Misc Expendable 5.000 10.000 10.000

EFI administrative Service 6.260 7.200 7,625

Indirect costs @65% modified TDC 73.993 82.928 88,278

Total 289,058 330.389 350.090



Fermilab Trigger Subsystem Budget

Year 1 Year 2 Year 3
Salaries and Wages68.102 68,102 71.506 75.082

Post Doc 30.975 32.524 34.150
Bruce Denby 6 months 22.733 23.869 25,063
Fringe Benefits 14.394 15.113 15.869

Permanent Equipment 10.000 0 0

Workstation 10.000

Travel 5.000 5,000 5,000

Other Direct Costs 34.000 14.000 24.000

Commercial Neural Network Chips 4,000 4,000 4,000
Neural Network Test Fixtures 30,000 10,000 20,000

Total Direct Costs 117.102 90,506 104.082

Indirect costs @39% modified TDC 45,670 35,297 40.592

Total 162.772 125,803 144,674
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THE CDF TRIGGER

Nudes la..1. - ad ‘ S fl,J.. P-L *301158J*
Nasrtd. *...t...

D. AMIDE!, NI. CAMPBELL H. FRJSCH.C. GROSSO-PILCHER.3. HAUSER.. 1. LIS&
6. REDLINOER. A. ROODMAN. H. SANDERS,M. SHOCHET, I. TINC and Vi. ISA!
The Lance Fins !asntweand she Department 4 Pkysica The Univenio’4Chicaga SoWSarA Like Avenue. Chicago. IL au, us.i

The tngger or die Collider Detector at Fennilab CDF is described. The detector is designed to study 21ev p collisions at a
luminosity of lO cur2 s. The interaction rate of 50kHz is reduced by the trigger to the full event readout rate of 1-100 Ha.

I. Introduction

The CDF detector was designed to study the physics
of pF interactions at a center of mass energy 02 IcY.
The detector has calorimeter coverage from 2° to 178°
in polar angle and complete azimuthal coverage. The
calorimeter consists of both electromagnetic and
hadronic detectors [11. The central part of the detector
has a solenoid which generates a 15 kG axial magnetic
field. A vertex time projection chamber and the 1.3 m
radius central tracking chamber CrC are inside this
field. A forward tracking chamber covers the polar
angle region 2° to 10° 121

The design luminosity for the Tevatron is io° cm2
C’. An inelastic hadronic cross section of about 50 mb
is expected at this energy. This may be compared with
- 13 x 10.8 mb * at PEP. The expected interaction
rate in CDF is then 50 kHz. It is expected that the rate
of writing data to tape cannot exceed 1 Hz. Therefore.
depending on the efficiency of online cuts, the trigger
must reduce the rate by a factor of 5000 to 50000. This
high reduction actor must take place through careful
event selection since the expected rate of such interest
ing processes as W production and decay occur at only
0.002 Hz.

There were several critena used in designing the
trigger. The first is that it must acconçlish the reduc
tion in rate without rejecting any interesting known
physics processes such as Z0-.gCj or W-’ei’. The
trigger must be capable of selecting processes that be
come interesting; it must be flexible in its selection
criteria. Finally the trigger must be well matched to the
strengths of the CDI’ detector. whicb are a finely seg
mented projective electromagnetic and hadronic
calorimeter. excellent tracking and a strong magnetic
field. The segmentation of the calorimeter is preserved

This is the point-like cross section for s-pain. The hadronic
cross-section is approximately four times as large

0168-9002/88/503.50 t Elsevier Science Publishers B.V.

in the trigger. Information from high F, tracks in the
crc and muon system is also used in the trigger.

2. Oven’iew of operation

The segmentation of the CDF calorimetry is a func
tion of the detector type and polar angle. The segmenta
tion of the calorimetry for the trigger is a uniform
24 x 42 array, with a segmentation of 15° in + and 0.2
units in rapidity. To match the different segmentations
two central calorimeter cells, 15° x 0.1. are added to
gether and 6 gas caiorimetry cells. 5° x 0.1. are added
to fonn one trigger tower. The signal for each trigger
tower is scaled to 1 volt = 100 0ev. There are two
arrays input to the trigger, one for electromagnetic
energy and one for hadronic energy.

The muon and tracking systems are also mapped
onto the 24 x 42 array. The central muon covaa
extends from about 0.6 to -0.6 in rapidity. The for
ward muon system covers from about 1.8 to 4.0 and
-1.8 to -4.0. The muon system is matched to the
calorimetry by the trigger system to help identify iso
lated muon. A prompt hit track processor operating on
the central detector also is used in the trigger. High F,
tracks are matched to the calorimetry in ord t 4.
tify electrons. Information from the track processor is
also matched to the central muon system in ada so
reject muon tignlt resulting from badronic punch
through. The outer layer of the crc extends from -1.0
to + 1.0 in rapidity.

The trigger is designed to operate in two stages a
levels. The first level operates between beam crossings
which now occur every 7 us. The level one trigger does
not cause any deadtime. The second level trigger oper
ates on events which pass the first level trigger. Most
detailed and accurate processing of the events occur
during level two. The difference between level one and
level two is that level one incurs no deadtime and level

North-Holland Physics Publishing Division
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two does. The tan - and mostly the anew hard
ware are used by both the level one and level two
trigger.

The trigger operates on the calorimetry information
by adding the energy from different calorimeter trigger
towers together. The suns is made all towers with
energy greater than a tingle tower threshold for level
one The iingje tower threshold is typically set at I 0eV
for a jet tngger and 2-S0eV for an electron tngger. If
the total energy is grater than the total threshold, a
level one calorimetry trigger is generated. There are
separate total thresholds or electromagnetic hadronic.
and total energy. There are four independent sets of
analog summing circuits summers which can operate
with different single tower thresholds and total
threshoId

During level two operation the summation of energy
is done by clusters. A list of all trigger towers with
energy greater than a high seed threshold is loaded into
the cluster finder. Then a list of all trigger towers with
energy greater than a lower shoulder threshold is loaded
into the cluster finder. The cluster finder isolates one
cluster which starts at a seed tower and consists of
adjacent connected shoulder towers. The energy of the
cluster is summed over the trigger towers contained in
the cluster. In addition to the total energy, information
on the position in$ and q, the width in and i, the
number of trigger towers in the cluster, and the identifi
cation of the starting tower in the cluster is generated.
The presence of a stiff track or muon associated with
the cluster is also indicated. This list of information
about clusters is used by the level two processors to
accept or reject the event at level two time.

The trigger is connected to the data acquisition
system through the trigger supervisor 131. When the
detector is running, the trigger supervisor generates the
- signals. dw-and-strobes. which dear the --
otis crossing information from the front-end electronics
and latch the information from the current crossing. If
the trigger system generates a level I accept the trigger
supervisor will inhibit the reset of the front-end sample
and holds. The trigger system will then run the level 2
analysis. If level 2 rejects the event the trigger super
visor will start the front-end resetting and sampling. U
level 2 accepts the event the trigger supervisor will
initiate a full readout of the detector. When the readout
is finished the trigger supervisor will again enable the
detector.

3. Description of the trigger hardware

The Digger system is built on about 3k Fastbus
boards housed in 26 Fastbus crates f4. Fastbus is used
in the trigger for testing. downloading and event read
out. The trigger can be tested by loading simulated

events into DACs at the front and propagating the
signals through the rest at the system. The loading of
the DACs and readout of their effects is done vu
Fastbus. Trigger pins, offsets, and programs are also
loaded through Fastbus. This operation takes place
during the initialization of the detector and the data
remains ‘"1’.y’ during a nan. Finally the results of a
trigger dir -- an read out with an event via Fastbun.
During the operation of the trig Pastbus activity is
locked out; the actual processing of trigger 4..k and
trigger ‘-4-t take place via d&kated connections
and special backplanes. The Fastbus interface and pro
tocol are peripheral to the operation of the trigger and
are not discussed in detail here 51.

A block diagram of the trigftr system is shown in
fig. 1. Signals froi th detector are received and
processed by the receive and weight RAW and cotn
pare and sum CAS cards. The processing is controlled
by the timing control and by the cluster finder. The
track processor and muon logic can also control the
analog processing in order to match muons and straight
tracks to energy depositions. The output of RAW and
CAS is digitized by the crate sum CS. The output of
the crate sum is split by the interceptor not shown to
the level one stun for the level one decision. and the list
maker for the level two processing. The output of the
list maker is a compact list three 64 bit words which
describe each energy cluster or stiff track or muon. This
list is used by the level two processors to make the level
two trigger decision.

The trigger system communicates the decisions to
the trigger supervisor via a programmable device FRED
the source of the acronym has been lost. Inputs from
other level one detector systems, such as the beam-beam
counters and the silicon hodoscopes enter into the tri
gger system through FRED. The connections between
FRED and the trigger supervisor are via a set of cron
points. This allows different parts of the detector to run
in different partitions, each with its own trigger, for
tests. When the detector is run as a whole for data
collection there is only one partition. We now will
describe each of the components of the trigger system in
detaiL

3.1. Thgger cSkrsadthe tubeswn

Front-end electronics RABBIT electronics 6J, con
sisting of charge integrating amplifiers, are located on
the detector in the collision ball. Differential analog
signals are sent upstairs to the trigger counting room via
2k ft lengths of specially designed cable. The signals
from the RABBIT electronics are series terminated at
the detector aid in 49.90 resistors for both wires of a
-. This configuration is chosen to produce the best
possible settling time of signals at the trigger end of the
cable in accordance with the design of the cable. Ap

VII. ELECtRONIC
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CDF Trigger System

proximately 60 dB of common mode noise rejection for
signals of frequencies up to 20 kHz is achieved with this
design.

Two different varieties of the cable exist, one for the
scintillator based calorimeters, which are viewed by
photomultiplier tubes, and one for the gas proportional
chamber calorimeters. The cables from the scintillator
calorimeters, covering the central region from = -1.0
to 1, - +1.0, consist of four shielded twisted pairs with
a drain wire having electrical contact with the shield.
The four shields are mylar-aluminum laminated and
are insulated from each other. The insulation on indi
vidual wires is foamed polypropylene. The four shielded

twisted - an themselves shielded with alunnnind
mylar with a dna wire. The outer shield is wired to the
ground at both the detector and trigger aids, while the
individual twisted - shields are connected to ground
only at the detector end. These inner layers act as a
Faraday shield, while the outer shield relates the grounds
of the signals at each end. The cable has an impedance
of 100 0 and a capacitance of 123 pF/ft. The propa
gation velocity is 0.78c.

The central calorimeter consists of projective towers
of 15° width in and a width of 0.lin pseudo-rapid.
ity. q. Each of these towers is viewed by two photomul
upliers. This prqective geometry is preserved in the

Chaste,
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Fig. I. A block diagram of the CDF Level I and Level 2 trier system.



D.Aatat / The CDt.sw in

trigger, but to Suet the number of signals, four photo-
multiplier signals are aimmed together to produce locj.
caltriggertowerswithswidthofo.2m’iandtS in,.
This sumniation is done on a Pastbus card called the
tubesum where sets of tour analog inputs are summed
in high input impedance operational amplifiers. The
output i..çM..n of the op-amps is matched to the
output cable using 0.1% resistors. The speed and setthng
ume of the summing circuit are much faster than that of
the input signal. The tubesum cards as presently imple
mented have no intelligenceS taking just ± 15 V power
rom the Fastbus crate. We have left room to make. if

necessary in the future, an intelligent tubesutn card
where such things as a coinpansco of the pulse heights
between two tubes can be made in order to compensate
or nonutufonnities in;the fesponse of the calorimeters.

The signals reaching the trigger system at the end of
the 200 ft cables have a risetime of approximately 500
as 10%-90%. About 2 ps after a beam-beam interac
tion. signals at the trigger end of the cables have settled
to within 1% of their final values. l’hese signals have a
long decay time up to several minutes which allows
them to be considered as essentially DC. The gain of
the front end electronics has been adjusted so that, for
central calorimeters, a 100GeV energy deposition in the
center of a tower gives - I V out of the tubesum.

The gas calorimeters, which have finer azimuthal
segmentation. are also summed into logical tngger
towers of A - 15° and Mp - Olin this case, however,
the summation is done at the detector on the front end
amplifier cards. After summation into trigger towers.
the signals are sent to the trigger counting room via
cables similar to those used for the central calorimeters.
but with just one twisted pair per cable. Gas gains are
adjusted such that a 50 CMV transverse energy deposi
tion produces -1 V at the trigger. The discrepancy
between central and gas calorimeter gains is com
pensated for in the trigger system. This compensation is
performed in the receive and weight RAW cards which
form one of the major components of the analog front
end of the trigger system.

3.2. Receive and weighs

The RAW board is the entry point into S prwcczng

electronics of the CDF trigger. cirisM from the central
calorimeters are relayed from the tubesum to RAW over
cables of the same construction as the cables from the
detector to the tubesum. Signals from the gas calorime.
tens go directly from the detector into RAW.

The RAW cards are distributed among the ten ana
log Fastbus crates of the trigger system which they
share with the compare and sum CAS and crate sum
cards. Each RAW card contains 24 channels, from a
single 4’, = 0.2 slice of either electromagnetic or
hadronic calorimeter. The 24 channels correspond to

the 24 different values for a pvas slice. The
calorimeter signals ae received in RAW by a high input
impedance. b&sa.-.4 differential amplifier with a -
of minus three. The output of this amplifier is input to a
dual multiplying DAC with output

- o.s Y_W /256J + [0.58/256J.

where W is a weighting factor between 0 and 255. and
B is a bias between 0 and 255. The weighting factor
accommodates gain variations and generates the sin S
factor n..si..4 for converting £ to £ for the central
calorimeters. The adjustable bias is used to compensate
or calorimeter amplifier pedestals. It is at this stage
that the compensation for the gas gain is made by
reducing the weight W by a factor of two. The output
of the dual multiplying DAC is fed into a noninverting
amplifier with a - of four, and then to an emitter-fol
lower. The output of the final RAW amplifier stage is
then relayed across a short jumper to the RAW compa
nion card. CAS. The DAC bias constant. 0.5 V. can be
changed to 3 V so that with W’ 0 the bias can be used
as a source of simulated inputs for trigger testing.

The RAW board has an g bit high speed DAC that
can be controlled either by Fastbus or by the crate sum.
The output of the fast DAC is a differential current
which is sent to CAS where it is converted to a voltage
and used as the reference in the comparators. RAW also
contains correction circuits to maintain linearity and
full scale range for the fast DAC.

The digital section of the RAW card includes the
Fastbus protocol for both RAW and CAS. shadow
memory that holds the digital input values for the
multiplying DACs W&B. and registers or CAS con
trol.

3.3. Compare and n

Each CAS card has 24 channels in a one to one
correspondence to the 24 channels on the companion
RAW card. During the level I cycle. the function of the
CAS card is to sum all towns from a single RAW card
that are above a programmable threshold. CAS does not
have Fastbus protocoL only connections to the Fastbus
address and data hoes AD lines. All controllingstrobes
are erated a RAW. If the cable connecting a
RAW/CAS- a removed. CAS goes to a quiescent
state with all signals removed from the AD lines.

Each analog signal from RAW is delivered to a set of
analog switches, and to the positive input of a compara
tor. The other input to the comparator is the reference
voltage produced by the fast DAC and RAW. When a
particular analog signal is over threshold, the cone
sponding comparator output is loaded into a sum reg
ister. The state of this register controls the analog
switch matrix, directing the tower signals into summing
amplifiers. Three different sums are performed for those

VII. ELECTRONIC
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Fig. 2. A simplified schematic showing the operation of the
Receive and Weight and Compare and Sum boards.

towers above threshold. a linear sum, a sum weighted
by sin , and a sum weighted by cos$. It takes ap
proximately 500 ns for the analog sum signals to settle
to 0.1% accuracy. At level I time, these sums are per
formed to an accuracy of about 1% detennined by the
settling time of the signals from the front end electron
Ia. There are four sets of sum circuits on each channel
of CAS. so that four different tower thresholds may be
loaded in parallel at level 2 time, this parallelism
facilitates high speed operation.

Each of the twelve sum circuits is monitored by a
zero detection circuit. The outputs of the twelve zero
detection circuits are available as a Fastbus register.
There are also twelve eight-bit DACs, one pa sum
circuit. The output of the DAC is used as a bias for the
corresponding sum circuit. These devices allow for cor
rection of input offset bias by ramping the offset DAC
and monitoring the state of the zero crossing compara
tor.

A block diagram outlining the various functions of
the RAW and CAS cards is shown in fig. 2.

A register known as the inclusion register is used as a
mask to either inhibit, allow, or force participation of
specific towers in the summation. This register has one
bit for each of the 24 analog channels. If the inclusion
register is enabled, then only those channels whose
inclusion register bit is set to one will be petmitted to
activate a comparator. If inclusion register negation is
in effect, the convene is tnae. This function allows
masking of bad channels in the calorimeter or in the
trigger. The inclusion register an also be loaded into a
sum register thereby forcing a channel to be summed.

The output of any CAS register can be gaS onto
the Fastbus AD lines under the control of the Fast bus

protocol arcuits located on RAW. I. additict the low
sum registers. the inclusion register and the duster
finder bus can all be loaded via Fastbus.

3.4. Churn fiadrr

The level 2 decision begins with the interaction be
twins CM and the cluster finder bait Thmring level 1.
the outputs ci the comparators a CAS an n.si4

directly into the sum registers. During level 2 these
outputs are first loaded into the duster finder. The
duster finder processes the data and returns a set of
towers corresponding to one cluster to CAS where it
will then be loaded into a sum register. This procedure

- causes CM to create sums for individual clusters of
energy in the calorimeters.

The procedure for finding calorimeter clusters is as
follows. The threshold value loaded into the fast DAC
on RAW is a decreasing ramp. The comparator threshold
starts at a high value e.g. 10 0ev and begins to
decrease until one or more calorimeter towers are above
threshold, at which point the ramp stops and the out
puts of the comparators are gated onto a 1008 bit wide
bus 24 x 42. the logjcal OR of the comparator outputs
from the electromagnetic and hadronic crates, the clus
ter bus, and transferred to the duster finder as seed
valuet A second, low threshold e.g. 1 0eV is then
loaded into the fast DAC and the towers above this
threshold are loaded into the duster finder as shoulder
towers. At this point CM ceases driving the cluster bus.
The cluster finder asserts the ‘p addresses of all seeds
and the cluster control card selects the smallest ‘p value
and enables the cluster finder to assert the addresses
of all seeds of the selected ‘p. The cluster control card
then selects the smallest value and enables the tower
with the L"tM ip and + values to turn on. The
selected tower sends a signal to its four nearest neigh
bors the diagonal neighbors with different ‘p and dif
ferent + values are not included instnicting than to
turn on if they are above the shoulder threshold. The
newly selected towers send .gn.k to their nearest
neighbors and so on until no more contiguous towers
are fount A bit map of all towers in the duster is then
sent back over the cluster bus to CAS where it is loaded
into a sum rester. The y.wca is rp-" as a cycle
time of about ISO as until no new seed towns exist. At
this time the 11gb threshold may be lowered and the
process repeated. Once a tower is included in a duster.
it is prohibited from being included in any of the
subsequent dusters.

During the processing of dusters, the track finders
are monitoring the cluster bus. When a duster bit
corresponding so the coordinates of a stiff track is
turned on, 5 bits are sent from the tack finder interface
built by University of Illinois at Urbana to the inter
ceptor. One bit indicates the existence of a stiff track.

Sm.

-



33%

and 4 bits provide its mumeatum These bits are in
chided in a 64 bit word which is sent to the level 2

.1.5. Cavenon

The transition between the analog portion of the
trigger and the digital portion takes - in the crate
ruin. In each analog crate there is one set of crate siam
boards which receive the analog sums E, E, sin + and
A; + from each CAS board, and perform a further
stage of analog summing to produce complete aims at
the crate level. In addition to these sums, the crate sum
uses hardwired weighting factors corresponding to the
mean pseudo-rapidity. ‘p. of each CAS card to produce
the sums E1’p and A;’p. The pseudo-rapidity weighted
sums are used only during le9el 2. Each analog sum is
digitized in an 8-bit flash ADC FADC and sent. for
level 1. to the level I sum board. There are four sets of
identical analog summing circuits in the crate sum.
corresponding to the four sets of summing circuits on
each CAS card.

The analog section of the crate sum is contained on
two boards. The first board uses high speed summing
operational amplifier circuitry to produce the four
A; sin + and E cos + sums from the analog signals
coming from the ten CAS boards in the crate. Each of
these sums is then digitized in a FADC upon command
from the timing control board. The second analog crate
sum board uses the E signals from the CAS boards to
produce the E, £,ip’pO, and ‘p-’p2 sums.
where ‘p is the mean rapidity in that crate. The sums
about the mean are taken in order to optimize the
resolution of the FADCs. The 120 analog input signals
which conic from the CAS cards to the crate sum are
contained in a specially designed fourteen layer aux
iliary backplane. The digital output from the four sets
of sum circuits passes through a multiplexer, with the
selected set passing to the dignal crate sum board.

The digital board receives one set of A;, E sin .

E,cos +. E1’p-ip,,and E,q-q02 sums.ltperforms
the digital arithmetic necessary to produce rs-comple
snent values of E, E1 sin +, E1 cos +. A;q. and E1’p.
This board also produces N, the number of calorimeter
towers which are part of a level 2 duster. As an option.
if N is zero the otherS quantities can be forced to zero
to help suppress moist The Fastbus protocol and all of
the registers for the crate sum reside on this board.
Finally, all RAW, CM and crate sum control signals
which come from the timing control, pass through the
digital crate sum board. Control signals for the
RAW/CM pairs are shipped out on the special back-
plane.

3.6. Interceptor

The digitized output from the crate sum is required
by the level one sum and by the list maker. The inter-

ceptor receives two quantities from two crate ann, oat
hadronic and one electromagnetic. The data is it
organized and transmitted to the level one sum and
listmaker via separate cables. The interceptor uses 3k
of RAM to record the information from the crate sum.
The interceptor sb receive the ‘p and + index of the
duster seed tower from slit cluster finder and informa
tion roes the terbing and muon system

The interceptor can operate in two mode. In the
rust mode the data from the crate sum is recorded in
memory and Wndtaneously transmitted to the list
maker and level one sum. In the second mode data
input to the interceptor is first stored in memory and
then later recalled from memory and transmitted to the
list maker. This is necessary because not all of the
quantities corresponding to a cluster are available
simuhaneously. yet the duster memory requires that all
information be latched at the same time. For example.
the ‘p and + coordinates of the seed tower from the
cluster finder are valid at the time the duster is found.
By the time the E of the first cluster is digitized by the
crate sum the cluster finder is finding the fifth cluster.

The interceptor has two pointers to its memory. One
is used for writing information to its memory as it
becomes available From the separate parts of the trigger.
The second is used to read out from its memory all data
corresponding to a single cluster simultaneously.

The interceptor is also used for testing the trigger
system. Crate sum data from simulated events may be
stored in the interceptor and played out at full speed.
All systems downstream will be unable to distinguish
whether the data are real or if they are from memory.

3. 7. Lisimake,

The listmaker consists of three different types of
boards. Together they perform a variety of arithmetic
functions on digital values received from the crate sums
to produce a list of properties of the dusters found by
the cluster finder. The list consists of two 64 bit words
per cluster a third word has its origin in the intercep
tor, one for electromagnetic energy quantities and one
for total energy quantities. The contents of the two
words includes 10 bits each of £, Esin+. and
A; cos , 8 bits each of ‘p and the width of the cluster
isip, e,,7 bits of +. and $ bits of .*. In the event that
a calorimeter cluster spans the boundary between crates.
the first three quantities listed will be different from
that produ by any single crate sum module.

The first of the three lisunaker boards, the sum
board, receives the 12 bit quantities output by the crate
sum There is one siam board for each of the six quanti
ties. and each board receives the outputs of five electro
magnetic and five hadronic crate sums. These boards
sum over the ten aates to produce a 12 bit electroinag
netic energy sum and a 12 bit total energy sum. A
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pipeline latch at the output stage of the sum board is
inched by the timing control. The 12 bit ruin for N is
sent to the interceptor for inclusion in the third word of
the list. The remaining Ave 32 bit sums are sent to the
second of the tistmaker boards, the multiplier board.
consisting of an array of 4k RAMs and an array of
high - multipliers. There are two multiplier boards.
one operating on electromagnetic enerp a and one
operating on total energy stun The 32 bit sum A;

forms the address to the RAMs whose output is a 12 bit
representation of I/A;. Four sets of multipliers are used
to form the products of I/A; with each of the four
quantities E, sin +. A; cos 0. E,sp and E,’p. The out
puts of the multipliers, sin 5. cos 5. ‘i and ‘pa

are sent to the last of the three boards. the RAM board.
Once again there is one RAM board operating on the
electromagnetic energy quantities and one on the total
energy quantities. Here a number of functions arc per
formed. primarily through the use of look-up tables
stored in RAMs, and the last three quantities needed.
<+. a, and a, are calculated from:

KS = sinsin 5 if Rcos 51> <sin 5!

or coscos +> otherwise

a, yl - sins? - cos *2

a, v<’i2 -

The five listmaker quantities excluding N are then
latched by a strobe from the timing control at the
output stage of the RAM board for use by the level 2
processors.

3. & Other level 2 triggers

When the interaction between the cluster finder and
CAS finishes, the muon systems take over the duster
bus, turning on bits corresponding to the ‘p and +
locations of muon candidates. For central muons. these
candidates are "golden muons". i.e. those muon candi
dates with Cit stiff tracks directed at them. The map
of all muons found is loaded into the duster finder
from the duster bus. The duster finder will then select
one muon at a time and assert the corresponding bit on
the duster but Dining this time the muon match box
monitors the duster bus and sends to the interceptor
the momentum of each muon as it is selected. The
cluster finder will send the ‘p and + values for the
selected muon to the interceptor where it will be in-
eluded in the third of the three 64 bit words to be sent
to the level 2 processors. As each bit on the duster bus
is turned on, the CM - crate sum - listmaker processing
proceeds as usual so that the first two words of the list
received by the level 2 processors contain information
regarding energy deposition in the calorimeter by the
muon candidates.

3.9. Chair mama

The list of calorimeter clusters, isolated muons and
total event energy is sent to the level two processors a
the form of three 64 bit words. The first two words
conic from the Swanker representing electromagnetic
and total energy. The third word comes from the inter
ceptors and a.g control and contains information
from the duster finder, the muon systems. the Uath
finder, and control codes. The third wad contains a 4
bit origin code. at bit Acid cont.atg the number of
towersinaclusaer.the+and ipseedaddressinll bits.
and 4 bits of momentum information from the track
finder.

The duster memory module receives one 64 bit word
via the front panel and stores it in a 1K by 64 bit
memory. The memory can be accessed either by Fastbui
or directly by the level two processor via the auxilIary
backplane.

The auxilla backplane, the processor bus, supports
a multimaster single crate protocol invented for usc by
the level 2 processing system Iv. Data transfers between
two modules. a source specified by a 22 bit source
address, and a destination specified by a 22 bit destina
tion address occur under control of a processor bus
master. Data is transferred in 64 bit words at rates up to
1 transfer every 150 ns. including master arbitration.

The duster memory can act as either a source or
destination on the processor bus. When a duster is
written to the three cluster memory modules, one for
each 64 bit word, it is then read out onto the processor
bus, one word at a time, and written to several special
processing modules, the mercury modules. This allows
processing of the cluster list to proceed as the cluster list
is being constructed.

3ia Lael2pnxrssor

The level two processors control the processing and
decision m2kmnf for the level two rigget There can be
up to 6 prosas running, each identical in hardware
but operating with different programs. The processor is
built on two Fasibus boards. The first board, the sa’
uencer. contains the memory for the 64 bit microcode
and the logic to fetch and execute instn.ctian. Eighteen
instructions controlling execution flow. such as branch
on condition. me implemented- Five bits of microcode
specify the ins*ncion, 14 specify the next address for a
jump instruction, six specify the condition code for
conditional branches, and 37 are used by the prsor
board. The second board, the processor board, contains
an ALU. shifter. counter, scratch memory. and processor
bus interfaces. The processing elements arc organized as
registers on two busses, a 10 bit bus for control and a 32
bit bus for data. Each microinstruction specifies the six
bit address of the source and destination registers on
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both busses. One of the tO bit source registers is a field
in microcode used for lending constants. The level two
processor executes an instruction every 40 as.

The level two processors can either work directly on
the data in the cluster memory. extracting the fields of
interest, or can recall the results of calculations from the
mercury modules and compare them to thresholds. The
processors communicate the level two rejects or accepts
to FRED.

3.11. Mncvn inoáks

There are currently four mercury modules, each de
signed to calculate a specific quantity of interest. The
mercury modules are processor bus slaves and can act
as either a source or destination. The mercury modules
do not have any Fastbus interface and must be loaded
and read through the level two processor.

The mercury ET module sums the total clustered
energy and counts the number of clusters whose en
ergies are above a predefined threshold. This is used. for
example, in a two or three jet trigger where each jet is
required to be above an energy threshold.

The mercury EL module operates on electromagnetic
energy. This is used to select electrons or photons using
the cluster width and ratio of electromagnetic to total
energy. In addition, the electron is identified by the
presence of a high P track pointing to the cluster.

The mercury MU module selects muon candidates.
The infonnation from the muon system is used to
identify the and ‘p coordinates of a muon. The energy
deposition in the calorimeter at the same ‘p and +
coordinates is used to identify isolated muons. Muons
can be selected based on their momentum. This module
also calculates the magnitude of missing ET.

The fourth mercury module, mercury Li. is used to
record the level one information, This is used by the
level two processors to coordinate level one and level
two decisions. For example if the level one trigger was
generated by a prescaled anamlum bias trigger, level
two should not reject it if there is not sufficient ener
deposition.

The number of mercury modules can be increased.
as the need arises, up to the physical constraints of a
Fastbus crate. Since the proor bus cannot com
municate between c.-..--’.ts. Currently 16 out of the 26
Fastbus slots are occupied.

3.12. Timing control

The synchronization and operation of the trigger is
carried out by the timing control. The timing control
receives a reference time mark from the master clock
and an enable from FRED. When these two signals are
present the level one sequence starts. At the end of level

one. if there us a level one aatpt. the timing control d
start the level two sequence.

The rest of the trigger system was designed such
modules perform specific actions based upon .‘

signals received via dedicated cables from the tig
control. There us no handshaking of these signals, and a
general only data is passed between modules. Abs
300 control gnsk are needed to operate the trigger.

The tin.ag control consists of two types of bonds, a
single master and fifteen slaves. The tsmin
master is physically the same type of board as the let
two proomsor sequencer. with different jumpers. The
lower 12 bits of microcode. instead of controlling the
level 2 processor, specify a dwell time of from 40 so
81940 as. The instruction set, condition branch code
selection, and jump address fields are identical. As the
sequencer executes each instruction the address of the
instruction is bussed to the slave modules.

The slave modules use this address to fetch a 32 bit
instruction from their memories. The various bits and
fields of the slaves instruction are transmitted, via an on
board patch area, through front pane! connectors to the
various trigger modules. Each slave can receive up to 8
signals and present them to the timing control masier
for use in condition branches. The multiplexing is con
trolled by the 6 bit condition control field. l’he slave
modules can be configured for each specific application
through the patch area. Glitches are prevented by fol
lowing the memory with an instruction latch. The tan
ing control is programmed by specifying, for each 1-
struction, which control signals are to be asserted or
cleared and the amount of time to wait until the next
instruction. Since the timing control also contains 51Kb
infonnation as comparator thresholds a separate iwo-
gram is created and downloaded at the beginning of
each run.

111 FRED

The communication between the trigger system ad
the data acquisition system is through FRED. ‘The
detailed protocol between FRED and the trigger super
visor level I query. and level I accept followed by let
2 accept or reject must follow a well defined sequence.
Any deviation from the sequence forces the u
supervisor into an error state and data acqSi
non to cease. FRED provides 12 level I and 6 level 2
protected input ports for user connection.

There an 12 input ports for level one triggers, ‘Tb
12 ports form the address lines for a 4K by 4 bit
memory. If a particular port or combination of ports is
required to generate a tngger. a loajc I will be placed as
initialization time in the memory location correspond
ing to the appropriate address. Each of the four bits is
further conditioned by a rate limiting circuit which is

VII. ELECFR0POa
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used to limit a particular trigger to a maximum rate. if Table I tntiaauem
enabled.

________________

FRED also coordinates up to sax level 2 processors. tCIu_’1L ,
Each pro-r may be marked as ON. OFF a VETO. tma_rzp. tzit.I,,UtI_uvn
A level 2 accept is generated when any of the ON ‘ans aarctan * ci r
processors generate an accept and all of the VETO ‘rn ST L3*0 MI! * 0 sc
pro-c--s generate an accept. A level 2 reject is gene- NC! VRtOCCft ¶IICe_XOI

ned when all of the ON processors generate rejects or rim SC’
any of the VETO processors generate a reject. rim njnr

A simple version of FRED. autonomous FRED. rim SJ,,LMU
cut as_u,,rT 5 00CEVexists for generating simple triggers, e.g calibration,

The level I signals used by FRED to determine a
,

level I accept were, for this last nan: Nd, inocs micas,,
A Four calorimetry triggers with different threshold. - rim NCCT
B Two beam-beam counter triggers. one for the east rim wait

and one for the west side. rIm rwai
C Central muon from the central muon chamber. - tIN RIGGER ThI_0002

0 Forward muon from the muon toroids, LEWLIC

E Forward silicon from small angie silicon detectors. I
BEGIN FILTER LEYkIDF Central high P, track from the track processors.

.0BAL_iM LEVtI_RATE,,LISIT

Table I Pap,*Ttt tSStCMT. 1 00

Example of physics table PIRS’ER tE’j.O*O_RATE 0 075 HZ

_____________________________________________________________

BEGIN RIOGER TRiGC&_I

YTIOII SST

TI0Il EAST
I PP.,s,c, tab’. cr.t,o, Ole 23-MAP-IRS? 21 4000 ii -

Lit RIGGER TRICGEJi

* FILTER A IS FOR JETS. Sfl * I * TOTAL * Lit lITER LEVELID

nLTuOlsFOREsicInG.sn.s,TOTaL.l5.etY

4. Softwnre
I FILTER C IS FOR 506. RATE LIMITED TO 0 15 IRTZ

FILTER I IS FOR MItt BIAS. RATE LIMITED TO 007 RT2 The trigger system. in order to be versatile, is highly
I programmable. The timing control which specifies how

BEGIN TITER LEVELIA the vanous parts of the trigger operate, must be pro-
BEGIN RIGGER TRIGGER_1 grammed for each run. The program for the level 2ORtim 5,_BEST processors must also change as the trigger requirementsrIm SEMI change, The job of the software required to operate thetim &,CAL_LDB.I

- 003GEv
trigger is to translate the desires of the physicist running

‘wcn . WcJSR’IOD> ti ooGE’t the experiment into the programs 5 tables that are
CUT MET > 30 QQfl downloaded. To .nplish this we have devised a
CUT aCT> system of ‘OPTION TABLES’ and PHYSICS
UT TOTILET> 30 00GE TABLES’. The option table specifies all of the objects

which can be used in the trigger along with the rangeseFILTSY LMLIA of cuts as paraesesdescra,ing this object
an be selected and put into a physics table. ‘The physicsBEGN_FILTB LEVftSB

NCiu,_ThI intern table displays the AND-Ct tincture of the options
rime mcct and specifies the t of cuts and parameters. This

SEMI may be best explained by the example in table I.rim BCtIEWLi This physics table has four filters for level one,PAPIMItI S TeaR 11590.0 1 5 00 GEY
corresponding to the four sets of level one lockup RAMPMWER I4Afl1C,JOBER_flESICD> SI TGEV
and FRED. The first filter requires that the total transCUT S_El > IS 003GEV

CUT PMflIC 121 xGEV verse energy in the detector be greater than 30 6eV.
CUT TOTAL El 127 00GEV summed over all towers with more than I 0eV. This is

ON RIGGER TRiGGER 0001 in coincidence with a beam-beam interaction. The secIL FILTER LEtttLIB OS filter is for electrons. Here the requirement is that
EM transverse energy be greater than 15 0eV or EM
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towers abow 5 O.V. Again then is $ bass-beam
counter reqisiremeaL

The third filter contains two uiggen A level I
accept is generated when any one of the tow liken is
accepted. A filter ii passed it nay one of the triggers it
contains is accepted. A trigger is r" only it all of the
conditions specified by it an met. In this case we want
to accept their forward - - a central n- with
P>50.VThsthggntslimitcdtoawimusntco
035 Hz. The fourth trigger is monitoring the s4.w,

This is a minimum bias trigger requiring only a
beam-beam interaction. This is rate limited to 0,075
Hz.

We have wyit ten the software which can parse these
physics tables and generate the programs to be down
loaded into the hardware, A compiled version of each
physics cable is maintained to expedite downloading.

5- Conclusion

‘Ic have designed and built a sophisticated program
mable trigger system- The system is flexible in that
event criteria can be specified on a run by run basis. It
is also expandable in that more types of level one inputs
may be added to FRED and additional mercury mod
ules may be added to the level 2 processor system.

During the IWnn the mmdsr agwd a
in -eu of 10" a’’ s"t. The trigger was aSia
nasintainaratesosajie ofl Hz With the nd&uc.c
level 2 for the next nan, operation at 10" cm’3 s’’
without Ices of interesting physacs wdl ccm
Unue.
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mental Methods For Colliding Beam Phyics Ned. Is
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l’s, rather slept. curesits are presented that delay the signals from drift tubes so lust

a ap,asnt the maximum tilt time of the tube independent of the position

ci the trait alibi. aim tubes, The last version is designed to sense high momentum

Web Ia ti4s,ani strow tube. where appeoslinate normal incidence is assumed. The

is £..Z,...J to accept angled track signals from a triad of tube.. Software

of beth cietnita indicate that the technique can prove very effective for fast

14.... between tracking layers or between trucking and calorimetry.

lot ro’ I uction

The SW interaction rate of II? /s nod the high track multiplicity make the develo1wnnit
of trigger, a n.j.. challenge. Thi, high rate environment has been presented in two papers
specilcally For straw chambers!’"’ It appears from these studies that SHine tracking with

small tube. can he effective even at lie full SSC luminosity. The problem remains as to

how one can assure that the events to be tracked are accepted by the trigger logic. to this

paper two drcthts are presented as possible aids to the triggering problem. The first is

motivated by the seed to sew segments from high transverse momentum tracks sad to

determine which collision preduced them. This must be done without exccssjv, accidentals

from the high occupancy preSent at the SW. A superlayer with a depth of eight tube,

is considered and shown partly in Figure Ia. For the high momentum case it is assumed

that tracks are tO GeV or greater and have bend angles less than *0.5’ at a superlayer

ilu. from the interaction. This anumption is consistent with a solenoidal field of SO.5T.

A second circuit adopts a Uniter approach to the problem of generating a trigger signal
from the page of a pariSda through atsi.4 of drift tubes as illustrated in Figure lb.
Thecenttaltebeissssumedtobestaggeredahalfcellrelativetotheoutertubn. Asia

the superiqer case, the - I. the generallo.. of a pulse that is fixed in tin.. relative to

the passage of the particle. In this ease only mild angle restrictions are imposed. This

second circuit is being coasMeed as a component oft p trigger. A coincidence of several

radially associated trisds is one possibility.

SUrn,t*Yra Sroun.t Frnouna

The Circuit

The circuit for pnwe.sing an S t’,he gmup shown in Figure 1. The goal of this

circuit Is to produce a puhe. Ta, a Axed time after the passage of a stiff track through

the auperhiver. Stiff is defined by the range ..f track angle., with respect to the normal to

the a.iperlayer. that yield hit times antiafring the coimicklence requirement of the circuit.

This co.mic,deswe is needed for random hit suppression. A three out of Four coincidence is

included as a means *.f reducing the rifects of tithe inefflciei.cieiu. Analysis of the circuit

2



Figure II,

I t2.I

that follows will he im, ternu of the coincidence of ml,, even and odd layers, Ig smut ,

respectively. The equations are precise S normal incimlem,ce hot are only approxi.uatim.ns

S the range of angles accepted by the coincidence circuit. Tl,e simulation will exhibit

this - a variation in the tiSng of T5.

Figure Is

Superlayer Tube Triad
The behavior of the circuit of FIgure 2 Is Interpreted in the context of the following

deelvatlea. tracks nonnal to the supeslayer, the dflft times t1 and t, of Figure Ia camu

bertiatedtothemndi.sdthetube,r,acoordingtothesimpleequatiom,ti+. = i-/k, In

this ej’. k is he drift Socity --dS the moment to be a constant, and r is the

radius of the tubes. Charge Is taken to strive at the right wires at time I, before time Ii.

This cheice or the ordering Is Just a matter of lakeling and In no way restrict, the circuit

See hupsctioa of the schematic quickly reveals that the circuit Is symmetric wIth respect

to the two Inputs. The above equation can be rewritten -.

tj-I4+Zxf, = c/k

which hat to the kilo-leg conclusion. If one waits, starting from the arrival of the
le* hit., as additional asnonist of time, I,, that when scaled by 2 and added

I. the time diffesuses , - I, equals the maxlmisin drift time, then a total tIme

equal to the snaxinvaun drift tlsne will have elapsed f.-om the traversal of the

ec¼1.el track. It is this programmed delay, I,. that is generated by the circuit of Figure 2.

I-u

ai,it

Figure 2

41.1- to I. I’? di, Itul....t
am’,- me ,. mul, dill’ ti..

Simplified Stiff Track Finder

The drift time dilFerence Is aecuesulsited on a capacitor by Integration of a constant current.

1, during the time between the arrival of the two pubes. At the time of arrival of he last

hit a current of 211 directed an. he same capacitor. When the accumulated integral has

readied the vohsge .uus,,nssdisig to the maxlnassa drift time, the comparator outputs the

140W" signal and a Ta Is generated. A fixed width pulse not shown is also geacrated

on the arrival of the "NOW" signal. Its trailing edge resets the flip-flops. This sri1 react

wilt naturally generate * fixed width Ta. If the integration is triggered and no "STiF

signal is generated, it., both csincidence si_a are not produced, the self real p.ovkks

a clear for the circuIt. The actual circuit implementation will likely contain only current

sources ti,rd are started by wire hits since one can obtain a current 21 by adding another

current i to an existing current I rather than stopping current i and starting rusrerut 21.

Calibration

The reference voltage, MAX DRIFt is critical to the timing generated by the circuit

since It eletermnines the wait time. A built in ralibraio,, approach in suggested. I,, such a

,chen,e two precisely timed ealibratin., l..lsfl would lie used. TIme first weukl he directed

to one usc hoti, of the flip-flops of the circuit. The second pulse. timed precisely to the

desired generation time for the ‘Xfl*" signal. wo,,lul Is’ *o.npareml in timing to lit signal

Fr

-I., - .iifl.t SSLI U
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"NOW’. lIT,, w late hi srmivhug, the current leadiu,g mm, ‘NOW" wind.! Ism’ increims.’,s,,’,l.

After nut a.,ab.r of lest pill.’. flue .‘,un,nt wnuId reach, lime val,sm, repsire.l to svusrlproui-z,’
110W’ to time ilnirril tint. IF "NOW" w found to arrive early, the cnrremtt "outul Is’

These are twa pattenia of austn-ealibrati.m possible in the above scheme. Pattern muss’

d kiqg,ar beth Sp’Iloa at the amy. tUne. ‘liii. pattern would activate only tI,e,2i

......J end hence adjust It only. A m’cond pattern would trigger only one of the flip-flops

ad see,t a the adjtmecmt of the cunent i. As vitlbe seen later, this aumto-calibratio,,

what _s to the full neil knit cell drift tUnes can be used to red,,ce the effects m,f

.aaL.-,tIe Is the tiae.dlabace relation for gas tubes.

A ,,._i_ to an the effectiveness of the straw tube circuit has been written and
_ to study the r’r.c& circuit. The program include, the effects of tube inefficiencies

ad. 1-, Ia gesnatlag the .JsJ..a signals. It includes time-distance

aes-Vni*le he the iu of a .,..&a’sc tens,. It should be noted that for tracks at angles

to the ,ath,, anal, the circuit behavior I. net exact. In addition, the signals input

to the eleenit n liaise a ,. width W the coincidence Is to be realized. Understanding

Ihese appeutatlona will baths major utility of the simulation. The- of the simulation

wee to dstnlse that

* Sensitivity .4 the T5 thaisug to the track angle from the normal.

a ES.,...cy of the circuit for various values of individual tube efficiencies.

a ciency of the circuit in the presence of random background hit..

a Sensitivity of the circuit to non-iinearities in time time-distance relation.

a ca,t...... width that ‘a required to accept tracks at various nngles.

o ctiveneus of anto-calibratio.u in reducing the impact of non-linearities.

fls. nws of a mipedayer .4 4mm diameter tubes was sinmiated for tracks euler lug

t tubes between adjacent wine hi the first two layers. The simulated tracks were gives;

a *2iar r of angles fran the ‘mess1 to mime usperlayer. Only tracks pa’u.ing llsrssuugls

the I pub,, ‘so pout ,‘rn’ I hat c.ud,l I x p.r ted I., activate the electronics were c.mnidere,I -

were rmnui,tnl and .lesignu.te.i m’s i;meffirie,scies. Times.’ genmn.’tricnl lenses are distinct

Iron, t hose due to individual tube iu,eftlcinsciea in that thu..,.’ geouumu’tricnl luesea would ettist

or I l’X m’lflciepmt I oh,,’..

After tracks were mietennined to I.e witisi,, time active area of tim sui,n,,lated t,sln’s. Use

drift times were .letermuuine.l aenwdiusg ton form containing a lismcni and a quadratic term.

TIme relative size of tIme quadratic wan varied from 0 to 40% of the limear term at the radios

of the tube. Tube inefficiencies were them. simulated by removing the Imita within tubes lit

a completely random way with a frequency that wan varied from 0 to 5%. Random hits
were then introduced at a rate parasneterized by the percentage of tubes with, random,. hits

within the drift time. Rates up to 10% were tried, The random hit was ignored if it-came
later In tint. than the simulated track hit.

The timing difference of the "critical" coincidence ‘inputs are plotted in Figure 3a for

fully efficient linear tubes in the absence of background. The term ‘critical" implies the

timing difference between signal, that satisfy the 3 out of 4 coincidence. Pulse widths for

the inputs must have a ditmu... greater than the value plotted if time input is to satisfy
the coincidence. The distribution terminate., abruptly at IOns, This timing difference

between the Ant and hat hit arrival or a track is due to the range of angles assumed

for the track. The coincidence width is hiss one so one related to the lowest momentum

accepted. Figure 3b displays the time distribution for the Dr output for tracks satisfying

a coincidence interval of lana. The output distribution does not show a zero width since

the variation of track angle interacts with the coincidence circuit to give time jitter in the

signal from the synchronizer. The data hi r111 3h is from acirctit with nontinal currents

of I sad 2i. Figure 3c shows the respoumse of the circuit for currents optimized for minimum

iv of the distribution including a 20% muon-linearity in the time distance relationship. The

optlmixed value, of the c,,rrents are O8i and l.Si. rigu 3.1 shows the timing distribution

for an asmoned typical case where ,uonlinosritv. inefficiency, and random muoise have been

included, These tube characteristics are described litter in the text.

The effect of tithe inefficiencies is m1,,ite ronsistent with tlunt predicted from simple

probabilities and the 3 out of 4 coincidence of time circuit. The nluw aa.usmned for the

inefficiency of flue individual tubes ubsos s5ot noticeably change time tuning jitter distribution

or the m,timn.mmsu nurrrnts, flandonu liii, produce a scatter of T,, when ib. roim,cidcnec in

S
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snted with a random hit. Random hits also pr.nl.uce nut i,,cwaiied inefficiency wIn-n us

hit ilsables a tube fan contributing to the coincidence. Random l,it inefficiencies.

e individisul tube inefficiencies, do not change the optimized current value thouglu tIn’

hit. do incrome thee of the timing distribution by about 15%. Table I summarizes

lbs Jets. of tube inefficiencies sad random hits for a few choices of parameter values. The

.wJ hat been optintised or all cases represented in the table.

ThhkI

flubs Efficiency Rdmn flit Rate Non-knesrity Overall Efficiency

*00% 0% 0% 95.6%

n% 0% 0% 93.6%

00% 0% 0% 01.5%

*00% 5% 0% 95.0%

*00% *0% 0% 94.8%

*00% 0% 10% 95.4%

*00% 0% 20% 95.8%

*00% 0% 40% 95.7%

67% 5% 20% 92.9%

Pbr not-Mn parameter. ny from sero the current o$imisation ha. snore signif

hence. Thu p a of the timlag distribution ws$ determined for a few valises of

.enky ,..ts. It Is plotted a. a function of the non-linearity parameter in Fig

at 4. floe this plot one can use that the timing jitter can he made nearly a. small
With p..jfte as It I. In the linen, case if a suitable choice of currents Is made.

t*on4lnesgItje - Soc a 40% can be tolerated. The - of Figure 3d show, the timing

tulbutiss for a typical set of tube and detector characteristics, The tithe efficiency is

lain t be 07%. the random hit rate to be 5% i.. the fuU drift time, and the drift velocity

if lie tube is taken to be 20% lot at the full radii, than star the wire. The jitter in

the arrival tIme of the pulse ii Ire than *Zns. The composite efficiency of the system is

The ‘felse’ Irlcet rate of the circuit was studied In the introduction of Isigh level of

S
b
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S hits in the aIe’ew.’ of any stiff track signal. Figure 5 shows the circuit frnrlionnl

eulp.ut rate within a *5’.. window centered on tlue’si’iff track time for ‘nrioisa raw" hit

sate. Lee tin I in 1000.4 the EOn drift intervals will give a stiff track signal n,rulu’r rIse
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Figure6
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Table 3

Aspect Ratio fibs PS’ P_r- Hit Rate Nonlinearity Overall Efficiency

2/I 100% 0% 0% 95%
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2/I 07% 5% 20% 81%
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Conclusions

The proposed approach bolt promise an aid in the solutions for the major SSC

problems of associating arid collision tagging drift chamber hits. Work ii continuing on how

to use the Information from such circuits or trigger generation and hit trigging. Cindy

the tame technique can be used to eliminate time variations that result ron. different

track positions in long tubes If signal, are extracted from both ends. IJae of data from

such dia$.Mit locations 4on the is scale awaits a helter understanding of how to optimize

the local signal handling, An implementation of the triad processing circuit is

being developed for evaluation. It was chosen since it will function or evaluation of the

straw tube circuit if the Inputs I and 3 are bridged together and an external coincidence Is

provided. With regard to long range ln,piementatio. for SSC detectors, it should he noted

that the components used iii the circuit are vcry similar to those atudied hy WiIhiam/’

or dflft chamber timing and pipeline alorage. The inclusion of aynchronizns within the

integrated circuits being developed for those storage sad readout functions is a simple

extension of It. tirrimitli.
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ABSTRACT

We propose to investigate the use of Neural Network technologyfor triggering at the
SSC. As a first test of principle, we will build a neural net basedB-trigger, operating on
calorimeter data, which will identify electrons in jets, and will be tested parasitically in the
next run of the CDF experiment in 1991. We will also carry out software simulations to assess

the efficacy of neural networks for a suite of generic SSC pattern recognition problems, and
consult with neural network researchersboth at universities and in industry about optimal
algorithmsand about how thesesystemscan be cast in hardware. We hope to make sufficient
progress in neural tracking andsecondaryvertex finding to be able to use theseto augment
the above B-trigger,and test this in the 1993 n.m of CDF. We request a total of $405,316,for
U. of Chicago and Fermilab, which will cover hardwareconstruction, equipment, the hiring
of personsto assistwith constructionand softwaresimulations,and consulting.
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PROPOSAL TO DEVELOP SSC TRIGGERS
BASED ON THE TECHNIQUE OF’ NEURAL NETWORKS

I. MOTIVATION

A. SSC Triggering and Pattern Recognition

At the SSC, there is a needfor very fast, robustpattern recognition at the trigger level.
Sincethe responsetimes of most existing and forseeabledetectors is greaterthan the 16 ns.
bunch crossingtime, when a trigger occurs, someof the signals read out from the detectors
will indeed have come from the event which causedthe trigger, but others will be portions
of signals from previous or subsequenteventswhich fall into the readout time window. The
only difference between the in-time signals and the out-of-time signals is that the in-time
signals will form plausible coherentspatial patterns, such as smoothly curving tracks that
point at calorimeter clusters of appropriate energy,and the out-of-time oneswill not. Pattern
recognition is thus a specialproblem at the SSC in the sensethat we are obliged to perform
it even to determine which data we should be looking at. The problem is exacerbatedby
the high probability of multiple interactions per bunch crossing at the SSC 46 percent of
crossings have more than one interaction. In thesecasesit is also necessaryto determine
which data are associatedwith the interaction that produced the trigger.

Most triggering schemesfor the SSC propose a 3-level system. In level-i, prompt cuts,
such as total Eq, missing PiT, number of clusters, presenceof muon, etc., will be used to
produce a reduction of perhaps a factor of 1000. This leaves the additional factor of io,
needed to get the rate to tape to an acceptablelevel, up to levels-2 and 3, which will have
to usenon-prompt cuts, including ‘physics’ cuts. This implies that levels-2and 3 at the SSC
will rely very heavily on pattern recognition, since identification of particular topologies is
usually what one meansby ‘physics’ cuts. Such a rejection factor hasnever been obtained to
date in a High Energy Physicsexperiment CDF achievesa total reduction of about 5 i0.
Also, one would like to be able to create sophisticated triggers based on complex patterns,
such as, for instance, Higys - W+W -‘ 4jets.

Heavy quark spectroscopyis one domain in which the requirements placed on pattern
recognition are even more severe. The SSC running at a luminosity of 1032 and with a
reconstruction aciency for b-quark eventsof 1 percent is roughly equivalentto a 100 percent
efficient ee B factory running at a luminosity of 1036. B eventswill be ‘soft’, with a mean

pr of 6 Gev/c, and will produce decayleptons of only 1 to 2 3ev/c. In order to separateB
eventsfrom the background,it will be necesaryto usetracking andsecondaryvertexfinding,
at the trigger level.

There is also a problem at the offline level. The Fermilab ACP systemaddressedthe
offline reconstruction problem by exploiting event parallelism on arrays of processornodes.
Recently, experiments have increasedthe data producedand code complexity by orders of
magnitude e.g., E769, E791, CDF, to the point that offline reconstructionis againa bottle
neck. Needlessto say, the situation will be worse at the SSC. Patternrecognition,especially
tracking, is normally the biggest,slowest pieceof codein a High EnergyPhysicsexperiment.
Fastpattern recognition would also enormouslyaid the offline situation.

B. Neural Networks

In the past few years, one hasheard a great dealabout the pattern recognition capabil
ities of a new technology called Neural Networks, a form of fine grainedmassively parallel
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processing.Thesearehighly interconnectedarraysof simplenodeswhich communicatewith
eachothervia analoglevels. Thebehaviourof a single nodeis describedby

O= eT,1o1 - Vtk]

where0 is the output of node i, T11 is the connectionstrengthfrom the output of node i to
the input of node, V,h is a threshholdvoltage,ande is a functionof ‘sigmoid’ shape. In the
high gain limit, the sigmoid function approachesa step function, which can be interpreted
as representinga ‘0’ or a ‘1’. In this way the neuronscan representbinary information.
NeuralNetworks, implemented in silicon, have beenshownto solvecertainpatternrecognition
problems e.g.,handwritten characterrecognitionon a time scaleof hundredsof nanoseconds
[1], and may thus be an appropriate technology for application to High Energy Physics
triggering anddataanalysis.

Thesenetworkshave beenstudiedsince the 1940’s, but sinceabout 1982 the field has
experienceda resurgencethat can only be called explosive. Thereare currently thousands
of researchersactivein thefield, andalmosteveryuniversity hassomeoneworking on neural
networks. The International Neural Network Society has just beenformed, and there are
severalprofessional journals dedicatedto neuralnets. The California Institute of Technology
recently created a new department called Computing andNeural Systems. Researchin neural
networks is going on in robotics, machinevision, identificationof sonartargets,classification
of radar returns, speechsynthesis,data retrieval systems,and a long list of other fields.

C. Proposal
Most applications involve somekind of pattern recognition, or combinatorial optimiza

tion. Both of these are common to problems in High Energy Physics data analysis. We
propose to form a neuralnetwork study group consistingof ourselves,a post doc, and a stu
dent, and in consultation with researchersin the field, to demonstrateways in which neural
networks may be of use in addressingthe special pattern recognition problems that will be
encounteredat the SSC.

The thrust of the proposal is to investigatethe application of neuralnetwork technology
to a suiteof generic High Energy Physicsproblems,whilekeepingcloselyattunedto currently
runningexperimentsto identify possibleproving groundsin thoseexperimentsfor techniques
developedin the course of our studies. In the caseof a B trigger,first using a ‘feed forward’
calorimetrybaseddevice,andlater, secondaryvertexfinding, a provinggroundalreadyseems
possiblewithin the contextof the CDF upgradeat Fermilab, aswe shall discussbelow.

IV. DESCRIPTION OF TECHNIQUE
A. FeedForward Networks
It has been shown by Rosenblatt in 1958 that a single layer neural network can be

trained in a finite number of stepsto separatepatterns.The set of patterns must be linearly
separable,i.e. theremustexist a hyperplanein thespaceof all input variableswhichseparates
input patterns into two classes. This hyperplanedoesnot haveto be found in order for the
network to classify the patterns, it only hasto exist. A suitable set of trainingvectorswhose
classification is known must also be available.

This canbe translated to the application of recognizingpatterns in a trigger for an SSC
detector. One can taketheset of signalsmeasuredfrom the detector to form an N dimensional
space,e.g. a 10,000dimension spacemade from the responsesof all calorimetry cells. If the
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eventsof interestsignal lie on one side of ahyperplanein this N dimensionalspacethena
single layer neuralnetwork canbe trained to separatesignalfrom background.The simplest
exampleof a hyperplanewould be to hold one of the input variablesconstant.The easiest
way to differentiate signal from backgroundin this casewouldbe to usea discriminatoron the
valueof the singlevariable. Many classesof patternshavesimple criteria suchasa threshold
on a single variable or simple function of a few variables,and theseclassesof problems are
best solved by conventional techniques. The power of the neuralnet algorithm comes into
play when the description of the classifying hyperplanebecomesvery complicated. That
signaturesfor specific physicsprocessesin the SSC environmentaredicult to separatefrom
backgroundindicate that the techniquesof neuralnetworkswill have application.

The ability to train multiple layers of feed forward nets have extended the range of
problems which canbe solved. The most famousexampleis the exclusive-orproblem. Since
this is not linearly separableit can not be solved with a single layer. However three neu
rons connectedin two layers can be trained in about 25 steps to separate the exclusive-or.
Application of this technique to electron/jet discriminationhas beendone by Cutts et al.
[6}, showing that a neural net based solution can obtain better efficiency and rejection than
conventional algorithms.

B. Feed-back Networks
For simple pattern classification tasks with a one to one correspondencebetweeninput

data and output responses,feedforward networks are indicated. For someproblems, though,
the patterns cannotbesimply characterized,but, rather, consist of related subelementswhich
may occur in an essentiallyinfinite varietyof configurations.A vertex,for instance,will always
consist of a set of tracks emanating from a point, but the relative anglesbetweentrackscan
take on an infinite numberof possiblevalues,making characterization difficult. The task of
the neural network for this type of problemis to segmentthe image into groups of mutually
reinforcing elements. These associationsinto groups can only be accomplishedby allowing
eachelement to test the viability of its membership in each group and finally decide upon
one. This implies an iterative nature to the calculation, and recurrent, or feedbacknetworks
are thus required.

Recurrentnetworks have beenpopularized by Hopfield [7]. Connectionsbetweenneurons
are are symmetric, T1 = T11, and T1 = 0. The behaviour of the network is characterized by
the equations [7],

= -

where e is a sigmoidoutput function, v is the input value of neuron i, 2’15 is the coupling
strength or coefficient betweenneurons i andj, and r is the integration time constant of the
network. It can be shown [7] that for such a network, there existsa Lyapunov function

E = -

i,j=1

which is continuously minimized as the network evolves. The network startsat an arbitrary
configuration, evolvesto a fixed point of the systemlocal minimumof the energy and stops
there.

The application of this techniqueconsistsof

1 Defining the neuron. What shall the neuron represent in a given application?
2 Defining the connectionneighborhood. Which neurons are connectedto which others?
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3 Defining theT1. What form of the connectionstrengthsis appropriatefor the problem
at hand?

Thesethreepropertiesshould be definedin such a way that thefixed points of the system
correspondto the desired‘answers’. Let us consider the example of track finding asoutlined
in [3]. The neuron is definedasa link betweentwo points which could possibly be on the same
track. The connectionneighborhoodcanbe of the order of a few times the mean separation
betweenpoints on a track distance betweenwire planes,e.g.. The connectionsstrengths
were chosento havea form

T
A*cos9jj

= rr1

where 9 is the angle between the links I and j, and r and r3 are the lengthsof the links.
This ensuresthat we will join togetherlinks which arelocally nearly collinear. The resultof
the network evolution is to produce setsof mutuallyreinforcinglinks which chain together to

forrn the tracks. Somesimulated results of applying this method to track finding in a TPC
with magnetic field are shownin figure 1 from reference[4].

V. PROPOSED ACTiVITIES

A. Calorimetry Based B Trigger

We propose to construct a trigger using feed forward neural networks. The goal of the
trigger is to separatethe decay b -* evefrom jet background. The inputs to the trigger will
be the responsefrom the segmentedelectromagnetic and hadronic calorimeters of CDF [8].
This project was chosenfor several reasons:

1 Although there are many differences, the CDF detector is currently the most sim
ilar running detector to an SSC detector in terms of luminosity, eventcharacteristics, and
calorimeter segmentation.

2 The experiencegained from solving problems encounteredin building a devicewhich
must operate in a real environment will be valuable in building an SSC trigger.

3 The ability of being able to trigger on a new class of events is appealing enough to
the CDF collaboration that the disruption causedby the installation of this device will be
tolerated.

4 The particularproblem of separatingelectron decaysof b quarks with hadronicoverlap
probably can not be solved by conventional techniquessuch as are in place at CDF.

5 There exist detailed Monte Carlo generation andaccuratedetector simulation which
areneededto provide the training vectors.

6 Due to the speculative natureof this project, funding through other High Energy
PhysicsGrants would not be possible.

The devicewill be implemented in a setof two Fastbuscratesin the trigger room at CDF.
The analog signals from the calorimeter are corrected for gains and biasesby the existing
RAW cards [2] and transmitted to the existing CAS cards via a front panel jumper seefig.
2. Thesesignalswill be tapped from this jumper by unity gain amplifiers and sent to the
new Analog Receive/Shifter. There are 2016 signals forming a 24X42 array of hadronic and
electromagnetic information. The dimensionality of the problem will be reducedfrom 2016to
about 64 by selectinga region of interest. The existing cluster finder will send the coordinate
of eachduster to the new shifter control. This will then direct the analog receiver/shifter
to transmit the relevant analog signals to a backplane. The backplane will be built on the
auxiliary segmentof the Fastbus crate. The neural net itself will be implemented with a 64
neuron ETANN available from Intel through a non-disclosure agreement.
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Any real test of the Neural Net techniquewill have to have inputs generatedand the
resultsreadout. As can be seenfrom figure 2, this project will be taking advantageci a large
system which is already in place. The signalsfrom the calorimeterare alreadyshaped and
correctedfor gains andoffsets, the information from the duster finder is readily available,
and the system usedto read the results of the neural net is already in place. That large
implementationsin hardwareof the feed forward techniquehave not beendone in the past
hasbeenmainly due to the lack of a problem amenableto this techniquewhich neededto be
solvedin real time [9J.

The determination of the interconnectionweights will be done in a computer simulation
of the trigger. Severalcommercialpackagesareavailable for assistancein trainingfeedforward
networks, but we have written ourown softwarein Fbrtran during the summer of 1989. The
set of training vectors will be providedby Monte Carlo generation of bb events ISAJET,
detector simulation, andfinally trigger simulation.The resultwill be a setof 2016 dimension
vectors, the coordinates of dusters as found by the duster finder, and possibly stiff track
information. This software alreadyexistswithin the CDF collaboration.

B. Tracking and Particle Identification
This section of the proposal involves software simulations and consulting with industry

and universities concerning possible implementations in hardware. The funds sought here
are to cover hiring of additional manpower one postdoc to help with simulations, and
consulting fees. Becausethe problems studied are generic and are not tied directly to any
existing experiments,thesefundscannot be obtained from other sources.

1. Recurrent Net Approaches
a Tracking. We plan to study the track finding problem with a view to improving

the algorithms. The existing algorithm doesnot always remove all incorrect links, and, in
addition, the questionof ‘readout’, i.e., of how to collate the link information into track quan
tities for usein triggering decisionshasnot beenadequately addressed.We have established
contactswith Prof. Carsten Petersonof Lund, Sweden, a physicist interested in the neural
tracking problem and with whom we will be collaborating to try to find optimal algorithms.
We have also recently learned of the existenceof learning algorithmsfor recurrentnetworks
and will try this approach as well.

We also intend to continue to explore the useof a neural network for electron identifi
cation as outlined in [5]. Here, the centroid of a calorimetric energy deposit is treated as a
‘generic’ hit, to which links are madejust as in the tracking chamber. The survival of a link
to a generic hit in an electromagneticcalorimeter indicates good alignment of the hit with
the track, which characterizesan electron candidate.

b Secondary Vertex Finding SEE ALSO MAIN PROPOSAL The problem of
primary and secondaryvertexfinding canbe handledin the framework of a recurrentneural
network [10]. It is interesting to note that the vertex finding problemcan be regarded as
a tracking problem by first performing a Hough transform [11] on the tracks E12] figure 3.
Progressin the tracking algorithms will thus be immediately applicable to vertex finding as
well.

The first method to be tried will be to treat each crossingof two tracks as a potential
vertex, identifying a neuron with eachpotentialvertex, and letting the network evolveuntil
the only vertices remaining arethosewhich correspondto true vertices actuallypresentin
the data. This method can be usedin conjunction with the associativememory track finding
method developedat Pisa [13] for track finding in silicon microstrip detectors.The present
algorithm, used after application of the associativememories, uses traditional processorsto
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group together track crossingswhich areclose together,then countsthe number of ‘good’
crossingsandmakesa cut on this quantity to enhancethebeauty sample.The neuralnetwork
method setsa bit for eachcrossing; at the endof the evolution, thenumberof ‘on’ bits could
be countedto allow the sameenhancementcut to be made. Thus the neural network vertex
finding method interfacesnicely to the associativememory tracking method. This method
sufferssomewhat from the ‘readout’ problem mentioned above for tracking, and we will also
be consideringways in which the good crossingscanbe collatedinto good verticeswithin a
neuralnetwork framework.

We intend to explore actively the possibility of using the associative memory/neural
network method as a secondaryvertex trigger to be usedin conjunction with the beauty
trigger mentionedearlier.

c Stereo Matching The use of tracking layers oriented at small angleswith respect to;
the primary wire direction, or stereolayers, is a common technique to give position informa-
tion in the dimension not measuredby the primary wires. Unfortunately, linking the stereo
views with the primary view, in a high multiplicity environment, is a very computationally
intensive task. At CDF, for example, this takes several secondsper event on an ACP node.

When the small anglestero layers areat fixed radii, for a given track found in the r -

view, the correspondingstereosegmentslie on a straight line in r - z space.Typically there
will be several ‘incorrect’ stereosegmentsfrom other tracks also present in the r - z plot. The
stereomatching thus is reduced to line finding in the presenceof noise, and neural tracking
techniques canagain be used. We will set up a tracking algorithm for a typical small angle
stereo configuration and optimise its performance.

d Cherenkov Photon Assignment In a Ring Imaging Cherenkov counter, RICH, the
data consistsof a set of charged track hits, and photon hits which lie on rings whose centers
are the track hits. In order to perform particle identification, it is necessaryto associate
the photons with the tracks which produced them. This task can be performedby a neural
network. The neuron here is a link between a photon hit and a track hit. Links sharing a
photon inhibit each other since wewant a unique assignment,and links which sharea track
reinforce if their radii arealmost the samei.e., if they are likely to have comefrom the same
track. The network evolvesto a configuration in which only the correct assignmentsremain.
We will study this and other choicesof neuron, and experiment with various forms for the
connection matrix, in order to optimize the performanceof the network.

2 Feed Forward Approach
Track SegmentFinding in Straw Chambers SEE ALSO MAIN PROPOSAL
Associative memory, or pattern matching techniqueshave beenusedfor sometime asan

approach to fast track finding. In the software approach, as used, e.g., in E711 at Fermilab
and Mark II at SLAC [14,151, one defines a ‘track dictionary’ which is a list of bit patterns
containing one patternfor each possibletrack. The patterns aredefinedby indexing all the
possible hit positions in the detector, and, for eachtrack, indicating with a ‘1’ those bits
which correspond to hits one would expect to be present for the track in question. Track
finding is accomplishedby masking the actual pattern of hits in an event with eachof the
stored patterns in turn to seeif that pattern is present in the event.

This method hasalso beenimplementedin parallel hardware in the form of associative
memories, as mentioned above [131.
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A limitation of theseapproachesis that the numberof possiblepatternsbecomesvery
large for large, high resolution tracking systems.

It is interestingto note that the associativememoryapproachbearssomesimilarities
to featureextractionin animalvisual systems. In particular, a storedpattern of hits for a
small, straight segment,is analogousto theorientationsensitivecells found in animal visual
cortex 16]. Thesecells give maximumresponsewhen their visualfields are illuminated by a
short, bright barat a particularorientation.

Patternmatchingtechniquescover the full angularrangeby storing a pattern for each
possibleangle. In the animal cortex, units exist only for a small numberof possibleangles,
perhaps10 to 20 the exactnumberis not known. This indicatesa very coarseresolution
for determinationof angles, severaldegrees,while it is clear that animal visual systems
nonethelessmanagesomehowto remainsensitiveto changesin anglewhich are much smaller
than this. Apparentlyintermediateanglesareencodedaslinear combinationsof the responses
of the existing angularunits.

The angulardependenceof the match of a storedpatternwith i track is essentiallya
delta function, i.e., the responseis essentially zero unless the track lines up perfectly with
the mask. The caseof the orientation sensitive cells is markedly different: the responseof
the cell versusangle of stimulus is approximately gaussianwith a spreadof about 10 degrees.
This is becausethe orientation sensitiveunits areconstructedfrom subunits whoseresponses
decreasewith the distance of the stimulus from the centerof the receptive field called on-
center units.

Animal visual systems,then, seemto have avoided the needto encodeexplicitly all pos
sible line segmentsby using coarse grainedsensitiveunits to build angle units with coarse
resolution, and by encoding anglesintermediate to thoseexplicitly defined as linear combi
nations of responsesof the defined units.

This economyin the number of sensitiveunits could be attractivefor triggering systems
for High Energy Physics experiments. Multi-layer straw chambershave beenproposedas
tracking devicesfor the SSC. If the signal wire of a straw tube is put through a time to
voltage converter, the result is a device whose resonsevaries linearly with distance of the
track from the wire. We will simulate a layered feed-forward network which uses straw
tubes in a way analagousto on-center units to build orientationsensitiveunits, and devisea
suitablereadoutto interpolatebetweenthefixed anglesto be ableto resolvetrackswith good
angularresolution figure 4. A sample of straight track segmentswill be used to train the
network. The effectsof the choiceof baseangles, noise, track overlap,etc., will be studied.
Constructing orientation sensitive units from on-center units in a neural net simulation has
beenaccomplishedby a group at University of Pennsylvania[16] and we expect to consult
with this groupduring our studies.

3 Hardware and Algorithm Research
The feed forward networkfor the calorimetricapplication mentioned earlier appearsto

be the simplestof the networks we propose,and thus will be the first to have a true analog
hardware implementation. The experiencegained here can then be applied to the problems
of tracking and vertexingwhich requiresubstantiallyhigherneuron and connection counts.

In addition, we will makean in-depthmarketsurveyof availableandsoon-to-beavailable
neural network hardware. The field of hardwareneuralnetworksis new and it will takesome
digging to seewhat exists. Our suspicion at the presenttime is that no suitable hardware
is currently commercially available, but this remainsto be verified. We will investigatethe
building of specialpurposeVLSI hardware to carryout the desired tasks.

In the courseof theseinvestigations we will also be looking for algorithms adaptable to
our applications which may have been developed by others. There are today a number of
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neuralnetwork companiesin existencewho have developedalgorithmsfor the military, for
instance.

This aspectof our work will involve consultationwith expertsin the fields of electrical
engineeringand neuralnetworksat universitiesand in industry.
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Figure 2. Track reconstructionby recurrent neuralnetwork. Fom
Reference[4].

Figure 3.

Figure 4. Constructingorientationselectivecells from on-centercells,
and comparisonwith associativememory track finding. From reference
[17].
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lines are found, the secondary vertices are found.
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