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Abstract

We propose to develop over the next three years a detailed design for a trigger system
for a large solenoid detector with scintillator-based calorimeters, fast tracking, and muon
detection. We propose to design and construct prototypes of detector-specific integrated
circuits for the trigger system. Design considerations will include placement of electronics,
generation of local trigger information, global trigger decisions, efficiencies and background

rejection, and costs.
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I. Introduction

The development of efficient triggers with large rejection factors will present one of
the greatest challenges to the designers of SSC detectors. The success in meeting this
challenge will determine the extent and quality of physics that can be derived from the
SSC. We propose to design a trigger that incorporates the anticipated detector elements of
a fast solenoidal detector into a multi-leveled trigger strategy. A survey of existing trigger
systems and of technology from industry will be used to augment CDF based expertise.
(see appendix A) We will analyze which subsystems are important for triggering and what
is the optimum segmentation and precision required of each. In addition we propose the
development of detector-specific integrated circuits to provide the low level trigger element
generation needed to construct the general physics trigger. The areas of work for detector-
specific integrated circuits includes fast track segment finders, neural network filters, and

fast energy summation circuits.

II. System Design

The trigger system is difficult not only because it has a hard job to do, but also
logistically, in that it interacts with many different subsystems of the detector. This
implies many different interfaces, many control paths, and possible system problems such
as ground loops, electronic noise and interference. It also is a system which can only be
debugged fully under running conditions, when access to the detector is impossible. It is
also hostage to the detector subsystems, in that it cannot function better than the signals
provided it. Finally it is crucial - one cannot toss it overboard or delay it until the next

run if it does not perform.

For all of these reasons a careful system design, with attention to operational aspects
(how to diagnose it, control it, evade problems on the detector, etc.) is necessary. Before
designing the CDF trigger we made a survey of the trigger systems on existing detectors (at
CERN, DESY, SLAC, and Fermilab). We also looked carefully at existing and developing
technology to identify what was most promising (e.g. the question of how early to digitize
was heavily influenced by the state of lash-ADC’s and of fast op-amps; the Level-2 design
was partly determined by the anticipated availability of certain bit-slice processors.) We
need to do this again, with particular attention paid to technology which will be cost
effective, such as technology driven by the new high-resolution TV, for example.
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A. Assumptions - We make the following assumptions regarding the nature of the

detector and trigger. These assumptions are not completely general - they imply

some decisions and judgements, but we believe they are reasonable.

1.

The detector for which we are designing a trigger has a large solenoidal magnet,
with cylindrical tracking chamber(s) inside, 4% calorimeter coverage, both electro-
magnetic and hadronic, and full muon coverage.

The calorimeters are constructed with scintillator (or an equivalently fast medium)
with response times comparable or shorter than tﬁhe SSC bunch spacing time. In
the course of our study, we will consider the needed modifications (e.g., the use
of leading edge timing information) if the chosen calorimeter technology is not
sufficiently fast. '

. The tracking chambers and muon chambers have response times less than the

pipeline times of the front-end electronics and can be used in the first level trigger.

Scintillation counters may be necessary to augment large muon drift tubes.

The trigger should function comfortably at a luminosity of 10*3. The output rate
should not have a contribution from the trigger hardware of more than 50% beyond

what physics and detector would yield for an ideal trigger.

The trigger should be easily controlled and diagnosed; it should be simple and
reliable, and yet flexible and robust. These wonderful words tend to be mutually
exclusive - the development of dedicated VLSI chips which have the requisite trigger
functions built directly into them is a major step toward achieving these goals by

simplifying interconnects, and making a much smaller, more compact system.
The trigger will associate stiff tracks with calorimeter clusters and muons.

The calorimeter trigger will employ the same technique as developed for CDF to
minimize the effect of energy fluctuations in a system of many individual towers.
Only those towers which have energy greater than a tower threshold will be included

in the trigger sum.

The trigger is intimately related to both the DAQ system and the front end elec-

tronics and must be coordinated with these systems as all three develop.
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B. Design Decisions - We would like to have a design report finished after the first year.

The design report should answer the following questions, among others:

1.

2.

10.
11.

12.

What will be the quantities on which the final trigger decision is based?

Which subsystems will supply information to the trigger? (e.g., if there are shower
profile systems in the calorimeter, will they be used in the trigger? Other examples

are the use of preconverters and of timing information)

What level of segmentation of trigger signals is necessary? (both transverse, and
in depth. The question a.pplies to all systems not just calorimeters) The answers

to questions 2 and 3 are equivalent to a channel list for the trigger.
What level of precision is needed for the trigger information from each system?

How is the information from the detector stored while the trigger decision is being

made?

At what stage does one go from analog to digital? This question is intimately
related to question § above - analog makes for much more compact summing of

channels at the front end, digital is fundamentally easier if the technology exists.
At what stage does one go from dedicated hardware to processors?

What is the output rate into the DAQ, and hence to higher level triggers?

How much is located on the detector and how much is accessible during collisions?
What is the system architecture?

What kinds of pattern recognition are needed?

Schedule and cost estimates.

II1. Detector Specific Circuits

Because of the high channel count anticipated in SSC detectors, it will be necessary to

develop inexpensive fast circuitry for the specific detectors being developed by the other

subgroups. The development of first level trigger signals is integrally related to the detector

characteristics. Significant coordination will be required for this process to be effective in

developing the needed circuits. Some things are already clear, however; transverse energy

sums will be required for calorimeter triggers and fast track segment finding with transverse
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momentum selection will be necessary for lepton triggers. For tracking devices such as
straw tubes and muon drift tubes, information about the crossing number will be required
for association of the tracking data with the correct calorimetric data. Several members
of this proposal are also members of detector subsystem proposals as a means of linking
the detector and trigger efforts. (B.D. - Silicon Vertex; B.B. - Muons, Tracking: J.W.C. -
Tracking)

Our goal is the development of a set of prototype integrated circuits that implement
various trigger functions. One of the first devices to be built as an ASIC (Application
Specific Integrated Circuit) will be a device used to aid in tracking devices, a synchronizer.
(see appendix B) This device is used with multiple layers of drift tubes to generate both
a drift time and a crossing time. A circuit for the generation of the calorimeter energy
sums, weighted and unweighted, as needed for transverse and total energy, will be devised.
A stiff track finder similar to that used in CDF is planned. It is anticipated that a single
circuit can be devised that handles both the straw tube tracking problem and the large
tube tracking problem representative of muon detectors. While the circuits to accomplish
most of these functions are not new, the integration of them into custom ICs is both new

and necessary given the number of channels required by SSC detectors.

IV, Pattern Recognition

At the SSC, there is a need for very fast, robust pattern recognition at the trigger
level. Since the response times of most existing and foreseeable detectors is greater than
the 16 ns bunch crossing time, when a trigger occurs, some of the signals read out from the
detectors will indeed have come from the event which caused the trigger, but others will
be portions of signals from previous or subsequent events which fall into the readout time
window. The only difference between the in-time signals and the out-of-time signals is that
the in-time signals will form plausible coherent spatial patterns, such as smoothly curving
tracks that point at calorimeter clusters of appropriate energy, and the out-of-time ones
will not. Pattern recognition is thus a special problem for the trigger at the SSC in the
sense that we are obliged to perform it even to determine whick data should be considered.
The problem is exacerbated by the high probability of multiple interactions per bunch
crossing at the SSC (46 percent of crossings have more than one interaction). In these
cases it is also necessary to determine which data are associated with the interaction that

produced the trigger. Our approach to the these problems will be to consider ways to
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reduce the unwanted out of time signals as much as possible by the choice of fast detectors
and by first level processing of the signals so as to minimize the crossing uncertainty. When
crossing uncertainty remains after the first trigger level, pattern matching electronics will

be enormously important in the reduction of data flow through the various trigger levels.

Most triggering schemes for the SSC propose a multi-level system. In the first level,
prompt cuts, such as total E,, missing E;, number of clusters, presence of leptons, etc.,
will be used to produce a reduction of perhaps a factor of a few thousand. This leaves the
additional factor of 10*, needed to get the rate to tape to an acceptable level, up to higher
levels of triggering, which will have to use m;n-prompt cuts, including ‘physics’ cuts. This
implies that the higher levels at the SSC will rely very heavily on pattern recognition,
since identification of particular topologies is usually what one means by ‘physics’ cuts.
' Such a rejection factor has never been obtained to date in a High Energy Physics collider

experiment (CDF achieves a total reduction of about 5 - 10%).

Some pattern recognition problems can be made relatively easy by the careful choice of
detector design. Muon detection with chambers located outside many interaction lengths
of iron is one example. Electron identification using stiff track information along with
electromagnetic calorimeter information is another example. A third example is a missing

E; signature made by summing the total E; over a hermetic detector.

Heavy quark spectroscopy is one domain in which the requirements placed on pattern
recognition are more severe. The SSC running at a luminosity of 102 and with a recon-
struction efficiency for b-quark events of 1 percent is roughly equivalent to a 100 percent
efficient ete~ B factory running at a luminosity of 10°®. B events will be ‘soft’, with a
mean pr of 6 GeV/c, and will produce decay leptons of only 1 to 2 GeV/c. In order to
separate B events from the background, it will be necessary to use tracking and secondary

vertex finding, at the trigger level.

The goal of the work in pattern recognition is twofold. The first is to exploit the physics
signatures which come easily from the detector in conventional high speed processors in-
corporated within the overall system design. The second is to try to bring into use more
sophisticated pattern recognition techniques used in other fields. Two of us (Denby and
Campbell) have received Generic R&D funds for one year to investigate the use of neural

networks for triggering. The motivations for this line of research, e.g., pattern recognition
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on sub-microsecond timescales, are described in detail in Appendix C, which is an updated
version of the generic neural net proposal. We request here funds to allow these investiga-
tions to continue beyond the first year, within a highly experienced collaboration which is
concurrently addressing the global question of triggering at the SSC.

We summarize here the activities in the neural net proposal:
A. Calorimetry based B Trigger.

A three layer, feed-forward neural net will be constructed which will, in the CDF
calorimeter, differentiate background jets from jets containing an electron from the
semileptonic decay of a B particle. There have been a number of interesting devel-

opments since the writing of the generic proposal:

1. We have simulated the required network on a general purpose Fortran neural net
simulator of our design, and have trained the net using ISAJET generated B-jets
and background events from real CDF data. The results, though still preliminary,
are encouraging: the network correctly identifies about 65% of the jets which came
from B decay while rejecting 35% of the background jets, based on samples of a
few hundred events. We are continuing to run these simulations on larger data

sets, experimenting with the parameters of the net.

2. Neural network chips of sufficient scale for this trigger are now commercially avail-
able from Hitachi, Oxford Computer, and Intel. The Intel chip, called a 64 Neuron
ETANN (Electronically Trainable Analog Neural Network}, which is optimized for
processing speed, seems the most promising for our application. The chip can
accept 128 analog inputs, and produces a trigger response about 4 microseconds
after presentation of calorimeter data. We are currently involved in obtaining sam-
ples of these chips under a nondisclosure agreement and setting up test beds for
them. This device should allow us to realize the calorimetry based B trigger more
quickly and less expensively than supposed in our generic neural net proposal,
since the chips themselves are not expensive, and all that remains are the analog

shifters/receivers to get the signals out of the existing CDF trigger electronics.

3. We plan to instrument only the central region of the calorimeter to allow us to get
a small scale prototype of the trigger up and working as soon as possible as a proof
of technique.



B. Tracking and Particle identification.
1. Tracking. (see appendix C).
2. Secondary Vertex finding.

We have made significant progress since the writing of the generic proposal. We
used BB events generated by ISAJET assuming a 4 plane silicon vertex detector
embedded in the CDF detector. We plot all tracks above .5 GeV p, as points in
the ¢ (azimuthal angle) versus D (impact parameter) plane. An example is shown
in figure 1. In this transform plane, all tracks from the primary vertex fa]] on a
horizontal line, while tracks from secondary vertices fall on lines which cross D=0
at some angle. A recurrent neural network was simulated which attempts to find
the angled lines due to secondary vertices, after deletion of all tracks consistent
with coming from the primary vertex. In the example of figure 1, the algorithm

has found vertices coming from both B’s present in the event.

A preliminary study of this method as a B trigger yields the following results:

Bottom jets:
30 Gev < py < 100 GeV efficiency for B’s: 70%
background accepted: |0.26%
50 GeV < py < 100 GeV efficiency for B’s 81%
Top jets (Miop = 100GeV):
30 GeV < pr < 100 GeV efficiency for B’s 50%

These studies are based upon samples of 200 Bottom events, 200 Top events, and
1500 background events. We are continuing these studies to see the effects of
changing pr cuts, acceptance cuts, worsened resolution, etc., but the initial results
look quite promising. Although the Intel chip does not seem appropriate for this
problem (due to the need to change the weights frequently), it should be possible to
build neural net chips which, in conjunction with the associative memories being
developed at Pisa, can find secondary vertices in a few microseconds. We will
investigate the fabrication of such chips when the plans for the architecture have
stabilized.

3. Stereo matching (see appendix C).



4. Cerenkov photon assignment (see appendix C).
5. Track segment finding in Straw chambers.

This project should profit from a symbiotic relationship with the other straw tube
projects outlined in this proposal. (see appendix C).

6. Hardware and algorithm research (see appendix C).

More generally, the neural network projects should benefit immensely from the close
proximity to the projects outlined in this proposal whick attack the triggering problem
globally, and from the existence within this collaboration of integrated circuit fabrication

facilities.

V. Custom IC Fabrication

The front end sampling, summing, comparison with threshold, and track segment
finding should be done on a chip, rather than on a board as at present. We have at
Michigan and Chicago extensive resources for chip development and testing. The MOSIS
process of ASIC production will be undertaken with the goal that the needed chips be
developed. We describe below the initial situation at Chicago and Michigan.

Recently at Chicago we have acquired three Apollo workstations with Mentor software
for CAD design in order to upgrade the Telesis system we used for the CDF design. The
workstations support the MOSIS package, which will allow us to design chips for the
front end of the trigger. The workstations at Chicago have been in use for about a year
producing printed circuit board designs. At Michigan we have two Apollo workstations
running the same Mentor Graphics CAD software. The Mentor system is used by the
Michigan Engineering School which has some 200 stations. Michigan has a complete IC
fabrication laboratory that is available to us as well. The Physics Department at Michigan
plans to purchase a third Mentor station with University funds in 1991. The Mentor
software has been in use for printed circuit board and surface mount hybrid design for
about a year in the Michigan Physics Department. An integrated circuit design has been
developed but no circuit has yet been fabricated from such a design. We are familiar
with the learning curve for new technology and expect that the first custom design will
take considerable time to perfect. Test equipment for chips will be required since neither

institution has such equipment presently.



We will want to prototype each kind of circuit in the system, providing test fixtures and
external signals as closely matching those of the actual system as possible. This sequence
of design, testing, and evaluation will require a major investment in test equipment. We
will require the latest electronics technology, which moves very fast. We consequently want
to work more on developing techniques and prototypes rather than on large quantities of
actual production boards. As the details of trigger design take shape, we will utilize one of
the existing temporal simulation languages to describe the trigger. The framework devel-
oped should prove indispensable for understanding the flow of data and trigger decisions

as detector designs mature.

VI. Budget
A. University of Chicago

There is a large contribution to this project from the existing facilities and grants. The
situation is one of high leverage, in that at Chicago we have a first-rate electronic shop,
with two talented and experienced analog engineers who have built many trigger systems.
We have recently invested in the Apollo workstations and Mentor software, and also have
built up the infrastructure to deal with sophisticated CAD design and construction. Most
importantly, there is a substantial group of physicists who have been working over the
past many years (12 years , for two of us) developing a trigger which has performed well
at a hadron collider at a luminosity of 2 x 10%. This same group is now working on the
upgrades which will allow triggering at luminosities of up to 1032, Triggering at 10%%, with
a 16 nsec bunch spacing, is a problem we have considered now for a long time (Shochet,
Proceedings of the 1983 DPF Workshop on Collider Detectors, Berkeley 1983), and which
we think we understand conceptually. To build up a group of this size from scratch to
work on the trigger would cost many times what we are asking for in this proposal to

supplement the existing facilities.

There are three main components in the budget: people, constructed equipment, and
permanent equipment. We understand that our present support should carry the bulk of
the personnel costs. We cannot add the load of designing an SSC trigger system by only
redirecting people, however, as the hardware work they are doing is to upgrade the CDF
trigger to handle higher luminosities (to within a factor of 10 of the SSC) and shorter bunch
spacing. This work is directly on the path of the SSC trigger. Present personnel will spend
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a substantial fraction of their time on the SSC, but we are already strapped to get the CDF
work done on schedule. What is needed are two long-term professionals who can provide
continuity over a long time span. We can rotate post-docs and students through the project
picking off well-defined jobs, but we cannot ask junior people to work full-time on such a
long-term project. We have consequently asked for a project engineer for the electronic
shop to manage the technical aspects of the design under Harold Sanders’ supervision,
and an SRA who is full-time on the SSC to work closely with the other physicists who
will have other responsibilities. (We estimate that the other physicists will spend between
15-20% of their time on the SSC on the average, with much of it Seing concentrated in
intense periods of working largely on SSC projects.) We do not have the resources from

our current support to add the long-term people we need to get the SSC job done.

The permanent equipment consists of test equipment for the ASIC chips we will design
and build. We have the CAD tools, including the MOSIS software, already. The test
equipment is spread over two years, with the basic logic analyzer in the first year, and the
ASIC add-on option bought in the second year. The third year is a guess, based on the
typical costs in the first two years.

The constructed equipment monies cover the costs of designing and constructing com-
plete prototype boards. Labor for the design and construction, which is charged by the
hour by our shop, is also included. The labor corresponds to approximately 1 FTE of
technical support.

B. University of Michigan

Facilities and manpower for electronic circuit design and fabrication have been in place
at Michigan for many years. About one year ago a newly renovated electronics shop area
was made available to the High Energy Physics community. This space will continue to
expand as additional nearby space becomes available as a result of the two fold increase
in building space for Physics. The shop has the services of two electronics engineers and a

supplies and fabrication supervisor.

The Michigan shop has provided designs, fabrication, and testing for a long list of

circuits used in major experiments. A partial list of items follows:
1. 5000 channels of preamplifier - discriminator - TDCs for the HRS.

2. 3000 channels of high gain, low noise preamplifier - pulse shaper hybrids for the HRS.
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3. Global trigger design for the HRS.

4. 1000 channels of hybrid preamplifiers for the MarkII small angle luminosity monitor,
SAM.

5. Complete design of the MACRO event reconstruction processor, ERP.

6. Total design of the UMC muon system including high voltage distribution - pream-
plifier - and trigger system.

A foundation of experience and expertise is available at Michigan for this project within
the constraints of the other activities being carried out in the same facility. The MACRO
electronics work was recently awarded to the Michigan group as a result of an internal
competition within the collaboration. A major part of the CDF muon upgrade electronics
will be designed and fabricated in the shop as well. The DO and L3 groups at Michigan
also have projects scheduled for the shop as do the GRANITE and UMC experiments.
The SSC trigger design effort cannot, therefore, be accomplished without some additional
manpower. We have available through a large and prominent engineering school talented
EECS graduate students and recent graduates. However, we feel that guidance for the
project should be provided by a senior project engineer who will rely on the existing
engineering, management, and fabrication support while directing the part time young
talent that is available. We are requesting that such a senior director be supported by the

project funds.

The maintenance of up to date electronics test equipment is challenging in a field that
presses technology as steadily as does High Energy Physics. Our test equipment suffers
this aging problem in a way that is compounded by the fact that much of the equipment
was developed or purchased for and provided to facilities such as HRS, MarkIIl, UMC, and
MACRDO. Since these detectors are distant from our shop, the test equipment has been
located at the detector site rather than in Ann Arbor. We are therefore very lean of test
equipment generally and without fast modern IC test equipment entirely. We have, as a
result, included in the budget several important IC specific items needed to augment the
equipment that we have ordered under our regular DoE contract and from money provided

by the University.

The existing generic grants will enable us to make progress towards some of the goals

listed in this proposal. Substantial work has been done on the drift tube synchronizers and
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work on the neural nets is just starting. Continuing these efforts with the help of a well
equipped electronics shop and within the environment of a larger group concerned with

trigger issues is clearly the next step in designing a trigger for the SSC.
C. Fermilab

In fields outside High Energy Physics, e.g., image analysis, hardware neural networks
have shown the ability to perform pattern recognition tasks on the time scale of one mi-
crosecond. It is therefore logical to try to adapt this technology to pattern recognition in
High Energy Physics, but the utility of neural networks in triggering is still to be demon-
strated, as no one, to our knowledge, has yet used a neural network in an experimental
trigger. If there exists anywhere a body qualified to assess this utility, it is the collabo-
ration of the present proposal, as it combines the major neural net study group in High
Energy Physics, based at Fermilab, with some of the most experienced trigger experts in
the field. It is continuing support for this neural net study group that is sought here. (The
Fermilab commitment is of course an institutional one, and additional Fermilab personnel

may seek to join at a later date to work on any mutually agreeable part of the proposal.)

The group consists of Bruce Denby and one post-doc {in collaboration with M. Camp-
bell and other personnel at Michigan), aided by programming support from E. Lessner and
programming and hardware support from the Fermilab ACP group. In the first year much
of the work will involve simulations of neural net triggers, and funds for an additional
workstation are requested. We will also continue to acquire and gain familiarity with the
commercial neural net circuits that are becoming available, and we request funds for the
purchase of these chips and associated electronics. The primary focus will be upon the
calorimetry based B trigger, implemented using the Intel ETANN circuit described earlier,
in an effort to get a prototype up and working as soon as possible. The funds needed in
following years will of course depend upon what is learned in the first year or two. If ini-
tial trials are successful, and if industrial progress continues in neural networks as quickly
as it does today, neural networks may become a major component of SSC triggers, and

correspondingly larger funds will be required.
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University of Chicago Trigger Subsystem Budget

Salaries and Wages
Henry Frisch
Melvyn Shochet
Senior Research Associate

Project Engineer
Fringe Benefits

Permanent Equipment
Logic Analyzer
ASIC Prototype Verification Module
Test Equipment
Travei
Other Direct Costs
Engineering and Electronics
MOSIS Chip Production (§10k/unit)
Test Fixtures for ASICs
Misc Expendable
EFl administrative Service
Indirect costs @65% modified TDC

Total

Year 1
97,575

0
0
35,000
40,000
22,575
31,230

31,230

5.000
75,000
50,000
10,000
10,000

5.000

6,260
73,993

289,058

Year 2
105,381

0
0
38,000
43,000
24,381

36,880

36.880

5.000
93.000
53.000
20,000
10,000
10,000

7,200
82,928

330,389

Year 3
113,187

0
0
41,000
46,000
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30,000

30,000
5.000
106,000
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30,000
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10,000
1,625
88,278

350,090



Fermilab Trigger Subsystem Budget

Salaries and Wages68,102
Post Doc
Bruce Denby (6 months)
Fringe Benefits

Permanent Equipment
Workstation

Travel

Other Direct Costs

Commercial Neural Network Chips
Neural Network Test Fixtures

Total Direct Costs
Indirect costs @39% modified TDC

Total

Year 1
08,102

30,975
22,733
14,394
10,000
10,000

5,000
34,000

4,000
30,000

117,102
45,670
162,772

Year 2
71,506

32,524

23,869
15,113

5,000
14,000

4,000
10,000

90.506
35,297
125,803

Year 3
75,082

34,150
25,063
15,869

0

5,000
24,000

4,000
20,000
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The trigger for the Collider Detector at Fermilab (CDF) is described. The detector is designed to study 2 TeV pp collisons a1 a
fuminosity of 10® cm~? s~'. The interacuon rate of 50 kHz is reduced by the trigger to the full event readout rate of 1-100 Hz

1. Introduction

The CDF detector was designed 10 study the physics
of pp interactions at a center of mass energy of 2 TeV.
The detector has calorimeter coverage from 2° 10 178°
in polar angle and complete azimuthal coverage. The
calorimeter consists of both electromagnetic and
hadronic detectors [1]. The central part of the detector
has a solenoid which generates a 15 kG axial magnetic
field. A vertex time projection chamber and the 1.3 m
radius central tracking chamber (CTC) are inside this
field. A forward tracking chamber covers the polar
angle region 2° 10 10° [2].

The design luminosity for the Tevatron is 10% ¢m ™2
s~ 1. An inelastic hadronic cross section of about 50 mb
is expected at this energy. This may be compared with
~13x10"% mb* at PEP. The expected interaction
rate in CDF is then 50 kHz_ It is expected that the rate
of writing data to tape cannot exceed | Hz. Therefore,
depending on the efficiency of online cuts, the trigger
must reduce the rate by a factor of 5000 to 50000. This
high reduction factor must take place through careful
event selection since the expected rate of such interesi-
ing processes as W production and decay occur at only
0.002 Hz

There were several criteria used in designing the
trigger. The first is that it must accomplish the reduc-
tion in rate without rejecting any interesting known
physics processes such as Z% — g*p~ or W —¢r. The
trigger must be capable of selecting processes that be-
come interesting; it must be flexible in its selection
criteria. Finally the trigger must be well matched to the
strengths of the CDF detector, which are a finely seg-
mented projective electromagnetic and hadronic
calorimeter. excellent tracking and a sirong magnetic
field. The segmentation of the calorimeter is preserved

* This is the point-like cross section for y-pairs. The hadronic
cross-section is approximately four times as large.
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in the tnigger. Information (rom high P; tracks in the
CTC and muon system is also used in the trigger.

L Overview of operation

The segmentation of the CDF calorimetry is a func-
tion of the detector type and polar angle. The segmenta-
tion of the calonimetry for the irigger is a uniform
24 X 42 array, with a segmentation of 15° in ¢ and 02
units in rapidity. To maich the different segmentations
two central calorimeter cells, 15° x 0.1, are added 1o
gether and 6 gas calorimetry cells. 5° x 0.1, are added
1o form one trigger tower. The signal for each trigper
tower is scaled 10 1 volt = 100 GeV. There are two
arrays input 1o the trigger. one for electromagneuc
energy and one for hadronic energy.

The muon and tracking systems are alsc mapped
onio the 24 X 42 array. The central muon coverage
extends from about 0.6 to —0.6 in rapidity. The for-
ward muon system covers from about 1.8 to 40 and
-13 to —40. The muon system is mawched to the
calonmetry by the trigger svstem 10 help identifv iso-
lated muon. A prompt hit track processor operating on
the central detector also is used in the trigger. High P,
tracks are maiched 10 the calorimetry in order 10 iden-
ufy electrons. Information from the track processor is
also mawched 10 the central muon sysiem in order w
regect muon signals resulting from badromic punch
through. The outer layer of the CTC extends from —1.0
to + 1.0 in rapidity.

The trigger is designed 10 operate in two stages or
levels. The first level operates between beam crossings
which now occur every 7 us. The level one trigger does
not cause any deadume. The second level trigger oper-
ates on events which pass the first level trigger. More
detailed and accurate processing of the events occur
during level two. The difference between level one and
level two is that level one incurs no deadtime and level
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two does. The same signals and mostly the same hard-
ware are used by both the level one and level two
trigger.

The trigger operates on the calorimetry information
by adding the energy from different calorimeter trigger
lowers together. The sum is made over all wowers with
energy greater than & single tower threshold for level
one. The single lower threshold is typically set ;m 1 GeV
for a je1 trigger and 2-5 GeV for an electron trigger. If
the total energy is greater than the total threshold. a
level one calorimetry trigger is generated. There are
separate total thresholds for electromagnetic. hadronic.
and total energy. There are four independent sets of
analog summing circuits (surnmers) which can operate
with different single tower thresholds and total
thresholds.

During level two operation the summaticn of energy
s done by clusters. A list of all trigger towers with
energy greater than a high seed threshold is loaded into
the cluster finder. Then a list of all trigger towers with
energy greater than a lower shoulder threshold is loaded
into the cluster finder. The cluster finder isolates one
cluster which starts a1 a seed tower and consists of
adjacent connected shoulder towers. The energy of the
cluster is summed over the trigger towers contained in
the cluster. In addition 10 the total energy. information
on the position in ¢ and 7, the width in ¢ and 3, the
pumber of trigger towers in the cluster, and the identifi-
cation of the starting tower in the cluster is generated.
The presence of a stiff track or muon associated with
the cluster is also indicated. This list of information
about clusters is used by the level two processors to
accept or reject the event at level two time.

The trigger is connecled to the data acquisition
system through the trigger supervisor [3]. When the
detector is running, the trigger supervisor generates the
timing sgnals, clear-and-strobes, which clear the previ-
ous crossing information from the front-end electronics
and latch the information from the current crossing. If
the trigger system generates a level 1 accept the trigger
supervisor will inhibit the reset of the front-end sample
and holds. The trigger system will then run the level 2
analysis. If level 2 rejects the event the trigger super-
visor will start the front-end resetting and sampling. If
level 2 accepts the cvent the irnigger supervisor will
initiate a full readout of the detector. Whea the readout
is finished the trigger supervisor will again enable the
detector.

3. Description of the irigger hardware

The trigger system is buiit on about 300 Fastbus
boards housed in 26 Fastbus crates [4). Fastbus is used
in the trigger for testing, downloading and event read-
out. The trigger can be tested by loading simulated

events into DACs at the front and propagating the
signals through the rest of the system. The loading of
the DACs and readout of their effects is done via
Fasibus. Trigger gains, offsets, and programs are also
loaded through Fastbus. This operation takes place
during the imitialization of the detector and the data
remains unchanged during a run. Finally the results of a
trigger decision are read out with an cvent via Fastbus.
During the operation of the wrigger Fastbus activity is
locked out: the actual processing of trigger signals and
trigger decisions take place via dedicated connectioas
and special backplanes. The Fastbus interface and pro-
socot are peripheral to the operation of the tngger and
are not discussed in detail here [5).

A block diagram of the trigger system is shown in
fig. 1. Signals from the detector are received and
processed by the receive and weight (RAW) and com-
pare and sum (CAS) cards. The processing is controlled
by the timing control and by the cluster finder. The
track processor and muon logic can also control the
analog processing in order to maich muons and straight
tracks to energy depositions. The output of RAW and
CAS is digitized by the crate sum (CS). The output of
the crate sum is split by the interceptor (not shown) o
the level one sum for the level one decision. and the list
maker for the level two processing. The output of the
list maker is a compact list (three 64 bit words) which
describe each energy cluster or stiff track or muon. This
list is used by the level two processors 10 make the level
two trigger decision.

The trigger system communicates the decisions to
the trigger supervisor via a programmable device FRED
(the source of the acronym has been lost). Inputs from
other level one detector systems. such as the beam—beam
counters and the silicon hodoscopes enter into the In-
gger system through FRED. The connections between
FRED and the trigger supervisor are via a set of cross-
points. This allows different parts of the detector 10 run
in different partitions. cach with its own trigger. for
tests. When the detecior is run as a whole for data
collection there i1s only one partition. We now will
describe each of the components of the trigger system in
detail.

3.1. Trigger cables and the tubesum

Front-end eectronics (RABBIT electronics) [6], con-
sisting of charge integrating amplifiers, are located on
the detector in the collision hall. Differential analog
signals are sent upstairs to the trigger counting room via
200 ft lengths of specially designed cable. The signals
from the RABBIT clectronics are series terminated at
the detector end in 49.9 Q resistors for both wires of a
pair. This configuration is chosen to produce the best
possible settling time of signals at the trigger end of the
cable in accordance with the design of the cable. Ap-

VIL ELECTRONICS
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Fig. 1. A block diagram of the CDF Level 1 and Level 2 trigger sysiem.

proximately 60 dB of common mode noise rejection for
signals of frequencies up o 20 kHz is achieved with this
design.

Two different vanieties of the cable exist, one for the
scintillator based calorimeters, which are viewed by
photomultiplier tubes. and one for the gas proportional
chamber calorimeters. The cables from the scintilator
calorimeters, covering the central region from 4 = - 1.0
to g = + 1.0, consist of four shiclded twisted pairs with
a drain wire having elecirical contact with the shield.
The four shields are mylar-aluminum laminated and
are insulated from each other. The insulation on indi-
vidual wires is foamned polypropylene. The four shielded

twisted pairs are themselves shielded with aluminized
mylar with a drain wire. The outer shield is wired to the
ground at both the detector and trigger ends, while the
individual twisted pair shields are connected to ground
only at the detector end. These inner layers act as a
Faraday shield, while the outer shield relates the grounds
of the signals at each end. The cable has an impedance
of 100 2 and a capacitance of 12.5 pF /ft. The propa-
gauon velocity is 0.78¢.

The central calorimeter consists of projective towers
of 15° width in ¢ and a width of 0.1 in pseudo-rapid-
ity. 5. Each of ihese towers is viewed by two photomui-
uplicrs. This projective geometry is preserved in the
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trigger. but 1o reduce the number of signais. four photo-
multiplier signals are summed together 1o produce logi-
cal trigger towers with 2 width of 0.2 in y and 15° in 4.
This summation is done on 3 Fastbus card called the
tubesum where sets of four analog inputs are summed
in high input impedance operational amplifiers. The
output impedance of the op-amps is maiched 10 the
output cable using 0.1% resistors. The speed and settling
time of the summing circuit are much faster than that of
the input signal. The tubesum cards as presently imple-
mented have po intelligence. taking just +135 V power
from the Fastbus craie. We have left room to make. if
necessary in the future. an intelligent tubesum card
where such things as a comparison of the puise heights
between two tubes can be made in order 1o compensate
for nonuniformities in the fesponse of the calonmeters.

The signals reaching the trigger system at the end of
the 200 f1 cables have a risetime of approximately 500
ns (10%-90%). About 2 ps after a beam-beam interac-
tion. signals at the trigger end of the cables have settled
to within 1% of their {inal values. These signals have a
long decay lime (up 1o several minutes) which allows
them to be considered as essentially DC. The gain of
the front end electronics has been adjusted so that, for
central calorimeters. a 100 GeV energy deposition in the
center of a lower gives — 1 V out of the tubesum.

The gas calorimeters, which have finer azimuthal
segmentation, are also summed into logical tngger
towers of A¢ = 15° and An = 02. In this case, however,
the summation is done at the detector on the front end
amplifier cards. After summation into trigger towers,
the signals are sent to the trigger counting room via
cables similar to those used for the central calorimeters.
but with just one twisted pair per cable. Gas gains are
adjusted such that a2 50 GeV transverse energy deposi-
tvon produces —1 V at the trigger. The discrepancy
between central and gas calorimeter gains is com-
pensated for in the trigger system. This compensation is
performed in the receive and weight (RAW) cards which
form one of the major components of the analog front
end of the trigger system.

3.2, Receive and weight

The RAW board is the entry point into the processing
electronics of the CDF trigger. Signals from the central
calorimeters are relayed from the besum to RAW over
cables of the same construction as the cables from the
detector 1o the tubesum. Signals from the gas calorime-
ters go directly from the detector into RAW.

The RAW cards are distributed among the ten ana-
log Fastbus crates of the trigger system which they
share with the compare and sum (CAS) and crate sum
cards. Each RAW card contains 24 channels, from a
single 4n =02 slice of either electromagnetic or
hadronic calorimeter. The 24 channels correspond to

the 24 different ¢ values for a given w slice. The
calorimeter signals are received in RAW by 2 high input
impedance, balanced. differential amplifier with a gain
of minus three. The output of this amplifier is input 10 a2
dual multiplying DAC with output

Vo = 0.5[(V W)/ 256]) + [(0.58)/256].

where W is a weighting factoc between 0 and 255. and
B is a bias between 0 and 255. The weighting factor
accommodates gain variations and generates the sin #
factor needed for converting £ to E, for the central
calorimeters. The adjustable bias is used to compensate
for calonmeter amplifier pedestals. It is at this stage
that the compensation for the gas gain is made by
reducing the weight W by a factor of two. The output
of the dual multiplving DAC is fed into a noninverting
amptifier with a gain of four. and then to an emitter-fol-
lower. The output of the final RAW amplifier stage is
then relayed across a short jumper 10 the RAW compa-
nion card. CAS. The DAC bias constant, 0.5 V_ can be
changed 10 3 V so that with W = 0 the bias can be used
as a source of simulated inputs for trigger testing.

The RAW board has an 3 bit high speed DAC that
can be controlled either by Fastbus or by the crate sum.
The output of the fast DAC is a differential current
which is sent 10 CAS where it is converted 10 a voltage
and vsed as the reference in the comparators. RAW also
contains correction circuils to maintain linearity and
full scale range for the fast DAC.

The digital section of the RAW card includes the
Fastbus protocol for both RAW and CAS, shadow
memory that holds the digital input values for the
multiplving DACs (W & B). and registers for CAS con-
trol.

3.3. Compare and swm

Each CAS card has 24 channels in a one 0 one
correspondence to the 24 channels on the companion
RAW card. During the level 1 cycle, the function of the
CAS card is to sum 2l towers [rom a single RAW card
that are above a programmable threshold. CAS does not
have Fastbus protocol. only connections 10 the Fastbus
address and dats knes (AD lines). All controlling strobes
arc generated o RAW. If the cable connecting a
RAW /CAS pair is removed, CAS goes to a quiescent
state with all signals removed from the AD lines.

Each analog signal from RAW is delivered to a set of
analog switches, and to the positive input ol a compara-
tor. The other input to the comparator is the reference
voltage produced by the fast DAC and RAW. When a
particular analog signal is over threshold, the corre-
sponding comparator output is loaded mnto a sum reg-
ister. The state of this register controls the analog
switch matrix. directing the tower signals into summing
amplifiers. Three different sums are performed for those

VIL. ELECTRONICS
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Fig. 2. A simplified schematic showing the operation of the
Receive and Weight and Compare and Sum boards.

towers above threshold. a linear sum, a sum weighted
by sin ¢, and a sum weighted by cos ¢. It 1akes ap-
proxumately 500 ns for the analog sum signals 10 settie
10 0.1% accuracy. At level 1 time, these sums are per-
formed to an accuracy of about 1% (determined by the
settling time of the signals from the front end electron-
ics). There are four sets of sum circuits on each channel
of CAS, so that four different tower thresholds may be
loaded in parallel (at level 2 time, this parallelism
facilitates high speed operation).

Each of the twelve sum circuits is monitored by a
zero detection circuit. The outputs of the twelve zero
detection circuits are available as a Fastbus register.
There are also tweive eight-bit DACs. one per sum
circuit. The output of the DAC is used as a bias for the
corresponding sum circuit. These devices allow for cor-
rection of input offset bias by ramping the offset DAC
and monitoring the state of the zero crossing compara-
tor.

A block diagram outlining the various functions of
the RAW and CAS cards is shown in fig 2.

A register known as the inclusion register is used as a
mask to either inhibit, allow, or force participation of
specific towers in the summation. This register has one
bit for each of the 24 analog channels 1f the inclusion
tegister is enabled, then only those channels whose
inclusion register bit is set to one will be permitted to
activate a comparator. If inclusion register negation is
in effect, the converse is true. This function allows
masking of bad channels in the calorimeter or in the
trigger. The inclusion register can also be loaded into a
sum register thereby forcing a channel 1o be summed.

The output of any CAS register can be gated onto
the Fastbus AD lines under the control of the Fastbus

D. Avnder 1 . / The CDF inggwe

protocol circuits located on RAW. [n addition. the fowr
sum registers. the inclusion register and the cluster
finder bus can all be loaded via Fastbus.

3.4, Cluster finder

The level 2 decision begins with the interaction be-
tween CAS and the cluster finder board. During level 1.
the outputs of the comparstors on CAS are loaded
direcily into the sum registers. During level 2 these
outputs are fimt loaded into the cluster finder. The
cluster finder processes the data and returns a set of
towers correspoading to one cluster to CAS where it
will then be loaded into a sum register. This procedure
causes CAS to create sums for individual clusters of

~ energy in the calorimeters.

The procedure for finding calorimeter clusters is as
follows. The threshold value loaded into the fast DAC
on RAW is a decreasing ramp. The comparator threshold
starts at a high value (e.g. 10 GeV) and begins 10
decrease until one or more calorimeter towers are above
threshold. at which point the ramp stops and the out-
puts of the comparators are gated onto a 1008 bit wide
bus (24 x 42, the logical OR of the comparator outputs
from the electromagnetic and hadronic crates), the clus-
ter bus. and transferred 10 the cluster finder as seed
values. A second, low threshold (e.g. 1 GeV) is then
loaded into the fast DAC, and the towers above this
threshold are loaded into the cluster finder as shoulder
towers. At this point CAS ceases dniving the cluster bus.
The cluster finder asserts the n addresses of all seeds
and the cluster control card selects the smallest g value
and enables the cluster finder to assert the ¢ addresses
of all seeds of the selected n. The cluster control card
then sclects the smallest ¢ value and enables the tower
with the selected n and ¢ values to wm on. The
selected tower sends a signal to its four nearest neigh-
bors (the diagonal neighbors with different % and dil-
ferent ¢ values are not included) instructing them to
turn on if they are above the shoulder threshold. The
newly selected towers send signals 10 their nearest
neighbors and so on until no more contiguous towers
are found. A bit map of all 1owers in the cluster is then
seot back over the cluster bus to CAS where it is loaded
mto a sum register. The process is repeated at a cycle
tme of about 150 ns until po new seed towers exist. At
this time the high threshold may be lowered and the
process repeated. Once a tower is incloded in a cluster.
it is prohibited from being included n any of the
subsequent clusters.

During the processing of clusters, the wrack finders
are monitoring the cluster bus. When a cluster bit
corresponding w0 the coordinates of a stiff wack is
turned on, 5 bits are sent from the track finder interface
{built by University of Illinois at Urbana) 1o the inter-
ceptor. One bit indicates the existence of 2 stiff track,
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and 4 bits provide its momentum. These bits are in-
cluded in a &4 bit word which is sent w the level 2
processors.

3.5. Crate sum

The transition between the analog portion of the
ingger and the digital portion takes place in the crate
sum. In each analog crate there is ooe set of crate sum
boards which receive the analog sums E,, E, sin ¢ and
E, cos ¢ from each CAS board. and perform a lurther
stage of analog summing to produce complete sums at
the crate level. In addition to these sums. the crate sum
uses hardwired weighting factors corresponding to the
mean pseudo-rapidity, 9, of each CAS card to produce
the sums £ and £y’ The pseudo-rapidity weighted
sums are used only during level 2. Each analog sum is
digitized in an 8-bit flash ADC (FADC) and sent, for
level 1, to the level 1 sum board. There are four sets of
identical analog summing circuits in the crate sum,
corresponding to the four sets of summing circuits on
each CAS card.

The analog section of the crate sum is contained on
two boards. The first board uses high speed summing
operational amplifier circuitry to produce the four
E siné and E cos ¢ sums from the analog signals
coming from the ten CAS boards in the crate. Each of
these sums is then digitized in a FADC upon command
from the timing control board. The second analog crate
sum board uses the E, signals from the CAS boards 10
Pl'DdUCC the Eu El(ﬂ-"o)» and En("l"lo)z sums,
where 7, is the mean rapidity in that crate. The sums
about the mean are taken in order to optimize the
resolution of the FADCs. The 120 analog input signals
which come from the CAS cards to the crate sum are
contained in a specially designed fourteen layer aux-
iliary backplane. The digital output from the four sets
of sam circuits passes through a multiplexer. with the
selected set passing o the digital crate sum board.

The digital board receives one set of E,, E, sin ¢.
E cos ¢. E, (7~ ng) and E (3 ~ 5y) sums. It performs
the digital arithmetic necessary to produce 2s-comple-
ment values of E,, E, uin ¢, E, cos ¢. En, and En°.
Thlsboardalsoproducsﬂ tbenumherofaionmeta
towers which are part of a level 2 cluster. As an option,
if N is zero the other 5 quantities can be forced to zero
to help suppress noise. The Fastbus protocol and all of
the registers for the crate sum reside on this board.
Finally, al RAW, CAS, and crate sum coatroi signals
which come from the timing control, pass through the
digital crate sum board. Control signals for the
RAW /CAS pairs are shipped out on the special back-

plane.
3.6. Interceptor

The digitized output from the crate sum is required
by the level one sum and by the list maker. The inter-

ceptor receives two quantities from two craie sums. one
hadronic and one electromagnetic. The data is re
organized and transmitted 1o the level one sum and
lisumaker via separate cables. The interceptor uses 1K
of RAM (0 record the information from the crate sum.
The interceptor akso receives the y and ¢ index of the
cluster seed tower from the cluster finder and informas-
tion from the wracking and muon system.

The interceplor can operate in two modes. In the
first mode the data from the crate sum is recorded in
memory and simultancously transmitted to the list
maker and level one sum. In the second mode daw
input to the intercepior is first stored in memory and
then later recalled from memory and transmitted to the
list maker. This is necessary because not all of the
quantities corresponding 0 a cluster are available
simultaneousty, vet the cluster memory requires that all
information be latched at the same time. For example.
the n and ¢ coordinates of the seed tower from the
cluster finder are valid at the time the cluster is found.
By the time the E, of the first cluster is digitized by the
crate sum the cluster finder is finding the fifth cluster.

The interceptor has two pointers to its memory. One
is used for wnting information to its memory as it
becomes available f[rom the separate parts of the trigger.
The second is used to read out from its memory all data
corresponding 1o a single cluster simultancously.

The interceptor is also used for testing the trigger
system. Crate sum data from simulated events may be
stored in the interceptor and played out at full speed.
All systems downstream will be unable 10 distinguish
whether the daia are real or if they are from memory.

3.7. Listmaker

The listmaker consists of three different types of
boards. Together they perform a variety of arithmetic
functions on digial values received from the crate sums
to produce a list of properties of the clusiers found by
the cluster finder. The list consists of two 64 bit words
per cluster (a third word has its origin in the intercep-
10r), one for clectromagnetic energy quantities and one
for wtal cnergy quantiics. The coatents of the two
words includes 10 bits each of E,, £, sin¢, and
Ews’,&bitsn:hof{q)mdtbemdlholthedm
is %, a,, 7 bits of (), and 8 bits of o,. In the event that
a calorimeter closter spans the boundary between crates.
the first three quantities listed will be different from
that produced by any single crate sum maodule.

The first of the three lisumaker boards, the sum
board, receives the 12 bit quantities output by the crate
sum There is ope sum board for each of the six quanti-
ties. and each board receives the outputs of five electro-
magnetic and five hadronic crate sums. These boards
sum over the ten crates to produce a 12 bit electromag-
oetic energy swp and a 12 bit total energy sum. A

VII. ELECTRONICS
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pipeline latch at the output stage of the sum board &
strobed by the timing control. The 12 bit sum for ¥ is
sent 1o the interceptor for inclusion in the third word of
the list. The remaining five 12 bit sums are seat o the

second of the lisimaker boards, the multiplier board. -

consisting of an array of 4K RAMs and an array of
high speed multipliers. There are two multiplier boands.
one operating on eleciromagnetic energy sums, and one
operating on total energy sums. The 12 bit sum E,
forms the address 10 the RAMs whose output is a 12 bt
representation of 1/E,. Four sets of multipliers are used
o {form the products of 1/E, with each of the four
quantities £, sin ¢, E, cos ¢. En and £,5°. The out-
puts of the multipliers. (sin ¢). (cos ¢). (%) and {#*)
are sent to the last of the three boards. the RAM board.
Once again there is one RAM board operating on the
electromagnetic energy quantities and one on the total
energy quantities, Here a number of functions are per-
formed, primarily through the use of look-up tables
stored in RAMs, and the last three quantities needed,
(¢). o, and o, are calculated [rom:

($)=sin"'{(sin ¢)) if [(cos @} | > [(sin ¢} |
or cos”'({cos $)) otherwise

o, = y1 - (sin ¢)° = (cos ¢)°.

o= y(*) - (a).

The five listmaker quantities (excluding N') are then
latcched by a strobe from the timing control at the
output stage of the RAM board for use by the level 2
PTOCESSOrs.

3.8 Other level 2 triggers

When the interaction between the cluster finder and
CAS finishes, the muon sysiems take over the cluster
bus. tuming on bits corresponding o the » and ¢
locations of muoa candidates. For central muons. these
candidates are “goiden muons™, i¢. those muon candi-
dates with CTC suff tracks directed at them. The map
of all muons found is loaded into the cluster finder
from the cluster bus. The cluster finder will then select
one muon at a time and assert the corresponding bit on
monitors the cluster bus and sends to the interceptor
the momentum of each muon as it is selected The
cluster finder will send the v and ¢ values for the
selected muon to the interceptor where it will be in-
cluded in the third of the three 64 bit words 10 be sent
10 the level 2 processors. As each bit on the cluster bus
is turned on, the CAS - crate sum - listmaker processing
proceeds as usual so that the first two words of the list
received by the level 2 processors contain information
regarding energy deposition in the calorimeter by the
muon candidates.

3.9 Chuster memory

The list of calonimeter clusters. isolated muons and
total event energy is sent to the level two processon s
the form of three 64 bit words. The first two words
come from the Bstmaker representing eclectromagnetic
and toal energy. The third word comes from the imer-
ceptors and tuming control and coatains informatios
from the clusier finder, the muon systems. the track
finder, and comtrol codes. The third word contains s &
bit origin code. an § bit field containing the number of
towers in a cluster. the ¢ and ¥ seed address in 11 bits.
and 4 bits of momentum information from the track
finder.

The cluster memory module receives one 64 bit word
via the front panel and stores it in a 1K by &4 bit
memory. The memory can be accessed cither by Fastbus
or directly by the level two processor via the auxillary
backplane.

The auxillary backplane, the processor bus. supports
a multimaster single crate protocol invented for use by
the level 2 processing system [7}. Data transfers between
two modules. a source specified bv a2 22 bit source
address. and a destination specified by a 22 bi1 destina-
tion address occur under control of a processor bus
master. Data is trans{erred in 64 bit words at rates up to
1 transfer every 150 ns. including master arbitration.

The cluster memory can act as either a source or
destination on the processor bus. When a cluster is
written to the three cluster memory modules. one for
each 64 bit word. it is then read out onto the processor
bus, one word at a time, and writlen to several special
processing modules. the mercury modules. This allows
processing of the cluster list to proceed as the cluster list
1s being constructed.

3.10. Level 2 processor

The level two processors control the processing and
decision making for the level two trigger. There can be
up to 6 processors running, cach identical in hardware
but operating with different programs. The processor is
built on two Fasibus boards. The first board. the seq-
vencer, contains the memory for the 64 bit microcode
and the logic 1o fetch and execute instractions. Eighees
instructions cootrofling execution flow. such as branch
on condition. are implemented. Five bits of microcode
specify the instruction, 14 specify the next address for a
conditional branches, and 37 are used by the processor
board. The secoad board. the processor board, contains
an ALU, shifter. counter, scratch memory. and processor
bus interfaces. The processing elements are organized as
registers on two busses. a 10 bit bus for control and a 32
bit bus for data. Each microinstruction specifies the six
bit address of the source and desunation registers oo
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both busses. One of the 10 bit source registers is a field
in microcode used for loading constants. The level two
processor executes an instruction every 40 ns.

The level two processors can either work directly on
the data in the cluster memory. extracting the fields of
interest, or can recall the results of calculations from the
mercury modules and compare them to thresholds. The
processors communicate the level two rejects or accepts
10 FRED.

3.11. Mercury modules

There are currently four mercury modules, each de-
signed to calculate a specific quantity of interest. The
mercury modules are processor bus slaves and can act
as cither a source or destination. The mercury modules
do not have any Fastbus interface and must be loaded
and read through the level two processor.

The mercury ET module sums the iotal clustered
energy and counts the number of clusters whose en-
ergies are above a predefined threshold. This is used. for
example, in a two or three jet trigger where each jet is
required to be above an energy threshold.

The mercury EL module operates on electromagnetic
energy. This is used 1o select electrons or photons using
the cluster width and ratic of electromagnetic to total
energy. In addition, the electron is identified by the
presence of a high Py track pointing to the cluster.

The mercury MU module selects muon candidates.
The information from the muon system is used to
identily the ¢ and % coordinates of a muon. The energy
deposition in the calorimeter at the same 3 and ¢
coordinates is used 10 identify isolated muons. Muons
can be selected based on their momentum. This module
also calculates the magnitude of missing ET.

The fourth mercury module, mercury L1. is used to
record the level one information. This is used by the
level two processors to coordinate level one and level
two decisions. For example if the level one trigger was
generated by a prescaled minimum bias trigger. level
two should not reject it if there is not sufficient energy

The number of mercury modules can be increased.
as the need arises, up to the physical constraints of a
Fastbus crate. Since the processor bus cannot com-
municate between segments. Currently 16 out of the 26
Fastbus slots are occupied.

3.12. Timing control

The synchronization and operation of the trigger is
carried out by the timing control. The timing controi
receives a reference time mark from the master clock
and an enable from FRED. When these two signals are
present the level one sequence starts. At the end of level

one. if there s & level one accept. the timing control will
start the level two sequence.

The res1 of Whe trigger system was designed such ce
modules perform specific actions based upon comesol
signals received via dedicated cables from the ummg
control. There is no handshaking of these signals. and
general ounly data is passed between modules. Abowm
300 conitrol signals are needed 10 operate the trigger.

The timing coatrol consists of two types of boards, a
single master and fificen slaves. The timing comtsol
master is physically the same type of board as the lewed
two processor sequencer. with different jumpers. The
lower 12 bits of microcode, instead of conmtroiling the
level 2 processor, specify a dwell time of from 40 w
81940 ns. The instruction set. condition branch code
selection. and jump address ficlds are identical. As the
sequencer executes &ach instruction the address of the
instruction is bussed to the slave modules.

The slave modules use this address to fetch a 32 bu
instruction from their memories. The various bits and
fields of the slaves instruction are transmitted, via an
board patch area. through front pane! connectors 1o the
various trigger modules. Each slave can receive up 0 8
signals and present them to the timing control master
for use in condition branches. The multiplexing is con-
wrolled by the 6 bit condition control field. The slave
modules can be configured for each specific applicabon
through the patch area. Glitches are prevented by fol-
lowing the memory with an instruction latch. The tm-
ing control is programmed by specifying, for each wm-
struction., which control signais are to be asserted or
cleared and the amount of time 10 wait until the next
instruction. Since the timing control also contains such
information 25 comparator thresholds a separate pro-
gram is created and downloaded at the beginning of
cach run.

3.13 FRED

The communication between the wrigger system amd
the data acquisition system is through FRED. The
detailed protocot between FRED and the trigger super-
visot (level ] query. and level 1 accept followed by level
2 accept or reject) must follow a well defined sequence.
Any deviation from the sequence forces the trigger
SUpETVISOr into an error state and causes data acquisi-
tion 1o cease. FRED provides 12 level 1 and 6 level 2
protected input ports for user connection.

There are 12 input ports for level one triggers. These
12 ports form the address lines for a 4K by 4 bit
memory. If a particular port or combination of ports s
required 1o generate a trigger. a logic 1 will be placed a1
initialization time in the memory location correspoad-
ing to the appropriate address. Each of the four bits is
further conditioned by a rate limiting circuit which is

Vil. ELECTRONIKS
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used 10 timit a particulsr trigger 10 & maximum rate. if
enabled.

FRED also coordinates up 1o six level 2 processors.
Each processor may be marked as ON. OFF or VETO.
A level 2 accept is generated when any of the ON
processors generate an accept and all of the VETO
processors generate an accept. A level 2 reject is gener-
ated when ai) of the ON processors generate rejects or
any of the VETO processors generale & reject.

A simple version of FRED, automomous FRED.
exists for generating simple triggers. e.g. calibration.

The level | signals used by FRED to determine a
level 1 accept were, for this last run:

A) Four calorimetry triggers with different threshold.
B) Two beam-beam counter triggers. one for the cast

and ooe for the west side. 7
C) Central muon from the central muon chamber. -
D) Forward muon from the muon toroids. '
E) Forward silicon from small angle silicon detectors.
F) Ceniral high P, track from the track processors.

Table 1
Example of physics 1able

Physics table creat:on date: 23-MAR-1987 21 40:00.11

FILTER & IS FOR JETS, STT « 1, TOTAL = 30

FILTER C IS FOR WONS, RATE LIWITED TD 0. 1S HERTZ

L)
1
t
1
1
! FILTER B IS FOR ELECTROMS, STT » 5, TOTAL = 15, EM DMLY
1
t
b
‘ FILTER © IS FOR ¥IN BIAS, RATE LIVITED TO © D7 HERTZ
I
BEGIN FILTER  LEVEL1A
BEGIN_TRIGGER  TRIGGER_0001
OPTION BOC_WEST
OPTION BEC_EAST
OPTION A_CAL_LEVEL]
PARAMETER EN_"DWEN_THRESHOLD ) {1 00)GEV
CARMIETER HADROMIZ_TDWER “HRESHOLD > {1 00)CEV
U M £T > (30 DOYGEY
CUT HADRONIC_ET > (30 0O0)GEV
CUT TOTAL_ET > (30 .0D)CEY

D0_TRIGER  TRICGER_0001
B0_FILTER LEVELIA
PECIN FILTER  LEVELIS

BECIN_TRIGGER  TRICGER_oom
0PTION BB WEST
OPTIDN BBC_EAST
OPTION B_CAL_LEVEL)
PARAMETER £M_TOSER_THRESHOLD > (5. 00) GEV
PARNSETER MADRONIC_TOWER THRESHOLD > (51 .00)GEV
T BT > (15 O0)GEV
CUT HADRDNIC_ET > (127 OD)GEV
Qi TII!’IL_B » (127 Q0)GEV
TRICGER_000)
LEVEL1S

BO_TRIGEER
Be_FILTER

Tabie | (continued}

SECIN_FILTER  LEVRLIC
GOBAL_OPTIBM  LEVEL] _RATE LIwIY
PIMECTER BRST_COUNT o (1 00)
PARMMETER BURST LOAD RATE = (O 15)W2
BECIN_TRIOCER  TRICCER 0001
orTion  IC_EST
OPTION B SAST
OPTION QW LEVELL
CUT DM i PT > (8. 00)CEY
WPTION CFT_LEVEL]
END_TRICGER TRIGCER 0001
BEGIN_TRIGSER  TRIGGEW 0002
OPTION BBX_WEST
OPTION BBC_EAST
L 0PTION FWy _EVEL1
TND_TRIGGER  TRIGGER_0002
END_FILTER LEVEL3C
1
BECIN FILTER  LEVELID
SL0BAL DPTION  LEVEL: RATE & IuIT
PARMETER BURST COUNT = {1 00)
PARMIETER BLRS®_LDAD RATE = (0 O75)WI
BEGIN_TRICGER  TRICSER 0001
OPTION BBC_WEST
DPTION BOC_EAST
ENG_TRICGER  TRICGER 2001
ENMD_FILTER LEVELID

4. Soltware

The trigger system. in order to be versatile. is highly
programmable. The timing control which specifies how
the various parts of the trigger operate, must be pro-
grammed for cach run. The program for the level 2
processors must also change as the trigger requirements
change. The job of the software required to operate the
trigger is to translate the desires of the physicist running
the experiment inw the programs and iables that are
downloaded. To accomplish this we have devised a
system of “OPTION TABLES and ‘PHYSICS
TA.BLES’. The option table specifies all of the objects
which can be used in the trigger along with the ranges
of cuts and parameters describing this object. Options
can be selected and put into 2 physics table. The physics
table displays the AND-OR structure of the options
and specifies the values of cuts and parameters. This
may be best explained by the exampie in table 1.

This physics able has four filters for level one,
corresponcding 1o the four sets of level one lookup RAM
and FRED. The first filtes requires that the total trans-
verse energy in the detector be greater than 30 GeV.
summed over all towers with more than 1 GeV. This is
in coincidence with 2 beam-beam interaction. The sec-
ond filter is for dectrons. Here the requirement is that
EM transverse energy be greater than 15 GeV for EM
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towers sbove 5 GeV. Agsin there is & beam-beam
counter requirement.

The third filler containg two triggers. A level 1
accept is generated when any ooe of the four filters is
accepied. A filter is passed if any one of the triggers it
contains is accepted. A trigger is passed only if all of the
conditions specified by it are met. In this case we want
10 accept their forward mwons or cestral muocns with
P, > 5 GeV. This trigger is limited to a maximum rate of
0.15 Hz. The fourth trigger is moniloring the desector.
This is a minimum biss trigger requiring only a
beamn-beam interaction. This is rate limited o 0.075
Hz.

We have written the software which can parse these
physics tables and generate the programs to be down-
loaded into the hardware- A compiled version of each
physics table is maintained 1o expedite downloading.

§. Conclusion

\Jc have designed and built a sophisticated program-
mable trigger system. The system is flexible in that
event criteria can be specified on a run by run basis. It
is also expandable in that more types of level one inputs
may be added 10 FRED and additional mercury mod-
ules may be added to the level 2 processor system.

During the 1987 run the collider achieved a dumimouity
in excess of 10® cm? s~'. The trigger was able ©
maintain & rate 10 tape of 1 Hz With the addition of
level 2 for the next run, operation at 10 cm~3 5°!
without loss of interesting physics processes will oon-
tinue.
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mon-linearities appenr enpable of distroving the practicality of the rircuil given the grenter
eccuracy required. Aguin the technigue of current optimization will be used to minimize
the # of the timing disteibution. Figure 8 shown Lhe o of the timing distribution for non-
Fnsar terme runging from O to 40% with the nominal currents and with the optimized
cwrrents.  Optimisation ks to an almost constant o up to the highest non-linenritics
studied. It should be noted that the process of current oplimization does result in a shift
im the peak of the timing distribution. This has the aame effect at the addition of a seetion
of cable. Figure 9 shows a timing distribution for 20% non-linearity, 97% tube inefficiency,
% randoss hits, and tube aspect ratio of 1/1. The efficiency for senaing tracks is 77% in
thase assumed comditions. The timing jitter of the output pulse is contained within +5nn,

Toblus 3 and 4 exhibit the characteristics of tubes with other aspect ratios, The largest
aspect ratio gives the best efficiemcies since the effoct of the keft-right ambiguity in reduced
in high ratic twbes. Drift nom-linenrities and tube efficiencies increase with tube aspect
ratio and & practical tradeall with an aspect ratio. of lese than 3/1 is likely.

Table 3
Aspect Ratio | Tube Eficiency | Random Hit Rate | Non-tinearity | Overall Efficiency

2/1 100% % 0% 5%
2 7% % o% 87%
71 %% o% % B1%
3t 100% 5% 0% 8%
N 100% 10% o% 82%
211 100% o 10% 5%
2/t 100% % 20% 26%
2t 100% % 0% 96%
2N 0% 5% 20% 81%

Peak Width
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ABSTRACT

We propose to investigate the use of Neural Network technology for triggering at the
SSC. As a first test of principle, we will build a neural net based B-trigger, operating on
calorimeter data, which will identify electrons in jets, and will be tested parasitically in the
next run of the CDF experiment in 1991. We will also carry out software simulations to assess
the efficacy of neural networks for a suite of generic SSC pattern recognition problems, and
consult with neural network researchers both at universities and in industry about optimal
algorithms and about how these systems can be cast in hardware. We hope to make sufficient
progress in neural tracking and secondary vertex finding to be able to use these to augment
the above B-trigger, and test this in the 1993 run of CDF. We request a total of $405,316, for
U. of Chicago and Fermilab, which will cover hardware construction, equipment, the hiring
of persons to assist with construction and software simulations, and consulting,.



PROPOSAL TO DEVELOP SSC TRIGGERS
BASED ON THE TECHNIQUE OF NEURAL NETWORKS

I. MOTIVATION
A. SSC Triggering and Pattern Recognition

At the SSC, there is a need for very fast, robust pattern recognition at the trigger level.
Since the response times of most existing and forseeable detectors is greater than the 16 ns.
bunch crossing time, when a trigger occurs, some of the signals read out from the detectors
will indeed have come from the event which caused the trigger, but others will be portions
of signals from previous or subsequent events which fall into the readout time window. The
only difference between the in-time signals and the out-of-time signals is that the in-time
signals will form plausible coherent spatial patterns, such as smoothly curving tracks that
point at calorimeter clusters of appropriate energy, and the out-of-time ones will not. Pattern
recognition is thus a special problem at the SSC in the sense that we are obliged to perform
it even to determine which data we should be looking at. The problem is exacerbated by
the high probability of multiple interactions per bunch crossing at the SSC (46 percent of
crossings have more than one interaction). In these cases it is also necessary to determine
which data are associated with the interaction that produced the trigger.

Most triggering schemes for the SSC propose a 3-level system. In level-1, prompt cuts,
such as total Er, missing Fr, number of clusters, presence of muon, etc., will be used to
produce a reduction of perhaps a factor of 1000. This leaves the additional factor of 104,
needed to get the rate to tape to an acceptable level, up to levels-2 and 3, which will have
to use non-prompt cuts, including ‘physics’ cuts. This implies that levels-2 and 3 at the SSC
will rely very heavily on pattern recognition, since identification of particular topologies is
usually what one means by ‘physics’ cuts. Such a rejection factor has never been obtained to
date in a High Energy Physics experiment (CDF achieves a total reduction of about 5-10%).
Also, one would like to be able to create sophisticated triggers based on complex patterns,
such as, for instance, Higgs —» WW ™~ — 4jets.

Heavy quark spectroscopy is one domain in which the requirements placed on pattern
recognition are even more severe. The SSC running at a luminosity of 10%? and with a
reconstruction efficiency for b-quark events of 1 percent is roughly equivalent to a 100 percent
efficient e*e™ B factory running at a luminosity of 10°¢. B events will be ‘soft’, with a mean
pr of 6 Gev/c, and will produce decay leptons of only 1 to 2 Gev/c. In order to separate B
events from the background, it will be necesary to use tracking and secondary vertex finding,
at the trigger level.

There is also a problem at the offline level. The Fermilab ACP system addressed the
offline reconstruction problem by exploiting event parallelism on arrays of processor nodes.
Recently, experiments have increased the data produced and code complexity by orders of
magnitude (e.g., E769, E791, CDF), to the point that offline reconstruction is again a bottle-
neck. Needless to say, the situation will be worse at the SSC. Pattern recognition, especially
tracking, is normally the biggest, slowest piece of code in a High Energy Physics experiment.
Fast pattern recognition would also enormously aid the offline situation.

B. Neural Networks

In the past few years, one has heard a great deal about the pattern recognition capabil-
ities of a new technology called Neural Networks, a form of fine grained massively parallel
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processing. These are highly interconnected arrays of simple nodes which communicate with
each other via analog levels. The behaviour of a single node is described by

0; = e[z Ti;05 — V)

=1

where O; is the output of node i, T;; is the connection strength from the output of node ¢ to
the input of node j, Vi, is a threshhold voltage, and © is a function of ‘sigmoid’ shape. In the
high gain limit, the sigmoid function approaches a step function, which can be interpreted
as representing a ‘0’ or a ‘1’. In this way the neurons can represent binary information.
Neural Networks, implemented in silicon, have been shown to solve certain pattern recognition
problems (e.g., handwritten character recognition) on a time scale of hundreds of nanoseconds
[1], and may thus be an appropriate technology for application to High Energy Physics
triggering and data analysis. :

These networks have been studied since the 1940’3 but since about 1982 the field has
experienced a resurgence that can only be called exploswe There are currently thousands
of researchers active in the field, and almost every university has someone working on neural
networks. The International Neural Network Society has just been formed, and there are
several professional journals dedicated to neural nets. The California Institute of Technology
recently created a new department called Computing and Neural Systems. Research in neural
networks is going on in robotics, machine vision, identification of sonar targets, classification
of radar returns, speech synthesis, data retrieval systems, and a long list of other fields.

C. Proposal

Most applications involve some kind of pattern recognition, or combinatorial optimiza-
tion. Both of these are common to problems in High Energy Physics data analysis. We
propose to form a neural network study group consisting of ourselves, a post doc, and a stu-
dent, and in consultation with researchers in the field, to demonstrate ways in which neural
networks may be of use in addressing the special pattern recognition problems that will be
encountered at the SSC.

The thrust of the proposal is to investigate the application of neural network technology
to a suite of generic High Energy Physics problems, while keeping closely attuned to currently
running experiments to identify possible proving grounds in those experiments for techniques
developed in the course of our studies. In the case of a B trigger, first using a ‘feed forward’
calorimetry based device, and later, secondary vertex finding, a proving ground already seems
possible within the context of the CDF upgrade at Fermilab, as we shall discuss below.

IV. DESCRIPTION OF TECHNIQUE
A. Feed Forward Networks

It has been shown by Rosenblatt in 1958 that a single layer neural network can be
trained in a finite number of steps to separate patterns. The set of patterns must be linearly
separable, i.e. there must exist a hyperplane in the space of all input variables which separates
input patterns into two classes. This hyperplane does not have to be found in order for the
network to classify the patterns, it only has to exist. A suitable set of training vectors whose
classification is known must also be available.

This can be translated to the application of recognizing patterns in a trigger for an SSC
detector. One can take the set of signals measured from the detector to form an N dimensional
space, e.g. a 10,000 dimension space made from the responses of all calorimetry cells. If the
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events of interest (signal) lie on one side of a hyperplane in this N dimensional space then a
single layer neural network can be trained to separate signal from background. The simplest
example of a hyperplane would be to hold one of the input variables constant. The easiest
way to differentiate signal from background in this case would be to use a discriminator on the
value of the single variable. Many classes of patterns have simple criteria such as a threshold
on a single variable or simple function of a few variables, and these classes of problems are
best solved by conventional techniques. The power of the neural net algorithm comes into
play when the description of the classifying hyperplane becomes very complicated. That
signatures for specific physics processes in the SSC environment are difficult to separate from
background indicate that the techniques of neural networks will have application.

The ability to train multiple layers of feed forward nets have extended the range of
problems which can be solved. The most famous example is the exclusive-or problem. Since
this is not linearly separable it can not be solved with a single layer. However three neu-
rons connected in two layers can be trained in about 25 steps to separate the exclusive- or.
Application of this technique to electron/jet discrimination has been done by Cutts et al.
[6], showing that a neural net based solution can obtain better efficiency and rejection than
conventional algorithms.

B. Feed-back Networks

For simple pattern classification tasks with a one to one correspondence between input
data and output responses, feed forward networks are indicated. For some problems, though,
the patterns cannot be simply characterized, but, rather, consist of related subelements which
may occur in an essentially infinite variety of configurations. A vertex, for instance, will always
consist of a set of tracks emanating from a point, but the relative angles between tracks can
take on an infinite number of possible values, making characterization difficult. The task of
the neural network for this type of problem is to segment the image into groups of mutually
reinforcing elements. These associations into groups can only be accomplished by allowing
each element to test the viability of its membership in each group and finally decide upon
one. This implies an iterative nature to the calculation, and recurrent, or feedback networks
are thus required.

Recurrent networks have been popularized by Hopfield {7]. Connections between neurons
are are symmetric, Tj; = Tj;, and Tj; = 0. The behaviour of the network is characterized by
the equations (7],

dv; N
TT&‘- = ZT.-,-e(v,-) - v;

i=1
where © is a sigmoid output function, v; is the input value of neuron 1, T;; is the coupling
strength or coefficient between neurons ¢ and j, and 7 is the integration time constant of the
network. It can be shown [7] that for such a network, there exists a Lyapunov function

1 n
E= —5 z T.-,-e,-e,-

ij=1

which is continuously minimized as the network evolves. The network starts at an arbitrary
configuration, evolves to a fixed point of the system {local minimum of the energy) and stops
there.

The application of this technique consists of
1) Defining the neuron. What shall the neuron represent in a given application?
2) Defining the connection neighborhood. Which neurons are connected to which others?
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3) Defining the T;;. What form of the connection strengths is appropriate for the problem
at hand?

These three properties should be defined in such 2 way that the fixed points of the system
correspond to the desired ‘answers’. Let us consider the example of track finding as outlined
in [3]. The neuron is defined as a link between two points which could possibly be on the same
track. The connection neighborhood can be of the order of a few times the mean separation
between points on a track (distance between wire planes, e.g.). The connections strengths
were choeen to have a form

A- 603"9,' I

1‘.'1‘,‘

where 6;; is the angle between the links i and j, and r; and r; are the lengths of the links.
This ensures that we will join together links which are locally nearly collinear. The result of
‘the network evolution is to produce sets of mutually reinforcing links which chain together to
“form the tracks. Some simulated results of applying this method to track finding in a TPC
with magnetic field are shown in figure 1 (from reference {4]).

T,',' =

V. PROPOSED ACTIVITIES
A. Calorimetry Based B Trigger

We propose to construct a trigger using feed forward neural networks. The goal of the
trigger is to separate the decay b — evc from jet background. The inputs to the trigger will
be the response from the segmented electromagnetic and hadronic calorimeters of CDF (8].
This project was chosen for several reasons:

1) Although there are many differences, the CDF detector is currently the most sim-
ilar running detector to an SSC detector in terms of luminosity, event characteristics, and
calorimeter segmentation.

2) The experience gained from solving problems encountered in building a device which
must operate in a real environment will be valuable in building an SSC trigger.

3) The ability of being able to trigger on a new class of events is appealing enough to
the CDF collaboration that the disruption caused by the installation of this device will be
tolerated.

4) The particular problem of separating electron decays of b quarks with hadronic overlap
probably can not be solved by conventional techniques such as are in place at CDF.

5) There exist detailed Monte Carlo generation and accurate detector simulation which
are needed to provide the training vectors.

6) Due to the speculative nature of this project, funding through other High Energy
Physics Grants would not be possible.

The device will be implemented in a set of two Fastbus crates in the trigger room at CDF.
The analog signals from the calorimeter are corrected for gains and biases by the existing
RAW cards {2] and transmitted to the existing CAS cards via a front panel jumper (see fig.
2). These signals will be tapped from this jumper by unity gamn amplifiers and sent to the
new Analog Receive/Shifter. There are 2016 signals forming a 24X42 array of hadronic and
electromagnetic information. The dimensionality of the problem will be reduced from 2016 to
about 64 by selecting a region of interest. The existing cluster finder will send the coordinate
of each cluster to the new shifter control. This will then direct the analog receiver/shifter
to transmit the relevant analog signals to a backplane. The backplane will be built on the
auxiliary segment of the Fastbus crate. The neural net itself will be implemented with a 64
neuron ETANN available from Intel through a non-disclosure agreement,.
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Any real test of the Neural Net technique will have to have inputs generated and the
results read out. As can be seen from figure 2, this project will be taking advantage of a large
system which is already in place. The signals from the calorimeter are already shaped and
corrected for gains and offsets, the information from the cluster finder is readily available,
and the system used to read the results of the neural net is already in place. That large
implementations in hardware of the feed forward technique have not been done in the past
has been mainly due to the lack of a problem amenable to this technique which needed to be
solved in real time [9].

The determination of the interconnection weights will be done in a computer msmulation
of the trigger. Several commercial packages are available for assistance in training feed forward
networks, but we have written our own software in Fortran during the summer of 1989. The
set of training vectors will be provided by Monte Carlo generation of bb events (ISAJET),
detector simulation, and finally trigger simulation. The result will be a set of 2016 dimension
vectors, the coordinates of clusters as found by the cluster finder, and possibly stiff track
information. This software already exists within the CDF collaboration.

B. Tracking and Particle Identification

This section of the proposal involves software simulations and consulting with industry
and universities concerning possible implementations in hardware. The funds sought here
are to cover hiring of additional manpower (one postdoc) to help with simulations, and
consulting fees. Because the problems studied are generic and are not tied directly to any
existing experiments, these funds cannot be obtained from other sources.

1.) Recurrent Net Approaches

a) Tracking. We plan to study the track finding problem with a view to improving
the algorithms. The existing algorithm does not always remove all incorrect links, and, in
addition, the question of ‘readout’, i.e., of how to collate the link information into track quan-
tities for use in triggering decisions has not been adequately addressed. We have established
contacts with Prof. Carsten Peterson of Lund, Sweden, a physicist interested in the neural
tracking problem and with whom we will be collaborating to try to find optimal algorithms.
We have also recently learned of the existence of learning algorithms for recurrent networks
and will try this approach as well.

We also intend to continue to explore the use of a neural network for electron identifi-
cation as outlined in [5]. Here, the centroid of a calorimetric energy deposit is treated as a
‘generic’ hit, to which links are made just as in the tracking chamber. The survival of a link
to a generic hit in an electromagnetic calorimeter indicates good alignment of the hit with
the track, which characterizes an electron candidate.

b) Secondary Vertex Finding SEE ALSO MAIN PROPOSAL The problem of

primary and secondary vertex finding can be handled in the framework of a recurrent neural
network [10]. It is interesting to note that the vertex finding problem can be regarded as
a tracking problem by first performing a Hough transform [11] on the tracks [12] (figure 3).
Progress in the tracking algorithms will thus be immediately applicable to vertex finding as
well.

The first method to be tried will be to treat each crossing of two tracks as a potential
vertex, identifying a neuron with each potential vertex, and letting the network evolve until
the only vertices remaining are those which correspond to true vertices actually present in
the data. This method can be used in conjunction with the associative memory track finding
method developed at Pisa [13] for track finding in silicon microstrip detectors. The present
algorithm, used after application of the associative memories, uses traditional processors to
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group together track crossings which are close together, then counts the number of ‘good’
crossings and makes a cut on this quantity to enhance the beauty sample. The neural network
method sets a bit for each croesing; at the end of the evolution, the number of ‘on’ bits could
be counted to allow the same enhancement cut to be made. Thus the neural network vertex
finding method interfaces nicely to the associative memory tracking method. This method
suffers somewhat from the ‘readout’ problem mentioned above for tracking, and we will also
be considering ways in which the good crossings can be collated into good vertices within a
neural network framework.

We intend to explore actively the possibility of using the associative memory /neural
network method as a secondary vertex trigger to be used in conjunction with the beauty
trigger mentioned earlier.

c) Stereo Matching The use of tracking layers oriented at small angles with respect to
the primary wire direction, or stereo layers, is a common technique to give position informa-
tion in the dimension not measured by the primary wires. Unfortunately, linking the stereo
views with the primary view, in a high multiplicity environment, is a very computationally
intensive task. At CDF, for example, this takes several seconds per event on an ACP node.

When the small angle stero layers are at fixed radii, for a given track found in the r — ¢
view, the corresponding stereo segments lie on a straight line in r — z space. Typically there
will be several ‘incorrect’ stereo segments from other tracks also present in the r — z plot. The
stereo matching thus is reduced to line finding in the presence of noise, and neural tracking
techniques can again be used. We will set up a tracking algorithm for a typical small angle
stereo configuration and optimise its performance.

d) Cherenkov Photon Assignment In a Ring Imaging Cherenkov counter, RICH, the
data consists of a set of charged track hits, and photon hits which lie on rings whose centers
are the track hits. In order to perform particle identification, it is necessary to associate
the photons with the tracks which produced them. This task can be performed by a neural
network. The neuron here is a link between a photon hit and a track hit. Links sharing a
photon inhibit each other (since we want a unique assignment), and links which share a track
reinforce if their radii are almost the same (i.e., if they are likely to have come from the same
track). The network evolves to a configuration in which only the correct assignments remain.
We will study this and other choices of neuron, and experiment with various forms for the
connection matrix, in order to optimize the performance of the network.

2) Feed Forward Approach
Track Segment Finding in Straw Chambers (SEE ALSO MAIN PROPOSAL)

Associative memory, or pattern matching techniques have been used for some time as an
approach to fast track finding. In the software approach, as used, e.g., in E711 at Fermilab
and Mark II at SLAC [14,15], one defines a ‘track dictionary’ which is a list of bit patterns
containing one pattern for each possible track. The patterns are defined by indexing all the
possible hit positions in the detector, and, for each track, indicating with a ‘1’ those bits
which correspond to hits one would expect to be present for the track in question. Track
finding is accomplished by masking the actual pattern of hits in an event with each of the
stored patterns in turn to see if that pattern is present in the event.

This method has also been implemented in parallel hardware in the form of associative
memories, as mentioned above {13}.



A limitation of these approaches is that the number of possible patterns becomes very
large for large, high resolution tracking systems.

It is interesting to note that the associative memory approach bears some similarities
to feature extraction in animal visual systems. In particular, a stored pattern of hits for a
small, straight segment, is analogous to the orientation sensitive cells found in animal visual
cortex [16]. These cells give maximum response when their visual fields are illuminated by a
short, bright bar at a particular orientation.

Pattern matching techniques cover the full angular range by storing a pattern for each
possible angle. In the animal cortex, units exist only for a small number of possible angles,
perhaps 10 to 20 (the exact number is not known). This indicates a very coarse resolution
for determination of angles, several degrees, while it is clear that animal visual systems
nonetheless manage somehow to remain sensitive to changes in angle which are much smaller
than this. Apparently intermediate angles are encoded as linear combinations of the responses
of the existing angular units. .

The angular dependence of the match of a stored pattern with a track is essentially a
delta function, i.e., the response is essentially zero unless the track lines up perfectly with
the mask. The case of the orientation sensitive cells is markedly different: the response of
the cell versus angle of stimulus is approximately gaussian with a spread of about 10 degrees.
This is because the orientation sensitive units are constructed from subunits whose responses
decrease with the distance of the stimulus from the center of the receptive field (called on-

center units).

Animal visual systems, then, seem to have avoided the need to encode explicitly all pos-
sible line segments by using coarse grained sensitive units to build angle units with coarse
resolution, and by encoding angles intermediate to those explicitly defined as linear combi-
nations of responses of the defined umits.

This economy in the number of sensitive units could be attractive for triggering systems
for High Energy Physics experiments. Multi-layer straw chambers have been proposed as
tracking devices for the SSC. If the signal wire of a straw tube is put through a time to
voltage converter, the result is a device whose resonse varies linearly with distance of the
track from the wire. We will simulate a layered feed-forward network which uses straw
tubes in a way analagous to on-center units to build orientation sensitive units, and devise a
suitable readout to interpolate between the fixed angles to be able to resolve tracks with good
angular resolution (figure 4). A sample of straight track segments will be used to train the
network. The effects of the choice of base angles, noise, track overlap, etc., will be studied.
Constructing orientation sensitive units from on-center units in a neural net simulation has
been accomplished by a group at University of Pennsylvania [16] and we expect to consult
with this group during our studies.

3) Hardware and Algorithm Research

The feed forward network for the calorimetric application mentioned earlier appears to
be the simplest of the networks we propose, and thus will be the first to have a true analog
hardware implementation. The experience gained here can then be applied to the problems
of tracking and vertexing which require substantially higher neuron and connection counts.

In addition, we will make an in-depth market survey of available and soon-to-be available
neural network hardware. The field of hardware neural networks is new and it will take some
digging to see what exists. Our suspicion at the present time is that no suitable hardware
is currently commercially available, but this remains to be verified. We will investigate the
building of special purpose VLSI hardware to carry out the desired tasks.

In the course of these investigations we will also be looking for algorithms adaptable to
our applications which may have been developed by others. There are today a number of
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neural network companies in existence who have developed algorithms for the military, for
instance.

This aspect of our work will involve consultation with experts in the fields of electrical
engineering and neural networks at universities and in industry.
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Figure 2. Track reconstruction by recurrent neural network. From
Reference {4].
Figure 3.

Figure 4. Constructing orientation selective cells from on-center cells,
and comparison with associative memory track finding. From reference
.
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Figure 3.

The minimum signature of a secondary vertex is a track not coming from the maia event
vertex. In practice to localize a secondary vertsx well we need “at least three tracks. A
convenient representation of the event is cbtained by making use of the c-onjugan plana where
each track in the real R, space is represented by a point . A straight line written in the
form y=ex+b 1s represented in the conjugate plane by & point of coordinates (a.b). Tracks
originating from the same vertex will be represented in the {a,b) plane by points lying on a
straight line. Events with a single main vertex will gensrata a single straight line. If
secondary vertices exist their tracks will be represented by points lying (in generail) outside
) the main vertex line. These points can be associated into different straight lices. If these -
lines are found, the secondary vertices are found.
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