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I. INTRODUCTION

This proposal is not presented as a complete proposal for a major
subsystem, but rather is a proposal for support to enable a
collaboration of The University of Mississippi, Oak Ridge National
Laboratory and the University of Tennessee to play a major role in
the design and testing of a protype calorimeter system which is
based in a foreign institute.

This proposal is presented as a request for support for
international collaboration on a sampling calorimeter development
program for the Lone Star L detector system. We propose to
perform the simulation studies which will lead to a prototype
calorimeter design that is optimum for this detector. In addition,
we propose to provide the data acquisition system for this
calorimeter which would have the characteristics necessary for use
at the SSC.

I. The Mechanical Design and Construction of this Calorimeter

The major mechanical design and construction of the prototype
calorimeter will be done primarily by the Institute for Theoretical
and Experimental Physics ITEP in Moscow under the direction of
Prof. V. Galaktionov. The ITEP group is presently doing a sampling
calorimeter design study including both detector type and
mechanical structure. The goal is to choose the detector type, to
build a prototype and put it in a test beam. One possible calorimeter
structure for L* is presented in Fig. 1. At this time scintillator,
TMS and gas based active media calorimeter designs are being
investigated. The final design will depend to a great extent in the
results of the initial simulation studies. It goes without saying that
these studies should begin as soon as possible.

II. SIMULATION STUDIES

A. Background

In order to have a strong experimental calorimeter development
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program, a substantial effort must be involved in calculational
analysis of the detector system. This calculational capability must
be fundamentally sound and based on previous interchange between
theoretical calculations and experimantal test programs. The
CALOR89 code system[1] for analyzing calorimeters offers a solid
approach for investigating all facets of detector systems and will
be used in this work. Due to financial constraints, only a few
prototype detectors can be built and tested. However, once the
calculated results have been shown to agree with the test program
data, a much wider variation of the design can be calculationaliy
investigated. This will be the approach followed so as to maximize
effort and minimize cost.

The High Energy Physics group at The University of Mississippi in
collaboration with personnel at Oak Ridge National Laboratory is
presently working to integrate CALOR89 into the GEANT3 framework.
This project is being supported partially through the generic SSC
R&D program. Comparisons between CALOR89 and GEANT3 are also
being done. See Appendix 1. This project is the initial phrase of a
long-term program to develop a major simulation center at The
University of Mississippi. Included in this program is a request to
the Mississippi legislature for a three year $ 1.8 M appropriation for
the establishment of the center.

B. Design Calculations

It is well known that the SSC presents a severe environment for a
calorimeter. Besides the high event rate handling capability the
calorimeter must be able to measure the energy of both jets and
electrons while allowing a certain level of discrimination between
them.

To achieve these characteristics, one needs unit compensation
and reasonable energy resoluation as well as a certain level of
transverse and longitudinal granularity and hermiticity. To initiate
the simulation studies, we shall first address the problem of
selecting the most suitable active and passive media. We shall use
the integrated CALOR89-GEANT3 code for these studies. Particular
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interest will be focussed on the compensation and time resolutions
of the system. Following this, we shall simulate selected geometric
configurations which are suitable in terms of fabrication and
mechanical rigidity. These studies will impact the choice of
granularity and the level of hermiticity as well as energy resolution.
Particular attention will be paid to configurations which will lend
themselves to detailed studies in a test beam. Originally the 7 GeV
proton beam at ITEP will be used. Later the system will be moved to
the CERN test beams. Comparisons between the measured results
and predications of the simulation studies will be made. Efforts
will be made to understand the source of the discrepancies, if any,
and suitable modifications made either in the configurations or the
code to correct them.

The goals of the program are:

1. Develop methods for quickly converting the codes to the
various detector media and geometry.

2. Study the relative merits of Pb and Uranium calorimetry with
active media of TMS, gas, and scintillator. The experience of
other groups such as the ZEUS collaboration[2] will be
incorporated into this effort.

3. Study compensation characteristics of each style detector.

4. Determine the best particle separation as a function of
longitudinal sampling frequency and transverse cell size.

5. Investigate hermiticity based on realistic engineering support
structures, and

6. Determine the sources of discrepancies between experimental
results and simulation calculations and try to reconcile them.

The program will require at least two years and may extend well
into the third year. The first year will involve the determination of
the best calorimeter materials and configuration based on our design
studies and tests. The second year will concentrate on the
hermiticity considerations and on beam test comparisons.
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Ill. DATA ACQUISITION AND THIRD LEVEL FILTERING

A.lntroduction

A number of new technologies have recently become available
which we propose to explore by building a data acquisition system
for a prototype SSC calorimeter. The menu of interesting objects
include:

1 Fast ADC5 with 12 or more bits of precision have become
available. Of particular note are a 12-bit ADC from Crystal
Semiconductor Part No. CS5212 with a one microsecond conversion
time and a 16-bit ADC from Burr Brown with a four microsecond
conversion time.

2 Fast CMOS analog switches now allow one to multiplex a number
of channels into a single ADC without changing the charge that is
stored. The signal in a calorimeter channel can be compared to a
user-selected level and only channels above threshold are digitized.
Sparsification is thus done prior to digitization. Double analog
buffers are proposed to futher increase the utilization of each ADC
and to decrease dead time.

3 The number of ADCs and TDCs which can be purchased per dollar
can also be increased by reducing power requirements drastically
with CMOS rather than ECL logic chips. This also saves on cooling.

4 Because calorimeter resolution is proportional to 1/SQRTE the
linear result from the ADC will be compacted by a square root
function to compress the data. The speed at which an event moves
through a data acquisition system is directly proportional to its
size.

5 We propose to abandon the idea of all data passing through a
single bus. Event fragments will be built in a system of multiple
VME cratesfigures 2 & 3. Imagine six ADC crates each attached to
six VME crates. After initialization, six events may be built
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simultaneously. The VME interface card for this scheme is already
working at Fermilab. The theoretical VME speed is 40 MB/s so event
building at 200 MB/s seems feasible.

6 The VME crates will be filled with RISC processing boards. The
chip of choice right now is the 25 MHz MIPS R3000 which has been
benchmarked by Digital Review at 20 MicroVAXIl’s when running
their standard set of FORTRAN programs. These processing boards
will provide a third level trigger for finding jets, electrons,
photons, and missing energy. VME crate extenders may be used to
add even more third level processing power. This becomes even
more attractive when one considers that the performance-to-
processing price ratio seems to be doubling each year. In addition to
MIPS chips, the Intel i860 which integrates the CPU, flotaing point
unit, and the caches onto a single chip, promises to be very cost
effective if good high level language compilers emerge for it.

7 The advent of 2.3 Gigabyte Exabyte tape drives is changing the
face of high energy physics data storage. One can now store 13
6250bpi nine track tapes or ten IBM 3480 cassettes on a single 8mm
catridge costing $6. The data speed per tape drive is 0.25 MB/s. In
December, both the data rate and data density are scheduled to
double. Four Exabyte tape drives may be run at full speed by a single
VME/SCSI controller card. The data rate to tape for 48 0.5 MB/
Exabyte tape drives running in parallel is 24 MB/s. Tapes only have
to be changed once every 2.5 hours. It the third level trigger rejects
7/8 of the events then the 200 MB/s event building rate and the 24
MB/s tape writing speed match.

8 Offline computing .now costs less than $1000 per MicroVAXIl and
the price is decreasing rapidly with time. It is reasonable to expect
that an off-line farm of microprocessors can handle the generation
of 500 4.6 GB 8mm tapes per day. Note the revolution. Instead of
writing one 200 kilobyte SSC event per second, one can write over
100 200KB events/second. Instead of trying to process events
serially on a single mainframe computer, hundreds of events are
processed in parallel on fast RISC microprocessors.

B.Application to an SSC detector
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These principles are already being used to construct the fastest
data acquisition system in the world for E791 at Fermilab’s Tagged
Photon Lab. We propose to build on that experience and assemble a
prototype SSC detector DA system as part of the L* prototype
calorimeter. The SSC will require ADCs and TDCs which are fast,
cheap, and consume minimal power. We propose to test what appear
to be the best devices by these standards in a DA system which can
exploit them. The L prototype calorimeter seems to be a near ideal
detector to use in this regard.

The ADC5fig.4 and TDCsfig.5 which look the most promising
are being developed by Sten Hansen and others in the Fermilab
Physics Department. The ADC multiplexes 64 channels through an
analog bus to six 16-bit Burr Brown ADCs with a conversion time of
four microseconds. Channels which do not exceed a user specified
threshold are not digitized. A double analog buffer is provided to
decrease dead time. The sensitivity of the ADC is 5Opc/bin.
Thirteen of the ADC bits 3 are dropped are compressed by a square
root function into a 10-bit data word which is combined with a 6-
bit address. A leading word count is then provided and data is sent
to a FASTBUS backplane.

The Fermilab Physics Department TDC board uses two 11-bit
Micro Power Systems ADCs with 1/2 microsecond conversion times.
Sixty-four channels are provided per board, each with analog double
buffering and double hit capability. Only channels with hits are
digitized. Ten bits of timing data is then combined with a 6-bit
address. A leading word count is then provided and data is sent to a
FASTBUS backplane.

We shall build events in parallel in multiple VME crates as we are
doing in E791. However, *E791 is using CPU boards based on the
Motorola 68020 microprocessor. Scheduling does not permit the
introduction of the faster Fermilab ACP Il Advanced Computing
Program boards based on the MIPS RISC R3000 processor which is
20 times faster than an ACPI processor with a 68020. This MIPS
CPU should provide enough processing power to explore third level
triggering algorithms for things like electron identification, jet
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finding, and missing energy triggers using the calorimeter prototype.
The events which remain after filtering would be written on 16 8mm
Exabyte tape drives in parallel. Exabyte should soon introduce a
double-speed double-density tape drive which we propose to explore.
It will run at 0.5 MB/sec and store 4.6 Gigabytes of data on one tape.

The system will assembled and some preliminary testing done at
the Tagged Photon LaboratoryTPL during CV9O. The UMiss group is
running on E791 at TPL during this period. Most of CY91 will be
devoted to test beam measurements using units of the prototype
calorimeter. Late CY91 and CY92 will see the system interfaced to
the full prototype and complete testing done at count rates
approaching SSC values. One faculty man-year per year minimum
will be devoted to this project.

C.Summary

The facets of data acquisition which we propose to explore are
four-fold:

1 Fast, cheap, low power, ADCs and TDCs.
2 Parallel event building.
3 Third level triggering algorithms using state-of-the art parallel
microprocessors.
4 High-density tape drives focusing on 8mm Exabytes.

We propose to develop this system in conjunction with the design
and testing of the L prototype calorimeter thereby providing a high
data rate DA system for the detector while benchmarking the DA
system using an actual SSC-type front end detector.

IV. FACILITIES AND PERSONNEL

The U. Miss. HEP group has four faculty L. Bolen, L. Cremaldi, J.
Reidy and D. Summers, four graduate research assistants, one
postdoc position where applicants are being screened, three
undergraduate assistants and one quarter time electronics
technician. A fifth faculty position has been approved for the HEP
group and a search will be initiated this fall. One faculty man-year
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per year will be devoted initially to this project along with one
graduate student. As the data acquisition system development
expands the level of personnel support will increase. Support for a
post-doctoral research associate and an electronic engineer who
will spend full-time on the project , and for a half-time programmer
is requested. Support for a detector center has been requested from
the State of Mississippi which we envision as a satellite center to
the detector center being established at ORNL.

The University of Mississippi mainframe computing facilities
include a CDC 860/A, Cybei 205, ETA-b, and an Amdahl 470V/8.
The High Energy Physics group has a p.Vax II, a Silicon Graphics Iris
Workstation and has requested a Silicon Graphics unit with eight
co-processors in a separate proposal. CALOR89 is running on the
Amdahl and is being installed on the ETA-b. It will be installed on
the Silicon Graphics Workstation and the workstation upgraded with
the R3000 RISC processor giving a 15 MIP machine as soon as
possible. Computer time on the mainframe after a base fee of
$10,000 is available at no charge to faculty for research.

Oak Ridge National Laboratory has CALOR89 running on an IBM
3033 and a CRAY XMP. However, free time is not available on these
systems. Dr. Tony Gabriel of ORNL will spend about 10% of his time
on the project. Oak Ridge National Laboratory requests support for
one programmer.

The University of Tennessee has CALOR89 running on an IBM 3090
under the direction of Prof. Handler. He and Mr. Joe Hargis, a
programmer, will devote 20% of their time to the project.
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VI. BUDGET

A. Simulation Effort

ORNL Programmer & travel & overhead $90,000

UTenn Travel & overhead $20,000

LMiss Faculty summer salary-3 mo. $ 13000
One postdoc 30000
Half-time programmer 13000
Fringe benefits 12320
Research assistants 14000
Travel 18000
Computer Fee 10000
Communication 5000
Supplies 4000

Sub-Total $1b9320
Overhead44% 52500

TOTAL-U. Miss. $171820

TOTAL SIMULATION -per year $281820

B. Data Acquisition System Effort

Equipment

Quantity Description Unit Price Total

2 Powered VME Crates $2000 $4000
1 19" Rack 1000 1000
4 Event Buffer Interface Cards 250 1 000
1 0 ACP II MIPS R3000 CPU Boards 7000 70000
2 VMEResourceModules 700 1400
2 FASTBUS Smart Crate Controllers 2500 5000
2 FASTBUS Crates 3000 6000
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1 Power Supply for FASTBUS 2000 2000
1 0 64 Channel ADC Cards, 13-bit,

Dynamic range 50 pc/bin,
20 microsecond conversion 3000 30000

5 64 Channel TDC Cards, 10-bit
20 microsecond conversion 2000 1 0000

4 VME/SCSI Tape Controllers 1200 4800
1 6 2.3 GB 8mm Exabyte Tape Drives 2500 40000
2 NIM Crates 2500 5000
20 NIM Logic Modules 2000 40000

Equipment Total $220200

Non-ecuigment

Electrical Engineer including fringe $35000
Graduate Student 1 5000
Travel 12000
Supplies 6000
Communication 3000

Sub-total $71000
Overhead44% on personnel 31240

Non-equipment Total-per year $102240

C. Budget Summary

EFFORT CY9O CY91 CY92

Simulation $ 281 .8K $ 309.0K $ 160.0K

DAQ $ 322.4K $ 112.2K $ 124.0K

TOTAL $ 604.2K $ 421.2K $ 284.0K

The figures for CY91 and CY92 are based on the CY9O figure and
assuming roughly 10% inflation.
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A PROPOSALTO INCORPORATETHE CALORPROGRAMSINTO THE
GEOMETRY AND DATA MANAGEMENT SYSTEM OF GEANT

JamesJ. Reidy
University of Mississippi

Tony A. Gabriel
Oak RidgeNationalLaboratory

Abstract

A recommendationfrom the Workshop on DetectorSimulationfor the

SSCheld at ANL in August,1988 suggestedthat work to interfaceCALOR with

GEANT be supported. We are proposing to incorporateCALOR into the

GEANT framework. This will require three basic steps. First, the latest

versionsof GEANT and CALOR will be made operableon the University of

Mississippi Cyber 205. Second,the interfacesfor coupling the codeswill be

identified and thesoftwaredevelopedto implementtheunion. Finally, testing

will be carried out to insure the integrity of the final program. Some

calculationswill be performedto determinethe compatibility and similarity of

various modulesin the CALOR andGREISHA codes. The major part of this

work will be performed by a post-doctoralassociatein the University of

Mississippi. This individual will maintain closecontactwith Dr. Saul Youssef

at the SupercomputerComputationalResearchInstitute at Florida State

University andDr. Tony Gabrielat ORNL. Supportin theamountof $68,895is

requestedfrom DOE for support of the post-doctoralassociateand partial

support of the programmer. The University of Mississippi is contributing

$4000 toward travel and $58,000 in-kind cost sharing which includes a

minimum of 100 hours of free time on the University of Mississippi’s Cyber

205.



A PROPOSALTO INCORPORATETHE CALORPROGRAMSINTO THE
GEOMETRY AND DATA MANAGEMENT SYSTEM OF GEANT

JamesJ. Reidy andTony A. Gabriel

The ability to designcalorimetersystemsand the associatedsoftwarefor

on-line analysisarestronglytied to the availability and accuracyof computer

simulationprogramssuchas CALOR’ andGHEISHA.2 Both the CALOR and

GHEISHA programshave special strong points and at times it would be

advantageousto use parts of CALOR with parts of GHEISHA so as to

maximize thestrengthsof both. It hasbeenrecommendedat theWorkshopon

DetectorSimulationfor theSSCheldat ANL on August24-28, 1987 that

"1. There is a needfor both detailedMonte Carlo codesandfast, simplified
codesin the applicationsto calorimetertests studies,systemdesigns,
andstudiesof radiationprotection.

2. The propertreatmentof neutronprocessesis clearly crucial. Also, two
codesbeingmaintainedleadsto betterunderstandingand confidence.
On theseconsiderations,we recommendthe adoption of CALOR the
OakRidge code employingHETC, MORSEandEGSand GHEISHA as
thestandards.

3. As GEANT4 is becoming a standard for experimental detector
description, it becomesimportant to provide both of thesestandards
within the GEANT framework. This has already happenedfor
GHEISHA and we suggestthat the work to interface CALOR with
GEANT be supported.

4. While theseinterfacedversionsof theprogramarevery useful, they do
not replacethe need for stand-aloneversionsof the hadron cascade
codes. We recommend that both CALOR and GHEISHA be
maintainedin stand-aloneversions.

5. It is recognizedthat the low energy descriptionof CA.LOR is more
accuratethanGHEISHA dueto the useof theMORSEcodefor neutron
description. It would be useful to set up GHEISHA to usethe low
energydescriptionof CA.LOR. Alternatively, it could be valuable to
havethe low energydescriptionof GHEISHA availableto be usedwith

1



theCALOR code."3

With referenceto recommendation3 given above, we are proposing to

incorporateCALOR into the GEANT4 framework.

The CAJJOR computer code system, which has prime application in

hadronicand electromagneticcascadesimulationas required for calorimeter

design, has beenin developmentsince the early 1970’s. Many important

discoverieshaveoriginatedfrom theutilization of this system. Someof these5

include

1. the importanceof hydrogenin the active mediumto couplelow energy
neutronsto the outputsignal;

2. the significant role of "electromagneticsampling inefficiencies" in
reducingthe averageratio of electronto hadronresponseat the same
energy;

3. the importanceof saturationeffectson theeffective signal;and

4. uranium,liquid argoncalorimetersarenot fully compensatingby the
mechanismsas was initially explained.

A flow diagramof thecodesin CALOR is given in Figure 1. The three-

dimensional, multimedia, high-energy nucleon-mesontransport code

HETC6 is used, with modifications, to obtain a detaileddescriptionof the

nucleon-mesoncascadeproducedin thedevicesconsideredin this paper. This

Monte Carlo codetakesinto accounttheglowing down of chargedparticlesvia

the continuousslowing-downapproximation,the decayof chargedpions and

muons, inelastic nucleon-nucleusand charge-pion-nucleusexcluding

hydrogen collisions through the use of the intermediate-energy

intranuculear-cascade-evaporationMECC model E c 3 GeV and scaling

model E > 3 GeV,* and inelastic nucleon-hydrogenand charged-pion

* It is anticipatedthat the new high energycolision model will be availableshortly andthat
this modelwill be substitutedfor the scalingmodel.

2



hydrogencollisions via the isobarmodelE ca GeV and phenomenologicalfits

to experimentaldata E > 3 GeV. Also accountedfor are elastic neutron-

nucleus E c 100 MeV collisions, and elastic nucleon and charged-pion

collisions with hydrogen.

The intranuclear-cascade-evaporationmodelsas implementedby Bertini

is the heart of the HETC code.7 This model has beenusedfor a variety of

calculationsand hasbeenshownto agreequite well with many experimental

results. The underlying assumptionof this model is that particle-nuclear

interactionscanbe treatedasa seriesof two-bodycollisionswithin thenucleus

and that the location of the collision and resultingparticles from the collision

are governedby experimentaland/or theoretical particle-particletotal and

differential cross-sectiondata. The typesof particle collisionsincluded in the

calculations are elastic, nonelastic and charge exchange. This model

incorporatesthe diffusenessof the nuclear edge, the Fermi motion of the

boundnucleons,the exclusion-principle,anda local potentialfor nucleonsand

pions. The densityof the neutronsand protonswithin the nucleuswhich is

used with the total cross sectionsto determineinteraction locations are

determinedfrom theexperimentaldataof Hofstadter.7 Nuclearpotentialsare

determinedfrom thesedensity profijes by using a zero-temperatureFermi

distribution. The total well depthis then definedas theFermi energyplus 7

MeV. Following thecascadepartof the interaction,excitation energyremains

in the nucleus. This energyis treatedby using an evaporationmodel which

allows for the emission of protons, neutrons,d, 3He, a, and T. Fission,

induced by high-energyparticles, is accountedfor during this phaseof the

calculation by allowing it to competewith evaporation. Whetheror not a

3



detainedfission model is includedhasvery little effect on the total numberof

secondaryneutronsproduced.

The sourcedistribution for the electromagneticcascadecalculation is

provided by HETC; it consistsof photonsfrom neutral pion decay,electrons

and positronsfrom muon decay althoughthis is usually not of interest in

calorimetercalculations becauseof the long muon lifetime, de-excitation

gamma rays from nonelasticnuclear collisions and fission gamma rays.

Sincethediscretedecayenergiesof thede-excitationgammasarenot provided

by HETC and only the total energyis known, individual gamma energiesare

obtainedby uniformly samplingfrom the availableenergyuntil it is completely

depleted. The transportof the electrons,positrons,and gammasfrom the

abovesourcesis carriedout usingthe EGSsystem.8

Neutrons which are produced with energies below 20 MeV are

transportedusing the MORSE9.10Monte Carlo transportcode. The neutron

crosssectionsusedby MORSE were obtainedfrom ENDFB/IV. Gammarays

including those from capture,fission, etc. producedduring this phaseof the

calculationsarestoredfor transportby the EGS code. The MORSE code was

developedfor reactorapplicationand can treat fissioning systemsin detail.

This ability is very important since a majority of the fissions results from

neutronswith energieslessthan 20 MeV. Time dependenceis included in

MORSE, but sinceneitherHETC nor EGShasa timing schemeincorporated,

it hasbeenassumedthat no time passesfor this phaseof theparticlecascade.

Therefore,all neutronsbelow 20 MeV are producedat t = 0. Generaltime cuts

usedin theMORSE codeare 50 ns for scintillator and100 us for TMS although

studieswere alsoperformedwith times aslong as400 ns.

4



The nonlinearityof thelight pulse,L, in the scintillator due to saturation

effects is takeninto accountby theuseof Birk’s law11

d& dEldx
dx 1+kBdE/dx’

wherekB is the saturationconstant. For the plastic scintillator kB= 0.01 g

cm2 MeV1 A similar law is assumedto apply to the chargecollectedin

ionization detectors. This takesinto accountthe loss of signal resulting from

recombinationeffectsin the ionization column.’5 A variety Of k values have

beenconsideredin this studyof TMS since,at present,this mediahasnotbeen

well investigated.For electronsat all energies,it is assumedthatkg= 0.

The principal applicationsof GEANT include: the tracking of particles

throughan experimentalsetupfor acceptancestudiesor simulationof detector

responseand the graphical representationof the setup and of the particle

trajectories. In view of theseapplications,the GEANT systemallows for a

descriptionof an experimentalsetupin a ratherefficient and simple way by

utilizing geometricalvolumes, for generatedsimulatedevents from standard

Monte Carlo generators,for the transportof particles throughvarious regions

including areaswith magneticfields taking into accountall of the physical

effectsdue to the natureof the particles themselves,for the recordingof the

elementsof the particle trajectoriesandthe responseof the sensitivedetector

elementsandfor thevisualizationof thedetectorsandtheparticle trajectories

therein. At present,particle collisions are accountedfor in GEANT by the

models incorporatedin GHEISHA. By incorporating CALOR into GEANT,

these collision models can be used and direct comparisonscan be made

betweenCALOR and GHEISHA.
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ProposedWork

To incorporateCALOR into GEANT will requirethreebasicsteps. First,

the latest versions of GEANT and CALOR will be made operable on the

University of Mississippi Cyber 205. Second,the interfacesfor coupling the

codeswill be identified and the software developedto implementthe union.

Finally, testingwill be carriedout to insure the integrity of the final program.

Some calculations will be performed to determinethe compatibility and

similarity of various modules in the CALOR and GHEISHA codes.

Discussionswith Dr. Saul Youssef,who is directing work on GEANT at the

SupercomputerComputationalResearchInstitute at Florida StateUniversity,

hasresultedin the following timetable:

a 1- 1 1/2 months: installationandcheck-outof GEANT on theUniversity

of MississippiCyber205

b 1 month: installationandcheck-outof CALOR on the University

ofMississippi Cyber205

c 3 months: coupling areas located in both coes; software

developmentstartedto allow coupling

d 3 months: debuggingand checkingof code

e 4 months: comparisonof CALOR cell models and GHEISHA cell

modelscontainedin GEANT.

Experiencedictatesthat this is areasonable,albeit optimistic, timetable.

The work will be carriedout by apostdoctoralassociate,Dr. Michael Nicholas,

who has had extensive experience with the University and Physics

Departmentcomputersystemsas well as the systemsat Los Alamos National

Laboratory. He will spendabouttwo weekswith Dr. Youssefat Florida State
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University to becomefamiliar with GEANT and a weekat Oak Ridge National

Laboratoryto familiarize himself with CALOR. If it appearshelpful, a visit to

CERN and sometime with Dr. Detlef Filgesat Julich, who hascoupledHETC

to HERMES, will be arranged. In the software developmentof part c

particular attentionwill be paid to simplifying theuser interface. Pull-down

menuswill be incorporatedwherepossible.

7



Facilities

The University of Mississippi has extensive and diverse computing

resources.A CDC Cyber205 hasbeenonline sinceJanuary1, 1988. The 205,

one of fewer than 20 true supercomputersin university environments,is

capableofan impressive400 million floating pointoperationsper second. With

4 million 64-bit words of central memory, the operatingsystemcan accessup

to two trillion words of data. It is front-endedby a 10 MIPS, 64-bit CDC Cyber

860 Mainframe. The consultant staff is augmentedby personnelfrom the

SupercomputerComputationalResearchInstitute SCRI at Florida State

Universitywho visit theUniversity of Mississippi facility weekly. Usershave

24-hour-a-day,year round accessto terminal rooms that contain 60 CMS

terminalsto theAmdalil 470V/8 and30 terminalsto theCyber860. More than

1,000 terminals,personalcomputers,and work stationslocatedin the various

physics laboratoriesalso haveaccessto the computingsystems. In addition,

the University has an MS-DOS Microlaboratory and a Microcomputerand

GraphicsLaboratory. Current plans call for the installation of an ETA-b

Supercomputerin December,1988. This will be abouta factor of ten faster

thantheCyber205.

The Nuclear andParticlePhysicsgroup, directedby ProfessorReidy, has

a MicroVAX IJ/GPX which hasdirect connectionto the Cybercomputersvia a

19.2 Kb line driver. This MicroVAX IIJGPX hasa 16 Mb memory, 700 Mb disk

storage,andan 800/1600/6250Kennedytape drive. An additional DEC 240,

MacintoshII, DEC 2000,andTektronix 4014 areconnectdto theMicroVAX via

aterminal server. The MicroVAX andtheCyberscan alsobe accesseddirectly

via 2400 baudmodems.
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Networking of the Universfty of Mississippi computing centerto other

strategiclocationssuchas Florida StateUniversity FSU and the Oak Ridge

National LaboratoryORNL are in progress. Currently, ORNL and FSUare

connectedthrough ESNET and the University of Mississippi is completing

connectionto FSU via SURANET. This will allow remotelogins aswell asfile

transfersat 56 Kb. Networking throughFSUalso gives accessto FNAL, SLAC

andBNL aswell asothermajor centersseeDOE/ER-0372.
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