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1. ABSTRACT

Monte Carlo simulation is an essentialingredient in the design of optimal

detectorsand detector subsystemsfor the SSC. We proposeto contributeto the

SSC detectorsimulation effort by using and improving on existing programsand

by developingnew programswhich improveon existing methodsof simulationand

analysisof simulated results. In addition, we proposeto collaboratewith several

individual subsystemdesign groups on specific Monte Carlo studies of proposed

detectors.Thenew programscreatedin this project would providesufficiently rapid

feedbackto help in critical detectordesign decisions. We requestfunds to support

additionalpersonnelfor full-time work on theseprojects.

2. Introduction

MonteCarlosimulationis anessentialingredientin thedesignof experimental

detectors. The computationalneedsfor SSC detectordesign are great;111however,

the emergenceof standardizedsoftware on a variety of hardware platforms and

the introduction of reducedinstruction set RISC processorshave made feasible

a realisticattackon this problem.

TheHEP experimentalgroupat SCRI hasconsiderableexperiencein detector

simulationandits interpretation.Examplesarethedetailedsimulationof theALEPH

TPC;121the DO ca1orimeter;1the developmentof a detailed,vectorizedsimulationfor

electromagneticcalorimetermodulesMC4;4fast showersimulation;11 ray tracing

and solid modelingfor simulationprograms;613d interactivegraphicsfor the ALEPH

1



DOE PROPOSAL FY9O-94

detector;and track finding and clusteringalgorithms We arecollaboratingwith

the CERN DD division andwith theUniversityof Michiganin the vectorizationof the

GEANT program!1Individual experiencein simulationand analysisof experiments

includeswork on UA1, UA2, E711 and CUSB as well as our currentcommitments

togetherwith the FSU physicsdepartmentto ALEPH and DO.

Our existing computingfacilities indudeVAX and Sunworkstationsattached

to a local area network with file serversand graphics facilities, and accessto the

local supercomputerJ’SCM will alsopurchaseseveralhigh performanceRISC-based

computeserversto augmentthe local areanetwork. SCM alreadyhas good network

connectionstypically 56k bits to FNAL, CERN, ANL, BNL and LBL. As well as

upgradesof existing lines, the main SCRI proposal also containsa requestfor a

Ti network connectionto the SSC laboratory in Texas. In addition to the above

hardware,5CR! hasan infrastructureof systemsanalystsand hardwaretechnicians

to providethe necessarysupport.

Thegrouphasrecentlybeenapproachedby anumberof othergroupsinterested

in thedesignanddevelopmentof detectorsfor theSSC,t121with aview to collaboration

in the areaof detectorsimulation. We would like to be able to work on theseand

similar simulation projectsas describedin the next section,making useof common

software,algorithmsand expertise.In this proposal,we askfor additionalpersonnel

and travel fundsto allow us to makemoresubstantialand more timely contributions

to the SSC detectordesign efforts. Computingresourcesand infrastructurewill be

provided by SCRI; however,we would expect to use some computertime from the

SSC time allocation on the SCM supercomputer.h131We expect to continueto work

in collaborationwith the FSU PhysicsDepartment,the SSC Laboratoryand CERN.

3. Proposal

We proposeto work in the following areas:
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* Collaborationwith designersof SSCdetectorsubsystemsin specific individual

simulation studies.

* ProduceprototypeGEANT applicationsandanalysispackagesfor genericSSC

detectorsand subsystems.The prototypescan be usedas startingpoints for

specific detectorstudies. Application packageswhich involve calorimetrywill

include a fast showeringcapability.

* Continue to developthe GVerify packagefor detectingillegally overlapping

detectorelementsin GEANT geometries.GVerify will be ableto spot errors

in complex geometriesneededfor SSC simulations; errors which would be

difficult to detectotherwise.

* Expand MC4 to include one or more of the standardhadronic simulation

packages.In addition to detailedelectromagneticshowers,MC4 could then

be usedfor high statisticshadronicshowerstudiesof calorimetermodulesand

testbeamsituations.

* Produce a program for calculatinglongitudinal and transversecalorimeter

segmentationby explicit optimization of performanceparametersover the

spaceof possible segmentationswith a fixed numberof channels. Such a

program could provide sufficiently rapid feedbackto influence the design of

calorimetersbefore critical decisionshaveto be made.

* Develop a flexible patternrecognitionpackagewhich can be adaptedto the

specific characteristicsof different tracking detectors,suchas straw tubeor

scintillating fiber systems. Such a packagewould be usedto evaluateand

optimize alternativetracking detectordesigns.

* GeneralizetheTPCSIM simulationof atomiclevel ionization,signal formation

and digitization for genericdrift chamberstudiesandinvestigateits extension

to liquid ionization calorimeters. An extendedversion of TPCSIM could
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answerimportant detailed simulation questionswhich are outside the scope

of GEANT or MC4.

* Providesupportand documentationfor theuseof the tools developedfor SSC

simulation.

4. Personneland Requests

The five authors of this proposal will be co-principal investigatorsfor this

project and will commit half of their timeto SSC simulations.In addition,werequest

support for threepostdoctorallevel researchersto work full time on SSCsimulations

and funds for travelto andfrom otherlaboratoriesworking on SSC designproblems.

Computingequipmentfor the new researchersand other necessitieswill be provided

by SCM.

5. Budget

[Separatesheet]
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Appendix 1

ComputingFacilities at Florida State University

FloridaStateUniversity is thesiteof a Cyber205 supercomputer.A Cyber835
mainframeoperatesasa front-end file serverto the 205. The University also
operatesaCyber850A. In addition,the SupercomputerComputations
ResearchInstituteSCM operatesa VAX/VMS clusterthat acts asa network
gateway. This clusterconsistsof a VAX 11/780anda VAX 8700 andprovides
interactiveaccessto theCyber front-endcomputers,file transferto andfrom
the front-ends,remotejob submissionto the Cyber systems,and electronic
mail. Connectionamongthe Cybersandbetweenthe CybersandVAX cluster
is via a very high bandwidthnetworkLCN. The VAX cluster is joinedby
ETHERNET to the ComputerScienceDepartment,thePhysicsDepartment,
and the FSU/FAMU College of Engineeringnetworks. This local network
providesaccessto a numberof regionalandnationalnetworksincluding
ARPAnet, BiTnet, MFEnet, NSFnet,SPAN, HEPnet, and SURAneL

Florida StateUniversity is alsothe first site of the ETA10’ a classVII
supercomputer.The ETA1° is a four-processorcomputerwith 4 million
64-bit wordsof local memoryper processorand 256 million wordsof shared
memory. The ETA1° runsUnixTM operatingsystemsandthe SCRIVAX
clusterservesasa front-endgateway.

Two high speedSilicon GraphicsIRIS 3020 workstationswith 170 mb hard
disk are availablethroughSCRI. Theseworkstationsare connectedto the
campusnetworkpermitting high speedtransferfrom the supercomputers.
The workstationshavea full setof graphicsbitplanesandareequippedto do
video recording. A Sun3/GeneralElectric Graphiconhigh speed/high
resolutiongraphicsworkstationis availableon the ComputerScienceLAN.
SCM alsohas a substantialnumberof DEC Vaxstation2000tsapproximately
25, 11 Sun 3/60 Workstations,and 10 Mac il’s. Goodgraphicssoftware
supportis availableon all thesegraphicsworkstations,the SCM VAXes, and
the supercomputers.



Appendix2

SUPERCOMPUTERCOMPUTATIONS RESEARCHINSTITUTE

The SupercomputerComputationsResearchInstitute SCRI is an
interdisciplinaryprogramsetup to do researchin computationalscience,
train researchersfrom various academicdisciplinesandprovide them access
to a supercomputer.This is accomplishedby gatheringtogetheractive
researchersin science,economics,engineering,mathematics,and computer
sciencewho are currentlysupercomputerusers. Their interactionsand
exchangeof ideasenhanceresearchin the various disciplines,andcan lead to
the discoveryand propagationof new computationaltechniques.

Authorizedby Congressandinitiated in 1984, this programwas a responseto
the needto upgraderesearchcapabilitiesin fieldswhich require large-scale
computersin universitiesthroughouttheU. S. It was establishedat Florida
StateUniversity as a cooperativeventurebetweenFlorida State University
and theU. S. Departmentof Energy’sOffice of EnergyResearch,Control Data
Corporation,andETA Systems,Inc. of St. Paul,Minnesota,and theState of
Florida.

The SCM is a 70-plusmemberbody of applicationresearchscientists,visiting
scientists,technicians,softwarespecialistsand administrativepersonnel.
About 70% of the Institute’s annualbudgetof approximately$16 million is
providedby the Office of EnergyResearch.Florida StateUniversity, theState
of Florida,and CDC/ETA Systemscontributetheremaining30% of the
budget.

Softwareprojects in progress/planninginclude: researchon vectorization
techniques,vectorizercompiler development,techniquesand tools for
multiprocessing,vectorizedand parallelizednumericalmethodsand
algorithms,fast partial differential equationsolvers,and theestablishmentof
supercomputeruserlibraries for various disciplines.

Researchprojectsin progressat SCM include: lattice gaugetheory, data
processingfor high energyexperimentalparticlephysics,acceleratordesign,
many-bodyproblems,Monte Carlo techniques,eventsimulation,
meteorology,oceanography,geophysicalfluid dynamics,computationalfluid
dynamics,materialsby design,moleculardynamics,andrecently,
biotechnologyand humangenome.


