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Benchmark Development and PerformanceTesting of Computers for SSC
Detector Design

A proposalsubmitted to the 550 Laboratoryby the
ArgonneNational LaboratoryHigh Energy PhysicsDivision

September29, 1989

Goals:

1. Assemblea set of benchmarkcodes for SSC Detector Simulation based on existing
HEP community developedcomputercodes;documentperformanceof thesecodeson
a wide classof currently availablecomputers.

2. Developaset of benchmarkcomputercodesfor detectorsimulationbasedon the codes
notedabove modified to exploit event-levelparallelism; documentthe performanceof
theseparallelizedcodeson a wide classof currently availableparallelprocessorbased
computers.

Introduction

Detectorsimulation with computerprograms is an important phase in the devel
opment of designs for 11EP experiment detectorsto be used at the SSC. The computing
requirementsfor such simulationsare large. Theserequirementshavebeenreviewedin the
most recentSnowmassSummerWorkshop. We summarizehere, from the working group
report "Computing For High Energy Physicsin the 1990’s"[1], material of relevanceto de
tector simulation. The working group estimatedthe effort and CPU requirementsover a 3
yearperiod as:

FY1989

Effort Level
FTE

10

CPU-Usage
VAX-780 Equivalents

70
FY1990 15 840
FY1991 30 * 5000

The cost of providing the computing in FY1989 has beenestimatedby SSC Task
Force on Computing [2] as $1.1M for 30 VAX 780-equivalentof conventionalVAX/VMS
computersand 20 VAX 780-equivalentunits of CRAY XMP computersrespectively,from
existing laboratory computing facilities. Both referencesnoted that newer, more cost
effective, computing facilities must be utilized in order to meet the needs for computing
beyond 1989. Thesefacilities could include, but are not limited to, newermini-computers,
mini-supercomputers,supercomputers,advancedworkstations,and parallelprocessingcom
puters. It is currently expectedthat the parallelprocessingapproachwill be potentially the
most costeffective,whetherwith commercialparallel processorse.g., Intel HyperCubesor a
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networkof RISC-basedworkstations or with HEP community-developedparallelprocessors
e.g., FNAL ACP-2. This is becauseof the inherentcoarse-grainedparallelismof most HEP
event simulations.

Benchmarksand model codes are important elements in judging both the cost ef
fectivenessand generalusability of new computing systems.It is generallybelievedthat in
order to meetthe SSCcomputingneeds,extensivenew facilities basedon ‘farms’ of Reduced
Instruction Set Computing RISC processorswill be required. Thus it is important to: a
identify the processors;and b make them work together in an efficient and user-friendly
environment.

The work proposed here is intended as a service to the SSC Laboratory and its
usercommunity. The results will be madeavailablein detailedreports, including the tested
benchmarkcodes.The resultsandreportswill be availableto interestedparties in anetwork
accessiblelibrary, as well as in conventionalprint form.

GeneralDescription of ProposedWork

We proposea project in two major parts:

* The first part includesperformanceevaluationof a broad range of computersusing
a set of standard benchmarkprograms of interest to the 550 detector simulation
community. The results of the performancemeasurementswill be well documented
and broadly distributed. Major resultswill include:

1. Identification of cost-effectivehardwarecomputingsystemson which to run large
550 detectordesigncodes.

2. Specification of a technical basis and performancestandardto be used in the
competitiveprocurementprocessfor SSC Laboratorycomputersystems.

3. Developmentof useful techniquesfor debuggingand maintaining a generaluser
library of codesfor 550 detectorsimulation.

* The secondpart of the project is the developmentand testing of portable parallelized
benchmarkprograms, and is based on our experiencethat codes used for detector
simulationare inherentlyparallel at a coarse-grainedlevel typically the eventlevel.
At this level, each succeedingphysics event is independentof all previousor future
eventsduringa simulationrun with fixed detectorcharacteristics.This type of code is
well suited to many Multiple Instruction Multiple DataMIMD parallel computers.
Associatedcomputing resourcesare enhancedapproximatelylinearly with each added
processorin a parallelMIMD computer.This linear growth is subject to architectural
limitations of the computerdesignfor examplethe bus and communicationsdesigns.
Good benchmarkprogramsarefundamentalto probingtheperformanceof new parallel
architectures.
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Statement of Work

Part 1: Serial Benchmark Study

The first work packagewill identify an appropriateset of benchmarkcodesand run
them on serial-architecturemachinesto establishthe relativeperformanceof each machine
on thesecodes. It will assemblethe benchmarkingpackagein a form that can be used
externallyto benchmarknew computersnot presentlyavailablefor evaluation.

Performanceperiod:

October 1, 1989 - September30, 1990

Personneland Duties:

0.1 FTE Physicist
- project manager
- definition of goals
- selectionof codes
- definition of parametersof standardruns
- standardsfor correctprogramoperation
- review tabulatedresults
- documentation

0.6 FTE Scientific Applications Programmer
- assembleand test benchmarkcode packageson ANL computers
- negotiatewith commercialvendorsfor benchmarkrunson their computers
- carry out benchmarkrunsat several researchcomputerlaboratory and

university computercenters
- documentperformancewith each computingsystem
- compile andtabulatebenchmarkresults

Part 2: Parallel Benchmark Study

The secondwork packagewill seekto developa set of codesfor parallel-architecture
computersand a set of event-leveltools to parallelizeHEP codes for efficient useby these
machines.Details are given below:

PerformancePeriod:

October 1, 1989 to September30, 1990
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PersonnelandDuties:

0.1 FTE Physicist
- project manager
- definition of goals
- selectionof codes
- definition of parametersof standardruns,standardsfor

correct programoperation.
- review tabulatedresults
- write up results

1.0 FTE Scientific Applications Programmer
- implement selectedcodesusing PARMACs system
- developparallelizedrandomnumbergenerationmechanism
- set up benchmarkcodepackage
- assembleand test benchmarkcode packageon ANL machines
- negotiateand interactwith commercialvendorsto obtain

benchmarkruns
- negotiateand obtain temporary accountson appropriatecomputers

at researchcomputer laboratory and university computercenters,makeruns
- documentexperienceswith eachcomputingsystem
- tabulateresults

0.4 FTE SystemsApplications Programmer
- implement PARMACs systemon parallelmachinesof interest

Detailed Considerations for Benchmarks:

The set of benchmarkcodes to be used will spanthe range of typical detectorsim
ulation for the SSC. They will includeboth full simulationand fast approximatealgorithm
codes. In addition, they will be reasonablyclose to production codes. The benchmark
packagewill be assembledas a self-containedstand-alonepackage,which can then be run
by project personnelon various computersor submitted to vendorsfor benchmarkingon
unannouncedcomputers.

The packagewill containsourcecodefor all programsand libraries,andwill conform,
insofar as possible,to the Fortran 77 code standard. Necessaryexceptions,such as timing
routines, will be individually and carefully documented. Finally, the packageshould con
tain sufficiently detailedinstallation andoperationinstructions to enablea typical scientific
applicationsprogrammerto install and run benchmarksin approximately3 days.

Becausethe benchmarkpackageis intendedto beportable,benchmarkrunsshouldbe
possiblewith a minimum of system-dependentwork e.g., inclusion of job control language
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andtiming routines, with very little changeto the code. Resultswill alsobe tabulatedfor
runs that include the documentedapplicationof automaticoptimization techniquesand
the useof compiler directives.

Becausethe intention at this stageis not competitiveprocurementbut ratheraneval
uation of the suitability of particular computersfor detectordesignsimulations,interested
vendorswill be allowed andencouragedto optimizepartsof the benchmarkpackageby hand
to exhibit their machines’performancecapabilities. Any results so obtainedwill be docu
mented, along with the techniquesused to generatethem, in a mannerthat distinguishes
themfrom hands-offtiming figures.

CandidateCodes:

HEP-relatedcandidatecodesfor benchmarkinginclude the following:

1. GEANT3 in full simulationmode

This is a CERN developedcodefor completedetectorsimulation. It is an exam
ple of a "large" code which, when run in full simulation mode is very compute
intensive.

2. EGS4 in full simulation mode

This is a SLAC developedcode for simulationof electromagneticcascades.It is
an exampleof a "small" code which, when run in full simulation mode is very
computeintensive.

3. ISAJET

This is a BNL developedcodefor generatingthe kinematicsof physicsmotivated
eventsexpectedat high energycolliders.

4. ANLSIM

This is an ANL-developedcode basedon CEANT3 which usesa fast approx
imate algorithm for shower developmentattempting to speedup the compute
intensiveportion of GEANT3.

5. HANSON Tracking Code

This is a SLAC developedcodebasedon GEANT3 which implementsa specific
chargedparticle tracker.

CandidateComputers:

Specific computermodelson which the benchmarkcodesmay be run include:
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CRAY YMP series
CRAY XMP series
CONVEX C series
Amdahl
IBM 3090 series
Multifiow Trace
Intel RISC-basedHyperCube
Alliant FX/8
BBN Butterfly-2
FNAL ACP-2
AdvancedWorkstations:

Sun,MIPS, Silicon Graphics,Apollo, DecStation3x00 series

Discussionof ParallelBenchmarking:

Thereare a largenumberof commerciallyavailableand HEP community-developed
MIMD parallelprocessors.The typical performanceclaimedfor suchcomputerson the type
of HEP codesconsideredherecompareswell to existing mainframesupercomputers,andthe
cost is claimedto be substantiallylower. Basedon previouswork [3] we believeit is possible
to developa portableparallelprogrammingenvironmentfor FORTRAN codeswhich makes
effectiveuse of most MIMD parallelmachines,giving rise to further advancesin speedand
computingeffectiveness.

In this part of the project we will developa set of event-levelparallel codesto bench
mark a wide variety of parallelMIMD computers. The developmentof parallel codeswill
makeuse of the PARMACs set of tools developedin the Argonne Mathematicsand Com
puter ScienceDivision to produceasystemwhich is highly portablebetweendifferentparallel
computersand which requiresminimum modification of the original single-processorcode.
The PARMACs systemis aset of tools which act as amachineindependentlanguageexten
sion to standardFORTRAN 77, which allows the applicationsprogrammerto expressthe
naturalparallelisminherentin many FORTRAN codes.Thesenew pseudo-fortranelements
provide a compact,easily understoodabstract model of parallelprogrammingin an archi
tectual and machineindependentmanner. A standardmacro processingutility is used to
convert the PARMACs elementsinto the appropriatedata structures,FORTRAN 77 code,
parallelprogramminglibrary and operatingsystemcalls to implement the parallelprogram
on the desiredtargetparallel computingsystem. More detailson the PARMACs systemand
an exampleapplication to a small demonstrationHEP code will be found in reference[3].

Parallel implementationof Monte Carlo codes can require significant restructuring
of pseudo-randomnumber generationmechanismsin order to ensurereproducibleresults.
Reproducibility is evenmoredifficult when the numberof processorsis allowed to vary. Such
considerationsare important in benchmarkcontexts-to comparemachineperformance,it
is helpful to ensurethat the tasks performed by various machinesare as nearly identical
as possible. We will investigatevarious approachesto the reproducibility problem in our

7



developmentof the parallelbenchmarkpackage.

We will also investigatealternativemethodsfor producingportableparallelizedcode.
Two approacheswill be considered: first, we will use the PARMACs packagethat can be
installed on UNIX basedsystems;second,we will use a collection of tools designedfor use
with existing Fortrancodes to detect loop-basedparallelism.

These tools will be used to produce machine-specificcompiler directives to force
parallelexecutionof loops that the compilermay not be able to detectby itself. A particular
instance of this situation involves loops in which subroutinecalls occur. Becauseof the
general nature of the Fortran language, it is not always clear that subroutine loops c.
be parallelized. The tools noted above will provide interaction with the user to determine
whether loops can be parallelized and when possible invoke automatic insertion of the
necessarycompiler directives.

These alternativetwo approacheswill be investigatedand comparisonsmadeof the
applicability and efficiencyof each.

Personnel

The Principal Investigator and physicist/managerfor each of these parts will be
Edward May of the Argonne High Energy Physics Division. The work describedin both
parts can bedonein parallel,all supportwill be provided by ANL. The enthusiasticsupport
andcooperationof the various vendorswill be activelypursued. The approximately2 FTE’s
of analysisand programmersprobably two or more peopleoutlined abovewill be provided
by the Argonne Computingand TelecommunicationsDivision.

Cost

Item Operating Equipment

Technical Personnel 2.2 FTE $185K
Travel 10
Computing 5
Workstation 15K
Other M&S 10

Subtotal 210
ArgonneOverhead25% 52

Total $262K 15K

We commentbriefly on the estimatedbudget above. We anticipatesome travel to
vendorsto implement the PARMACs systemon newermachineswhich are not connected
via a network. Our experiencewith INTEL Corp in the pastyear suggestsa week of work
per systemas not unusual. The basecode systemswill be developedand testedat ANL.
Some computingservicesand cycles will be obtain directly from CTD on the usual ANL
computing cost recoveryschedule. In our experienceof installing the EGS4 systemin the
parallelenvironmentof the ACRF [3], we foundthat anXli windowing workstationstrongly
enhancesproductivity in the developmentand debuggingof parallel codes. Thereforewe
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proposeto acquireaUnix-basedworkstationDecstation3100 to connectto the Unix server
systemproposedas part of separateproposalfor SimulationSoftwareCenterLibrary at ANL
[4].

Schedule

This work will be accomplishedduring the one-yearperiod of October 1, 1989 -

September30, 1990 FY90. The first item of work will be the serial benchmarkingstudy;
this will be followed by and overlap the parallelbenchmarkingwork.
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