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Developmentof a RISC/UNIX Multiprocessing systemfor
SSCDesign-and Simulation

Abstract

We propose a two phaseprogram to develop a powerful multiprocessorcomputer

systemfor use by the US solenoidaldetectorcollaborationin carryingout
detectorsimulations.PhaseI will be a low cost100 MIPS systembasedon
DECstation 3100computing nodeswhich will allow universitygroupsto
participatein SSC designand simulationwork. TheUFMulti controlpackage

developedat the UniversityofFloridawill allow any simulationjob to usethe

full processingpowerof this facility. Ourintent is that the PhaseI systemserveas

a model for other university groupswishing to performsignificantSSCwork on

computingfacilities in theirhomeinstitutions.PhaseII will be an expansionof

the RISCfacility to the level of 500 MIPS to allow full scaleSSCdetector

simulations, physics andtriggerstudiesto be carriedout by the collaboration.

I Introduction

Experiencewith thedevelopmentofdetectorsfor hadroncolliders has shownthat design

and simulationare very demanding in terms of computer resources.The full simulation of a

single event can take severalhourson theprocessorsavailabletoday.This problemwill

certainly be much more severeat SSCenergiesand, indeed, is alreadyseenin the
approximations and compromisesthat have hadto be madein recent SSC detector andphysics
studies. The developmentand useof adequatecomputing facilities for SSC design and

simulation work is the subjectof this proposal.University groups, in particular,arerestricted in
their ability to contribute to this work through lack of sufficient computing power.

a The computing need

Threemain tasks maybe identified for the SSCdesignphase: physicsevent generation,

detector simulation, and analysis/reconstructionof the simulated events.All ofthesetasks
require the usual support of efficient code developmentand testing facilities, which do not



imposemuch additionalburdenon a systembut must be providedin away that doesnot

produce hidden costsin time and manpower.Theimportanceof abroadinvolvementof the

high energycommunityin thesemain designareas has beenstressedmanytimes. It is very

desirableto have a wide range of intellectualinput and to provide,either locally or by network

access,sufficient computing power for university groupsto makeeffectiveconthbutionsto

SSC detector design.

Workshops1’2 studying the necessarylevel of SSCcomputing resourceshave reported that
an aggregateof severalthousandMIPs 1 MW = 1 VAX78O will be requiredfor the design
phase.We believethat a large fraction of this aggregatecan be very effectively provided by the
useof the multiple processor"farms" weproposeto develop. The useof aggregatenumbers

from workshops tends to ignore the distribution of physicistsand their need for accessto

computing facilities on an activity which mayonly occupy a limited amountof their time. The

possibility of installing powerful computing facilities at relatively low costin high energy

groups will encouragemore activeparticipation in SSC studiesand detector design,even on a

part time basis. It is also clear that the earlier thesefacilities can be madeavailable,andmore

physicistsbecomeinvolved in design studies,the more effectivewill be the fmal designof the

detectors.

Someof the computing problems facing thosedesigningfor the SSC have alreadybeen

encounteredduring the designof the current generation of hadron collider detectors.The

solutions that have emergedare rather different than might have beenexpected.For instance,

the useof vectorization on supercomputershas seenonly limited application to high energy
problems, whereasthepresent trendtowards"farm"-like systemsof multiple, small, powerful

processorshasseena rapid increase.The latter trend has comeabout largely becauseof the
intensecommercial competition in theworkstation market. There is no doubt that high energy
physicshas benefitted significantly from a situation in which individual processorsincreasein
powerby about a factor of two every 1-2 years, while their costincreasesonly slowly. The next
stageof thesedramatic developmentsfor high energyphysicsis widely expectedto be a move
towards the useofreduced instruction setRISC processors.There is now an opportunity for
the high energycommunity to takeadvantageof this situation to provide thenecessary

computing power for SSC detector designin a very costeffectivemanner. Accordingly, we

proposeto undertake the setting up, and developmentof a farm of commercial RISC

processors,andits use in SSC studies in a mannersimilar to the successfuldevelopmentof our

presentVMS farm for our DO and CLEO activities.



b Outline of our proposal

We propose a two phaseprogram.PhaseI would build on the work performedin setting
up our presentVAX/VMS farm, and provide a dedicatedfacility having a computing capability
of approximately 100 MIPS for developmentof SSC simulation codeandphysicsstudies. This
systemwould be usedby a broad collaboration of US and other high energy groups developing
the designof a generalpurpose solenoidaldetector for high Pt physicsat the SSC.PhaseII of
ourprogramwould expand the initial systeminto a 500 MIP facility for usein comprehensive
and detailed detector simulation by the sameconsortium of users.It should be emphasizedthat
PhaseI will result in a highly cost-effectivesystemthat can be emulated by other HEP groups,
to whom wewill make the systemcontrol softwarefreely available. Additionally, the facility
planned in PhaseII would be available to collaborators outside our group, via network access
through DECnet and NSFnet.

II SSC Computing Needsfor Designand Simulation
We first examinein detail the various tasks to be performedto support thedesign of SSC

detectors.We estimate,using previous studiesand our own experience,thequantitative

requirements in eachareaand how this translates into the specificationof a local computing

systemfor SSC studies. In the following subsectionswe use 100MIPs as a representativelevel

of computing power. As will be seen,this level will allow ourgroup to carryout its initial
contribution to simulation developmentandphysics studies. In addition, 100 MIPs also
representsa reasonablefraction of the secondphasefacility to which single user might have
access.

a Physicssimulation

The time required to generatea typical SSCevent in ISAJET is 01 sec.on a 3 MW
processor.The mostdemanding studiesare thosewhere somenew, and usually rare, physicsis
looked at in order to assessits discoverability at the SSC. The generationof setsof signal
eventsis usually not demanding sincea limited number of eventscan be usedto establish
characteristic signatures. The background calculation, however, can presenta major computing
task sincea useful number of eventsmust remain aftermultiple cuts on thedata in order to
havesomeconfidencein the estimateof the background level. Current and past studieshave
generated0106 eventssowe shall usethis number to illustrate the required level of
computing. This number of eventscould be generatedovernight on a 100 MW facility . Each
such event can have 01000 particles yielding a say2 x l0 bytes/event. io6 eventswould



then require20 Gigabytesof storage space.This is about tenvideocartridges.Alternatively, a

summarytapecanbe writtenkeepingonly theessentialfeaturesjets,leptons,...asextracted

from, say,a simple detectorsimulation,plusa smallersampleof full eventoutput. This is only
one example,but we believeit is not unrepresentative since, for example,precisionstudies
using frequently occuring eventswould require large signalsamplesand lessbackground - still

requiringthegenerationof largeMonteCarlo datasets.

To illustrate thepowerof themultiprocessorapproach,we showin Fig. * theresultof a
calculationof theQCD backgroundto themissingtransverseenergysignalfor supersymmetric

particles at 2 TeV in a simple representation of the DO detector.The sampleof 5 x 10 events
equivalent to 3.6 x io6 eventsdue to a preselectionof heavy quarks before fragmentation was
generatedin 10 hoursusing40 MIPs. The line shapeof theQCD background is clearly

establishedout to largevaluesof missingtransverseenergy,in contrastto earlierstudiesthat
ranoutof statisticsaround120GeV/c.

We intend to use the power of the proposed facility to both continueour supersymmetry

studiesand investigateother physicsprocessesat very high statistics.

b DetectorSimulation

Many of thestudiesof theinteractionbetweenSSCphysicsprocessesand potential

detectorshavebeencarriedout by groupsat workshopsusingsimple, idealizeddetector
simulations. This is usually due to the limited time and computingresourcesavailable,andthe

lack of manpower to implement a more detailed simulation. However, the importance of a

detailedsimulationis well establishedfrom experiencewith presentexperiments. The realities

of engineeringandcostinevitably resultin compromisesin detectordesign.These

compromisestranslate into such features as cracks, deadmaterialandregionsof reduced
efficiency which, in turn, impact the ability to study physicswith the detector.

The decision to usethe GEANT package for SSC simulation has alreadybeenmade.
However, theprice of using such a comprehensiveprogram as GEANT is seenin the time
requiredto fully simulate one event. The DO experimenthas a detailed simulation of its
detectorimplemented usingGEANT. It currently takes about 1 hour on a 3 MW processorto
simulate a 100 GeV/c transversemomentum QCD event with e.m. shower parametrization
below 200 MeV. This representsabout 10 sec/GeVof energydepositedin thedetector. For an
SSC event with, say, 10 TeV energydeposited10 MW-sec. would be required.This implies



io sec./eventon a 100 MIP system,or aweek of runningfor a 1000eventsample.This
samplesizeis at auseful level for thestudyof detaileddetectorfeatures.Many studiesfor DO
havebeencarriedoutat this level of statistics for fully simulated events.

It is possibleto achievea faster simulation by the use of techniquessuchas "frozen
showers" libraries, but caremustbe takenparticularlyin the study of rarely occuringdetector
phenomenaand the tails of distributions. Furthermore the useof very large shower libraries
presentsa heavyI/O load, and theperformanceof such a systemin a farmenvironment has yet
to be fully investigated. Nevertheless,there certainly will be situations where the speed-up
about a factorof 50 for DO gained from the shower library usewill be very useful.

The sizeof simulated eventsis driven primarily by the channel count for calorimetry and
by the eventmultiplicity for the trackingchambers.Both factors will increasefor the SSC.
PresentDO simulated event sizesare about1 Mbyte, so SSC simulatedevent sizesof several
Mbytes must be anticipated. A 1000event sample will therefore occupy severalGbytes, or a
few video cartridges. At this level it is reasonableto keep a few 1000 event datasetson disk for

rapid and frequent analysisduring an active study. This argnesfor a massstoragesizeof at
least 10-20Gbytes per 100 MIPs ofprocessingpower.

Programmemory sizeis potentially a significant issue.For DO wehave found that, while

the total sizeis now in the region of 16 Mbytes with all subdetectors"live", there is a kernel of

codeat the levelof a few Mbytes that occupiesthemajority of time during the simulation of an
event. We find that our version ofGEANT can be run on an 8 Mbyte processorwith a low
pagingrate about 1 page/sec..This is an areathat needsto be watchedcloselyas simulation
program sizesgrow during developmentand it is probably wiseto install a minimum of 16
Mbytes per processorfor SSC work.

c Reconstructionand analysisof simulated events

It has been estimated2that the reconstruction/analysistime of an SSC event will take
about 1200MIP-sec. Of course,a full reconsiniction is not alwaysneededfor every study, but
this estimatewill provide a useful upper limit. A sampleof 1000eventswill takea fewhours to
fully processon a 100 MIP facility. Typically we then expectthe analysistime to range from a
small fraction of an hour for simple histogramming of the "data" from a simulation, to the
upper limit of a few hours. Since the reconstruction softwarewill take years to fully develop,
early studieswill be at the lower endof this range. It is to be expectedthat the analysistime of



the later, moredevelopedstudieswill be reducedas more powerful processorsbecome

available.

d Summary

There is no doubt that SSC studies of the interaction ofphysics and detectorsis demanding
in terms of computing power. A systemthat will be capableof producing a useful level of

output for SSC simulation anddesignwork should have at least the following characteristics:

a total of 100 MIPs cpu power

at least 16 Mbytes of memory per processor

10-20Gbytes of massstorage

A final facility that is to be usedfor a number of simultaneousstudiesshould have a

characteristicsizeof severaltimesthis minimumsystem.

Ill The Role of Computer Farms

a Generalcomments
It is now widely agreedthattheonly cost effectivewayof handlingtheSSCcomputing

load is by partitioning the eventsinto many individual streams,eachof which is digestedby a
powerfulmicroprocessor.A massivelyparallelsystemof this type is sometimescalleda
"computerfarm", althoughindividual systemsunderdevelopmentdiffer considerablyin the
way the processingnodesareorganizedsharedmemory,fast databuses,hypeitubetopologies,

integrated I/O links, etc..Somebetterknown examplesinclude 1 the 168/E SLAC system

used by LASS the very first farm; 2 the ACP effort at Fermilab; 3 the BrownUniversity

VAX basedsystem; 4 the IBM 3081/E systembeing developedin Europe;5 the British

Transputer project; and 6 theUniversity of FloridaVAX/VMS system.The Transputer

project, as well as someother vendor basedsystemsbeing developed,offers a somewhatmore

integrated hardware environment than theothers.

b Vendor basedfarms

The costeffectivenessof large parallel systemsresults directly from the recent availability
of powerfulcommercial processors.Moreover, thecompetition in workstations which employ
theseprocessorshas forced manufacturers to adopt standard operating systemsUNIX,



languagecompilers Fortran,C, communicationshardwareEthernet and software TCP/IP,
NFS, DECnet and peripheral interfaces SMD, SCSI, ESDI. This trendtowardsstandardsis
crucial to two of themostchallengingaspectsof designingSSCexperiments:software

developmentand verification.Both taskscan be considerablysimplified if codesarerun on
vendorsuppliedhardwareusingcommerciallyavailableoperatingsystemsandlanguages.

Theseconsiderationsstrongly support our argumentthat largemultiprocessingfanns

should be built wheneverpossibleusingcommercialhardwareand software.Such systems
offer theadvantagesof 1 Availability of outsidemaintenance;2 Wider availability of

standardperipherals;3 Better debuggingtools and documentation;4 Lessneedfor experts.

Thesepoints are especiallyrelevant for small university groupshavinglimited economic

resourcesandpersonnel.

c The role of UNIX

The secondgeneration of processorsnow reaching the marketplace MIPS R3000,Intel
80860,Sun SPARC are all being usedin UNIX workstations. We anticipate that the proven

costeffectivenessof thesesystems,plus the move to UNIX by majorvendorssuchasDEC and

IBM, will causetheHEP communityto shift moreandmoreto UNIX and that by the startof
SSC the primarycomputingloadwill be borneby UNIX basedmachines.This trendshould

benefit small university basedgroupssinceit will allow themto acquirecommercialUNIX

computers to build their own computing farms. We aim throughthis proposalto developafarm

basedon UNIX machinesas a modelfor suchgroups. This is discussedfurther in thenext

section.

In the area of application software,we shall take asmuch advantageas possibleof
implementationsof HEPpackagesfor UNIX systems.For example, our colleagueson CLEO
haverecentlyportedthe CERNLIB routines to the DECstation 3100soalargeamountof

simulation code is now available in UNIX. CERN also is portingmany of its application
packagesto UNIX machines and we have accessto thesethroughCornell.

IV Our Proposal:A UNIX Multiprocessor

a The proposal

We proposeto build a UNIX multiprocessingsystemin two phases.The Phase I system
would be basedon the new RISC/UNIX workstations from DEC and have a total computing



capability of about 100 MIPS. Thefacility wifi be drivenby theUFMulti softwarepackageso

that individual jobs will haveaccessto theentiresystem.It will be usedby therecentlyformed

US basedcollaborationfor developinga solenoida.ldetectorfor high Pt physics.Evenat this

earlystage,a 100 MIPS systemis necessaryfor doing therequisitebackgroundcalculations

documentedin thesecondsectionof this proposal. Partof ourpurposein developingthePhase

I systemis to providea model for otheruniversitybasedcomputinggroupsthatcannotafford

the largemainframecomputingfacilities neededfor SSCwork.

PhaseII wouldexpandthis facility into a 500MIPS systemfor performinglarge scale
detectorsimulationsneededfor detailedwork. It would consistof processorshaving

approximatelytwice thecomputingcapabilityof theDECstation3100about25 in all. Like

thePhaseI system,it would alsobe usedby outsidecollaboratorsinvolvedin SSCdetector

work andbe capableof multiprocessing.

b PhaseI description

ThePhaseI systemis a 100MIPS facility that consistsof thefollowing pieces

*DECstation3100server32 Mbytes
.10 DECstation3100computingnodes16 Mbytes
*2 VAXstation3100workstations16 Mbytesfor codedevelopment
*20 Obytesof disk,
*5 Exabyte8mmtapedrives
*Disk controllersand otherI/O devices.
*1 Physicist/programmer
*1 Graduateassistant

TheVAX3 100workstationswill be connectedto ourVAX clusterto permitcodeto be

developedin a VMS environment.Codedevelopmentcan alsobe doneon theRISCserver.

ThePhysicist/programmerand graduateassistantareneededto overseethesystemandact

asconsultantsfor outsideusers.Thedemandfor this facility will no doubtrequiretheservices

of a dedicatedfull-time personplus assistantin additionto theUF IJEPgroup.We wish to

retainflexibility in thetopologicalarrangementof thehardwareelements- suchasthenumber

of nodes/Ethernetand thegroupingof diskson theservervs. local diskson thenodes.We

emphasizethat 16 MByte memorysize is necessarybecauseof theexpectedlargesizeof SSC

eventsin simulations.Similarly, theamountof disk requiredreflects the sizeof SSCeventsand

is commensuratewith theamountof computingpowerrequestedwe have11 Gbyteson our



clusterwhich hasa total computingcapability of 50 MJPS.Thedimensionsof thesystemare

at a level thatwill permit us to demonstrateits effectivenessfor SSCwork whilenot

overinvestingin processorswhosepowerwill doublein thecomingyearwith small increasein

cost.

The SSCsystemwill be physically connectedto our existingVAX clusterdescribedin

SectionIV by Ethernetandcommunicatevia theDECnetandTCP/IP protocols.Accessto the

outsideworld will be providedby our leasedline to Fermilab and by NSFnet. Our Fermilab line
runsDECnet over X.25packets and has a speedof 9.6Kb.We arealso anodeon NSFnet,

which is supportedby theUniversity for the supercomputerusersand is connectedto the

PittsburghSupercomputerCenterand thus to therestof thecomputingcommunityby a 56Kb

line. This link will be upgradedin 1990 to Ti status1.3Mb and shouldsupportmultiple

remoteuserswith excellentresponse.We currentlyuseboth links to communicatewith the

facilities at Cornell.

ThePhaseI systemwill usetheUFMulti softwareseea descriptionin SectionIV andin

theaccompanyingpreprintwhich now works on VAX/VMS systemsand DECstations.This

softwarewill permit a userto devotetheentirecomputingcapabilityoftheRISCfarm to a

singlejob with minimal codingchanges.Theutility ofthe softwarehasalreadybeenprovenin

CLEO analysis the charmedbaryonandT -, D*+X projects,DO Monte Carlo generationwith

GEANT overnightrunsof 100 eventsgeneratedwith 30 MIPS and SSCphysicsstudiesdone

atUF 106 eventsgenerated.A userwill havetheoptionof startingthejob eitherfrom the

VAX clusteror from theDECstationserver.

We choseto useDEC equipmentfor thePhaseI systemfor severalreasons.First, thecost

effectivenessof DEC’s currentRISC productsis very goodandis likely to remainso for the

forseeablefuture.DEC is a majorvendorandits RISCproductsarebasedaroundindustry

standardperipheralinterfacesfor disk andtapefor which it is easyto buy from thirdparty

manufacturers.Second,DEC is attemptingto integrateUltrix and VMS machinesinto a

harmoniousnetwork.Given that the industry appearsto be making a strategicturn to UNIX, it

makessensefor small groupsto stayin a familiar environmentwhile thevendorprovidesthe

transitionfrom VMS to UNIX the connectionbetweenthetwo is not entirelysatisfactoryat

present.Finally, wehavearesearchagreementwith DEC describedin SectionIV which

allows us a 50% discountoff all hardwareandsoftwareproductssold by DEC.



In additionto physicsstudies,wewant to furtherdevelopourTJIFMu1ti multiprocessing

softwareand understandhow well a systemof this kind canserveasa model for university

basedSSCgroups.Areasof study include:

1. Determiningtheconditionswhich causethelinear speedupwith the numberof

processorsto breakdown e.g.,dataI/O bandwidth,swapping,etc..

2. ImprovingtheI/O throughputto thecomputingnodes.We wantto investigateissues

suchaslocaldisk vs. disks attachedto servers,newcommunicationprotocolsand

newtypesof I/O interfaces.

3. Developmentof efficient communicationstrategiesbetweenVMS andUNIX. This is

importantfor systemswith a VMS serverandUNIX computingnodeswhichcanbe

dominatedby thetime it takesto convertthedatafrom VMS to UNIX format.

4. Useof commercialRemoteProcedureCall RPCpackagesto simplify the designof

theInterprocessCommunicationpackageandmakethesupervisorysoftwaremore

transparentto theuser.

5. Tuningtheoperatingsystemparametersto preventlargeSSCsimulationsfrom

swappingtoo rapidly.

b PhaseII description

ThePhaseII systemis a 500 MIPS facility which will be usedfor largescaledetector

simulations,especiallythoseinvolving showers,for thesolenoidalcollaboration.It would be

acquiredapproximatelyoneto oneand a half yearsafterthePhaseI system.We canonly

estimatethepreciseconfigurationof sucha systembecauseit will no doubtutilize hardware

thathasnot beenannouncedyet. Thebasiccomponentsof thesystemaxe listed below.

*2 extra20 MIPS servers32 Mbytes. Alsousedfor codedevelopment.
*500 MIPS of computingnodes16- 32 Mbytes
*2 moreVAX 3100workstationsor equivalentfor codedevelopment
.50Gbytesof disk
*Many tapedrives 8 mm?
*A secondPhysicist/Programmer
*A secondgraduateassistant

We expect,projectingfrom currenttrends,that the 500 MIPS of farm basedcomputingwill

providedin chunksof 20-25MIPS ormorecostingabout$300-$400/MIP.It is too earlyto tell

which vendorwe would choose.Themachinesin PhaseII would also be connectedto the

clusterto permit outsideusersto easilyaccessthesystem.



ThePhaseII systemwould, like its predecessor,be usedby thelargeUS based

collaborationto carryoutrealisticdetectorsimulationsof SSCevents.Thelargenumberof

MIPS is drivenboth by theincreasedrealismof the simulationsthat will be performedrealistic

= slow and by theincreasednumberof userswho will needto do simulations.We are

includingextraserversto accommodateuserswho will wantto developtheircodedirectly on a

UNIX basedmachine.Theextrastaffwill be neededto developsupportsoftwareaswell as

acquiringsoftwarefrom CERN, SLAC, FNAL, etc.for theusers.Theywill alsocarryout

simulationsdirectly at therequestof thecollaboration.

c Our qualifications

TheUniversityof FloridaFIEPgroupis particularlyqualifiedto carryout the work

describedin this proposal.We haveworkedon themultiprocessingproblemsince 1986and

havebuilt a computerfarmbasedaroundVAX/VMS and DECstationequipmentatUF along

with a sophisticatedsoftwarepackagecalledUIFMu1ti to drive it a descriptioncan be foundin

theaccompanyingpreprintof a talk presentedat the 1989 Oxford ComputingConference.The

softwarecanbe appliedto any systemof VAXes orDECstationson alocal areanetwork

LAN, making it a usefultool for small HEPgroupswhich havemostof their computing

powerin theform ofworkstations.CLEO is usingUIFMulti for theirULTRIX/VMS farm and

somememberinstitutionsof theDO collaborationhaveindicatedthatthey likely will adoptit as

well. It is now being usedat UF to generatea largenumberof GEANT simulatedeventsfor

DO.

TheUFMu1ti softwareis still beingdevelopedatUF by theHEPgroupwith thehelpof 3

studentsandsometechnicalassistancefrom DEC. We have recently succeededin getting the
systemto work on DECstationsand furtherwork is underway to improvetheuseof CPU

nodesanddisk drives in a multiple userenvironment.We aredoing this in conjunctionwith the

Cornell computergroup.We havealso benefittedgreatly from discussionswith other FIEP

groupsdevelopingmultiprocessorcapabilitiesincludingtheFermilabACPgroup,Brown
UniversityandtheALEPH groupatBarcelona.

ThecomputersystematUF is aVAX clusterusedby the CLEO and DO groupsandthe

high energytheorists.It consistsof thefollowing pieces:

VAX622O computer2 CPUs,64 MB
5 VAX3200 workstations,8MB, diskless
1 DECstation3100workstation,8MB, 300 MB disk



8 VAX3200 computingnodesmultiprocessor,8MB, diskless
4 VAX3 100 workstations,8MB, diskless
2RA82+8RA9OdisksllGBtotal
1TU81 tapedrive+ lolderdrive
2 Exabyte8 mmtapedrives

All theaboveequipmentwas acquiredfrom Digital ata 50% discountbasedon aResearch

Agreementsignedwith themin 1988. TheResearchAgreementgives us specialaccessto DEC
engineersandwill allow us to betatestsomeof their newRISCproductsin ourmultiprocessing

configuration.In return,weprovideDEC with performancecharacteristicsof theirmachines

whenrun in themultiprocessingmode.Cornell hasacomplementaryagreementwith DEC.

Fundingis providedby a matchingarrangementwith theU.S. Departmentof Energyandthe

UniversityofFlorida for atotal amountof $600Kprovidedover a four yearperiod.

Thetotal computingpoweravailablein thecurrentsystemis approximately50 VAX 780

equivalents.This computingpoweris neededto handleourdataanalysisandsimulationwork in

theCLEO andDO experiments,simulationstudieswe areperformingfor theBCDproposalat

FermilabandSSCMonte Carlowork for a SUSY study.

V BudgetDiscussion

PhaseI

We arerequestingto purchaseanddevelopamultiprocessingfarm basedon DECstations.

Theequipmentincludes:

DECstation3100 server24 Mbytes,3 x 332 Mbyte disks
10 DECsystem3100computingnodes16 MByte
2 VAXstation3100workstations16 Mbyte
20 disk drives 5 1/4tt, 1.0 Gbyte apiece
10 disk controllers
5 Exabyte8mmtapedrives
I/O peripheralssuchasEthernetcontrollers,fiber optic controllers

In addition,we would like to be ableto purchasefor evaluationpurposespromisingnew

softwareand I/O peripheralsto enhancethesystem.We cannotbe any morespecificaboutthe

natureof theseitems, but we feel that $20,000shouldbe adequateto give us therequired

flexibility.



We are askingfor $60,000+ overheadper year to support one Physicist/programmer and a
graduateassistantduringPhaseI. Thesepersonswould beresponsiblefor maintainingtheSSC
RISCfarm and,in addition,would help outsideuserscarryout their simulationson thesystem.

PhaseII

We are askingfor theequipmentandpeoplenecessaryto bring thePhaseI systemto

PhaseII level. Manyof theequipmentcostsareunknownbecausethey involve unannounced

machines.Thenumbersshownin thebudgetreflectbestestimatesbasedon current

price/performancetrends.We are also requestinga secondPhysicist/programmer and assistant
for furthersupportfor this facility.

In the secondyearof PhaseII Year3 we arerequestingequipmentto furtherdevelopthe

system.This might taketheform of morecomputingnodes,moredisk andtape,betterI/O

facilities, etc.Thepreciseamountcanonly be guessedat this time.

V Budget

PhaseI Year 1
Thepricesbelowreflectour 50% discounton DEC products.

1 DECstation3100 server $ 25,000
10 DECstation3100computingnodes $ 90,000
2 VAXstation 3100workstations+ local disk $ 16,000
20 WrenVII disksor equivalent+ controllers $100,000
5 Exabyte8mmtapedrives $ 20,000
4 Ethernetcontrollers $ 8,000
MiscellaneoussoftwareandI/O devices $ 20,000
Maintenance10%of cost $ 28,000
1 graduateassistant $ 10,000
1 Physicist/programmer+ fringe benefits $ 50.000

Total $367,000

Overhead45% on personnel,maintenance $ 39,600

Total PhaseI Year 1 $406,600

PhaseII Year2



Thefollowing costsareonly approximatesincetheyinvolve unannouncedequipment.The

purchasesshownbelow will raisethePhaseI systemto therequiredPhaseII level.

2 Servers20-25MIPS apiece,32 Mbytes $ 60,000
400 MIPS in Computingnodes16-32Mbytes$300/MW $120,000
30 Gbytesdisk ÷ controllers$4/Mbyte $120,000
108mmdrives $ 40,000
Maintenanceon Year 1 equipment $ 28,000
Maintenanceon Year 2 equipment $ 34,000
2 graduateassitants $ 20,000
2 Physicist/programmers+ benefits $100,000
Total $522,000

Overhead45% on personnel,maintenance $ 81,900

TotalPhaseII Year2 $603,900

PhaseII Year3
Thefollowing costsareonly approximatesincethey involve unannouncedequipment.

Unknownnewhardwarefor furtherdevelopment $150,000
Maintenanceon Year 1 equipment $ 28,000
Maintenanceon Year 2 equipment $ 34,000
Maintenanceon Year 3 equipment $ 15,000
2 graduateassistants $ 20,000
Two Physicist/programmers+ benefits $100,000
Total $347,000

Overhead45% on personnel,maintenance $ 88,650

Total PhaseII Year3 $435,650

VI References

1. Proceedingsof the1986 SummerStudyon thePhysicsof theSuperconducting
Supercollider.p479. R. Donaldson,J. Marx eds.

2. Proceedingsof theFermilabWorkshopon TriggeringandDataAcquisition. 1985.
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UFMuItI: A New Parallel ProcessingSoftwareSystemfor HEP

Paul Avery,’ Andrew White
Department ofPhysics
University ofFlorida

Gainesville, FL 32611,USA

UFMulti is a multiprocessing software packagedesignedfor generalpurposeHigh
EnergyPhysicsapplications,includingphysicsand detectorsimulation, data
reductionandDST physicsanalysis.The systemis particularlywell suitedfor
installationswhereseveralworkstationsor computersare connectedthroughaLocal
Area Network LAN. Theinitial configurationof thesoftwareis currentlyrunning
on VAX/VMS machineswith aplannedextensionto ULTRIX, using the new RISC
CPUs from Digital, in the nearfuture.

1. Background
Theconceptof thecomputer"farm", in which independentcomputing elementsrun

identical copiesof a morn or lesscompleteanalysisprogrambut processdifferent events,is by
now familiar to most high energyexperimentalists.Farmsaregenerallybelievedto providethe
most costeffectivecomputing powerfor high energyphysicsexperimentsandtheir utility wifi
increasewith the next generationof experimentsLEP, SSCasthe number and complexity of
eventscontinuesto rise.

The earliestcomputing nodes[1] 168/E were built from small subprocessorsplus memory
and weredesignedto emulatethe IBM instructionset,except for 1/0 instructions, thereby
renderingthem usefulin a large IBM mainframeenvironmentwhere eventscould be read from
tape/diskby the IBM "host" and sentto the nodesfor processing.The advent of cheap 32 bit
microprocessorsin the early 1980smadeit possiblefor groups such as the Feimilab Advanced
ComputerProject[21 to designan entirecomputeron a board, which could then be put in a crate
alongwith its friendsand be driven by a VAX host to providealargeamountof processing
power. Nowadays,groups are exploring other novel designsfor the computing elements
transputers[3],for example,alwayswith the aim of producinglargeamountsof low costCPU
power.

At the sametime, advancesin the computerindustryhave led to the appearanceof single
board computers in the form of workstations,eachof which has acomputingpowerpreviously
only available from alargemainframebut at a fraction of the cost.Significantly, thesevendor
supplied systemscomewith industrystandardoperatingsystems,languagecompilers,
communicationsfacilities andperipheralinterfaces.It is natural to considercombining a number
of thesesystemstogetherto obtain a largeamountof computingpowerin a readily accessible
form at low cost.

Theimportanceof this developmentcannotbe overstated.Severalspeakersat this
conference[4]haveemphasizedthatsoftwaredevelopmentand verificationaresignificant
challengesto designingtoday’s complexexperiments.Thesetasksaremadesignificantly easier

** ** * * ** * * *** *

L/ Talkpresentedat the Conferenceon Computingin High EnergyPhysics.OxfordUniversity,
Oxford,England,April 10-14,1989.
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when codesarerun on vendorsuppliedhardwareusingcommerciallyavailableoperating
systemsandlanguages.A farm built from standardvendorequipmenthasotheradvantages:1
Availability of outsidemaintenance;2 Wideravailability of standardperipherals;3 Better
debuggingtools anddocumentation;4 Lessneedfor experts.Thesepointsareespecially
importantfor small universitygroupshaving limitedresources.

2. Hardware
The factorsdiscussedin theprevioussectionled usat theUniversityof Floridato acquirea

computersystemand multiprocessingfarmbasedaroundDEC equipmentDEC waschosen
throughacompetitivebid. The systemconsistsof thefollowing pieces

VAX6220 computer2 CPUs,64 MB
5 VAX3200 workstations,8MB, diskless
8 VAX3200 computingnodesin rack,8MB, diskless,monitorless

* 4 VAX3 100 workstations,8MB, diskless
2RA82+8RA9Odisks11GBtotal

* lTLJ8ltapedrive+loldcrdrive

We will alsosoonbe acquiringadditionalequipment:
* SeveralDECstation3100sR2000processor,10 MIPS apiece

Up to 10GB of localdisk for theindividual farm processors
2 Exabyte8 mm tapedrives

All theaboveequipmentwasor will be acquiredfrom Digital at a 50%discountbasedon a
ResearchAgreementsignedwith themin 1988.Fundingfor theprojectis providedby a
matchingarrangementwith theU.S. Departmentof EnergyandtheUniversityof Florida for a
total amountof $600K providedover a four yearperiod.

The total computingpoweravailable in the currentsystemis approximately50 VAX 780
equivalentsand by the endof the yearwehopeto have over 100 VAX equivalents.This large
amountof computingpower is neededto handleourdataanalysisandsimulationwork in the
CLEO and DO experiments,simulation studieswe are performingfor the BCD proposalat
FermilabandSSC Monte Carlo wort As wewill show below, this entirecomputersystemcan
be driven asamultiprocessorfarm usingthesoftwaresystemthatis thesubjectof this paper.

3. UFMuIti Software:Introduction
UFMulti is thenameof thesoftwaresystemwehavewritten to drive theDEC system

describedaboveaswell asthe newfarm beingacquiredby Cornell Universityfor theCLEO
experimentWe wantto emphasizefrom the start that thesoftwaredevelopedby this projectcan
be appliedto anynetworkof VAX/VMSes on a Local Area NetworkLAN andwill soonbe
availablefor Ultrix machinesaswell.

The basicideais thateverymultiprocessingjob is controlledby aTaskSupervisor.Several
multi-cpu tasks,eachhavingits ownTaskSupervisor,canbe activesimultaneouslyandcaneven
sharenodeswith othertaskssince the nodesarefull fledgedmultitaskingcomputers.Sharingof
this sort preventsa shortjob 1 hour from beinglockedout of thesystemby along 1 dayjob.
Eachnoderunsthefull analysisprogram,includinggeneralItO, althoughroutinesto sum
histogramsandstatistics,andprint summsries,mustbeaddedto theTaskSupervisor.
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3.1 Topologiessupportedby UFMulti
The way in which theanalysisjobsreadand write datadefinesthebasictopologyof a

multi-cputaskexecutedunderUFMuIt1. Two kinds of topologies,eachsoftwareselectable,art
supported:

1. Looselycoupled.In this modeeachprocessreadsdatafrom disk/tape"directly", just as
it would if it wererunningasa standalonejob. The role of theTaskSupervisoris to
passthenamesof the files/tapesto eachprocesson requestuntil no moredatais left

2. Host/node.A separateprocessis startedby theTaskSupervisorto passeventsone at a
time to eachanalysissubtaskuntil thedatais finished.This topologyis probably
familiar to mosthigh energyexperimentalists,beingusedin IBM emulatorsand in
FermilabACP.

We believethat thelooselycoupledmodeis thesimplestto usesinceonly thenamesof
files arepassedto eachof thesubtasks.It alsois themoreefficient ofthetwo in that I/O
throughputas well as CPU resourcescanbe parallelized,especiallyfor farmshavingmultiple
pathsto thedatalocal disk,multiple Ethernets,etc..It is probablyagood ideatopüon the
datainto manysmall files to avoidsituationswheresomefractionof theprocessorsfinish early
but cando nothingwhile othersfinish theirdata.This pardoningis relatively straightforward,
sincethefiles canbe storedin designateddirectoriesandthenameskept in an ordinarytext file,
oneper line, to facilitateediting.The TaskSupervisorreadsthis textfile andpasseseachname
to a subtaskon demanduntil it exhaustsits list of files. The analysisjob may needto be
modifiedslightly to be ableto readonefile afteranother,butthis changeshouldbe
straightforward.

The looselycoupledtopologyalsosimplifies thesortingof outputevents,sinceonly the
namesof therelatively few outputfiles mustbe rearrangedto maintainthesameorderasthe
inputevents.In factUFMu1ti hasfacilities for storingthenamesof anykind of outputfile for
example,eventlists, wheretheusercan specifiy whetheror nothe/shewantsthefilenames
sortedin thesameorderastheinput files.

3.2 How aTypicalTaskWould ExecuteunderUFMulti
1. Theuserfills out a "configurationfile" containingthenumberof nodesdesired,which

commandfile to execute,which datafiles to process,whereoutputeventsshouldbe
stored,etc.The contentsof thecommandfile canoptionallybeplacedhereto avoid
havingto editanotherfile.

2. TheTaskSupervisoris started.It readstheconfigurationfile, comparesthenumberof
nodesneededwith its database,andassignsremotenodesto executethejob.

3. The TaskSupervisorstartsup thejobs,passingfile namesasrequestedby eachanalysis
subtask.

4. Whenno moredatais left, theTask Supervisorcollectshistogramsandstatisticsand
prints them in afile.

5. TheTaskSupervisorkills theremotejobs andterminates.
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4. Componentsof UFMuItI
It is obvious thatto run multiple jobsunderUFMuIti morecentralizedcontrolmustbe

presentin outerto coordinatecompetitionfor resources.Severalkinds of processesareactiveat
anyonetime; they comprisetheUFMulti software.

1. Monitor
Monitor overseestheresourcesof UFMulti. It keepstrackof whatjobs arerunningand
cansupplystatisticsto outsideuserswho want to knowthestatusof thesystem.It also
attemptsto performacrudesort of loadbalancingover thefarm.The Monitor
communicateswith themulti-cpujobsthroughtheTaskSupervisor.

2. NetworkMonitoringTask
EachNetworkMonitoring TaskNMT is apermanentlyrunningprocesson each
memberof thefarm. The NMT’s areresponsiblefor gatheringnodestatisticsto find
outhow busyit is andfor startinganalysissubtaskson thenodeunderthecommandof
theMonitor. Theyonly communicatewith theMonitor.

3. Ouery
The Querytaskis startedup by a userto find out aboutthestatusof the system,submit
ajob orkill ajob. SeveralQuery taskscan be activesimultaneously.EachQuerytask
talks only to theMonitor.

4. TaskSupervisor
The TaskSupervisoris responsiblefor executinga multi-cpu task.It only
communicateswith theMonitor andtheusersubtask.

5. Usersubtasks
Thesearethetasksstartedup by theTaskSupervisor.Theyonly communicatewith
their TaskSupervisor.

Figure 1 showsa typical UFMulti configurationwith threemultiprocessorjobs executing
simultaneously.

Althoughwe havetestedthesoftwaresofar in a VAX/VMS environment,thecodefor
UFMulti hasbeenwritten sothatotheroperatingsystems,mostnotablyUNIX, will be supported
in thefuture.To facilitate this process,we haveseparatedthecodeinto five layers.

1. Codethat is uniqueto eachprocessMonitor, NMT, etc.
2. Systemcodeneededby all processesin UFMuIti.
3. InterpmcesscommunicationIPC standardinterface
4. Devicedriversfor Ut VMS DECnet,Ultrix DECnet,TCP/IP,etc.
5. Libraryof miscellaneousroutinesarraycopying, time of day,etc.which areusedby

theentire system.
The IPC systemstandardinterfaceplusdriversis actuallya completepackagewhich can

be testedand executedseparatelyfrom therestof thesystem.This separatenesshasproven
usefulfor debuggingandtestingandit hasalloweduseto designspecialpurposeexecutables
whichneedto communicatewith eachotherwithoutbringingin thefull UFMu1ti software.

We havealsoadoptedcertaincodingpracticesto aidportability anddebugging.For
example,thetop threelayerslistedabovearewritten in Fortran77 with theexceptionof long
variablenamesandsubroutinenames.Only theIPC driversand somelibrary routineshavebeen
written in nonstandardFortranslime thesearemachinedependentanyway.We havealsotried as
muchaspossibleto usean objectorientedapproachin our’softwaredesign.Accordingly,eachof
theabovelayershas its owndataandcanonly accesstheotherlayersvia subprogramcalls.
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Someof thelayersthemselvesarealsocomposedofdistinct objectsofcodeanddatalist
processing,buffer management,datafile database,etc.which canbeusedby differentprogram
elements.Both of thesepracticesarenot foolproof, ofcourse,but weexpectthemto saveusa
greatdealof time whenporting to otheroperatingsystemse.g.,UNIX in thefuture.

5. Debugging,Error RecoveryandLoad Balancing
We felt thatdebugginganderrorrecoveryproceduresare so importantthatprovisionshould

be madefor themevenin apreliminaryversionof thesoftware.Debuggingin UFMulti is
straightforwardlyinvokedby settinga softwareswitchin theconfigurationfile readin by the
TaskSupervisor.Onecanthenstepthroughboth the usersubtaskandtheTaskSupervisor
simultaneously- andwatch themtalk to eachother- usingthelanguagedebuggernativeto the
processors,evenif theprocessorsareof differenttypes.This featurehasprovento be
unbelievablyusefulwhenfinding errorsin thesubtaskcode.

Errorrecoveryis moreproblematicalbecausedifferentcoursesof actionneedto betaken
dependingon theerror. The following hasbeenimplementedfor theloosely coupledtopology. If
theTask Supervisordetectsacommunicationerrorto asubtaskpossiblybecausethetask
abortedor thenodefailed, it immediatelyseverstheconnectionto thatprocessthesubtaskis
programmedto immediatelyabortif it losesits connectionto theTask Supervisor,If a user
specifiedswitchis set,thedatafiles alreadyanalyzedby thatprocessare"unflagged"andareput
backin thepool of files thatneedto be analyzed.Otherwise,only thedatafile currentlybeing
processedis unflagged.The former actionwould normallybe takenif DST analysiswas being
performed,sinceonly histogramsarebeingfilled. Thelatteraction might makesensewhen
outputfiles arebeingwritten.

Severalvarietiesof loadbalancinghavebeenimplementedin UFMulti. First of all, no node
is forcedto executemorethanoneusersubtaskuntil all nodeshavebeenassigned.Secondly,
within a givenmulti-cpujob, theTaskSupervisorattemptsto parcelout thenamesof dataifies
to be analyzedin sucha way that thesimultaneousreadingof files from thesamephysicaldisk
is minimized.Finally, adatabase containingalist of all nodesanddisk drivesandtheir relation
to one anotherfilled in by thesystemmanageris usedby theTaskSupervisorto maximizethe
readingof files which are "closest"to anode,ratherthanallowing anodeto readafile from an
arbitrarylocation.This allowsfarmswith complicatedtopologieslocal disks,multiple
Ethernetsto maximizetheir I/O throughputandpreventbottlenecks.

6. CurrentStateof UFMulti: WhatWorksToday
UFMuIti is asomewhatambitiousprojectandsoit is naturalthatnot all thecomponents

describedabovehavebeenimplementedin thefirst release.First of all, the systemhasonly been
testedin aVAX/VMS environmentandDECnetis theonly protocolthathasbeenusedfor
interprocesscommunication.Second,we haveonly implementedthelooselycoupledtopologyin
orderto getstarted.We prefer this topologysinceasmentionedbeforeit is easierto distribute
file namesthaneventsandparallelI/O pathscanbe usedto achievehigherthroughput.Third,
only theTaskSupervisorhasbeenwritten; theMonitor, NetworkMonitoring TaskandQuery
programarestill beingdeveloped.However,this is sufficient to run jobsaswe have
demonstrated.Becauseof thelackof aMonitor, however,only local loadbalancingis
performed.
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We have successfullyrun CLEO DST, CLEO montecarloand DO monte carlo codein the
UFMulti environment.The only real conversion effortneededfor CLEOinvolvedwriting code
to combinehistogramsandrun statisticsin theTaskSupervisor.Aside from that, only about 20
linesof codehad to be addedto the CLEO DST and monte casio driversto makethem work. No
physicsanalysis codehad to be changedby the user and the total conversion time was
approximately1 weekperdriver. The sametime periodof a weekwasneededto bring up the DO
GEANT montecarlo.Minor adjustmentshadto be madeto the lattercodeto prevent multiple
jobs from readingandwriting the sameinitialization file simultaneously.

7. What’sNext?
Our immediategoal is to providesupportfor ZEBRA and the HBOOK histogrampackage

so thathistogramsareautomaticallysummedandprintedwithout requiring the userto write
specialcode.Automaticsummationof arbitraryarraysis alsobeing added,primarily so that
userscan collect their own statistics.

We are alsodevelopinga procedurewherebyjobs canbe submittedacrossHEPnetusing
DECnet.We believethat with properpasswordcontrolandothersecurityrestrictionsthis
capabilitywill proveto be very useful for small groupsto gaindirect accessto the centralized
computingfacilities of theirexperimentusingthesamesoftwaretools they use at home.

Our long termgoal isto bring UFMu1ti to theUNIX operatingsystemsincethecomputing
industry appearsto be moving in this direction.As a simplifying first stepwe havebegunwork
to port UFMulti to Ultrix usingUltrix DECnetfor theinterprocesscommunicationprotocol to
permittheuseof thenewRISCworkstationsfrom DEC ascomputingnodes.We hopethat this
procedurewili exposeanyhiddenVMS biasesstill lurking in ourcode.Laterwe will write the
protocoldriver for TCP/IPandattemptto run thesystemin thefull UNIX environment.
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Figure 1
UFMu1ti softwaretopology

Shownarethreemulti-cpu tasksandtwo usersrequestingstatistics.Oneof the tasks has
setup a specialI/O processto senddata to its remoteprocesses.In the other two tasks the
remoteprocessesacquiredatadirectly. The lines showthelogical links overwhich processes
communicatewith eachother.


