
VME
MessageBroadcast Systems

Superconducting Super Collider
Laboratory

SSCL-N-858
April 1994
Distribution Category:400

H. Nguyen

It

U
cl



SSCL-N-858

VME MessageBroadcast Systems*

H. Nguyen

SuperconductingSuperCollider Laboratory
2550BeckleymeadeAve.
Dallas,TX 75237USA

April 1994

*Operatedby the UniversitiesResearchAssociation,Inc., for the U.S.Departmentof Energyunder
ContractNo. DE-AC3S-89ER40486.



SuperconductingSuper Collider Laboratory
Accelerator Division

2550Beckleymeade Avenue,MS-I046
Dallas, 7X 75237-3946

Document/RecordsSubmissionForm

Title: VME MessageBroadcastSystems

OriginatingOrganization: ASD/ControlsDepartment

Authors Title

RobertSkegg

Date: April 15, 1994 SubmittedBy: Huan Nguyen

Document/RecordStatus: ReleasedBy: Draft:

Control Status: Document/RecordType:

Document/RecordNumber:

WBS Number

Alternate Document/RecordNumbers: Keywords:

1 1 MessageBroadcastSystem

2 2 IndustryPackInterface

3 3 Ti Interface

4 4 ControlsSystem

ContentDescription

This is thedesignof a unified messagebroadcastsystemto handletheSSCsite-widedistribution
of all control systemmessages. The messagesare assembledin the control room areaand
encapsulatedfor transmissionvia afiber optic link systemto devicesdistributedthroughoutthe70
miles of tunnel.

Remarks

Schematicdesign was capturedon Racal-RedacECAD software. All files are storedat
bear.ssc.gov.



1.

Specification for a ‘ThC Message Broadcast Receiver.

Rev 0: July 1 1992
Rev 1 Sept 15 1992
Rev 2: Nov 19 1992
Rev 3: Feb 22 1993

A Message broadcast receiver interface shall be built with the following

salient characteristics.

Shall be a single height Industry Pack conforming to the Greenspring

Industry Pack I? Logic Interface Specification.

Shall use 16 Bit data path option including ID, Memory, I/O

and interrupt acknowledge cycles.

Shall be Hardware and Software compatible with the MVME-162 IP carrier PCB.

Shall handle 16 bit read data transfers only. rev3

Shall handle 16 bit write data transfers only. rev3

8-bit registers occupy the lower 8 bits of the 16 bit data path. reva

Shall occupy less than or equal to 1 Xbyte of address space.

The card type and version number is contained in the ID PROM. MBRXV1.D.

Shall receive data on a TI DSX-1 interface.

The interface shall receive messagesover the Ti link.

The messages will have a 2 byte ‘type’ field followed by from zero to 13

‘parameter’ bytes. Encapsulation to be as in the MBS paper.

The ‘type’ of each messageshall be comparedwith the contents of eight event

registers

The event registers shall be writable and readable from the IP interface.

When the type of an incoming messagematches the contents of one of the event

registers, an interrupt will be generated.

2

The Message that causedthe interrupt will be readable from the IP
interface. The messagewill be contained in a 16 byte block, type field
first followed by parameters.

14 messageswill be stored in a buffer in the interface.

A fixed location shall contain a 16-bit word that points to the start of the
block containing the messagethat caused the last interrupt. Eg. location

00 will contain 10 when the first interrupt is generated, and 18

when the second is generated. reva

Observations:

Interrupt servicing software must service the interrupt and read the 16-bit

pointer within 20u5 to keep up with worst case message rate, it must also
read messageswithin l4 1/worst-message-rate to avoid loss of message



because of over-writing.

Software can deduce how ‘full’ the 14 messagebuffer is by counting the number
of un-serviced pointers it has.

Note that the IP standard required an interrupt mask bit that the software
must set to enable interrupts after power-up. rev]

Address Map

I/O space: Not used.

Pack ID: Read only, Addresses 0-31 access a 32 byte prom which contains

the standard IP ID format. User space Is available for the
ID ‘MBRXVl.O’. Date is byte-wide in the lower 8 bits of the
16-bit data field.

Memory space: The lowest 7 bits of the memory address are used and mapped as
shown below. Data accessed is always 16-bits wide. Upper address bits are
ignored.

Address Use Read Write

00 Pointer to current Yes No

message buffer

01 Interrupt vector Yes Yes

02 Interrupt mask Yes Yes

bit 0 only

03 - 07 Not used

08 First event register Yes Yes

OF Eighth event register Yes Yes

10-17 Message Buffer #1 Yes No

18-iF Message Buffer #2 Yes No

78-7F Message Buffer #14 Yes No



Carrier Emulator

ProtocolGenerator

Sheet I of this sectionshowstheprotocolgenerator.This isasimulationtool, neverintended
for actualconstniction.

U5 is a256 x 24 ROM whichcanbe loadedwith simpleoronm instructions,his addressedby
counters161 and162. The comteritsof the ROMareaddressanddatato the11’ connector,and
protocol controls: read/writeandstrobes.A ‘HALT instruction will suspend 1? operationsuntil
an interruptis received.

A simple statemachine110, U15, UlS, U79 ezc controlsthe II’ protocolwith exact timing.

This simulationrespondsto IF interruptswhich vector theROM address176,177to thevalue
setin thelow byte of theROM afterHALT op for IntReqO Messagereceivedor to 80h for
lntReql Errorinterrupt.

During readoperationsdataftnm the lP connectoris compared113,120,025,U28, U66, U70
with datasetin theROM. If it differs an error is flagged068,3

If no responseis receivedfrom theW, atime out circuit 127,034etc.enablesthe
continuationof theprogram.This allows non-responsetesting.

TI MessageGenerator

Sheet2 tows theTi streamgenerator.

Themessaffesenuencesaxe storedas bytesin 042.014,U40 addresstheROM andU58 convertsthe
bytesto bit-serialformat.

This designdoesnot generatetrueTi signalling. Becausesimulationmodelsfor theTI decoder
chipsusedin theMBS receiverwerenot availableandit was not considerednecessaryto verify
theoperationof thesecommercialdips the Ti signallingusedin this simulationusedasimple
format. ATi clock 1.544MHzwaspassedon oneof the‘balancedTI’ wires,andlime-multiplexed
dataon theotherwire.

Thetime-multiplexeddatahas4 intervals6.I76Mb/s.Thefirst is th TI data,the secondbit is
1’ if thebyte thelast24thin theflameandit has9 bits, theextraonebeingtheflaming
bit,thethirdbitisa’i’forthelastbitofeachbite.The4thbitisalways’O’.Async
patternis not producedfor theframing bit, it is always‘OS.

A modelwasmadefor theTi decoderchip whichconvertedthis formatto aTi datastream,a
1.544MHz clockandword andflameclocks, which axe thesignalsusedby theMBS receiversystem.

U56 countsthe4 multiplex periodswhich areencodedby thefollowing and/orlogic. 043count
the8 bits in eachbite for #24, andU50, 152countthe 24 bytes/framechannels.



P Set events *1

P Set the following to load the ROM In the sinulator
INIT 01501 8 x 32 - 0:
1* Bit slgnificances are as follows:
1* SEL: 10-8; Int-4; Men-2; ID-i.
1* RiW: Halt-9; Read8bits-3; Read-i; Wrlte-O.
P After Halt, any IntReqO restarts the program

I’ at nun address set In low byte tADR of Halt op.

hi

hi

*1
*1
hi

hi

P Event 1 */

P Event 2 *I
P Event 3 *I
/* Event 4 */

I’ Event 5 */

P Event 6 hi

1 Event 1 *1
1* tnt. vect. 0 ‘I
/t tnt. vect. 1 h/

P SEt

‘2

‘2

‘2
‘2

‘2
‘2
‘2
‘2
‘2
‘2
‘2
‘2
‘2
‘2
‘2
‘2
‘2
‘1

R/W DATA ADR ‘I
0 A001 08’ H,
0 A002 09’ H,

0 A0c3 OA’ H,
0 A004 OR’ H,
0 AOO5 OC’ H,

0 A006 00’ H,
O A007 OE’ H,

0 6789 02’ H,

o 5432 03’ H,
1. AO01 08’ H,

1 A002 09’ H.
1 A003 GA’ H,

I A004 OS’ H,

I AOO5 OC’ H,

1 AOO6 00’ H,

1 A007 GE’ H,

O 0003 01’ 8,
9 0000 20’ H;

/* Read back event 1 */

/* Read back event 2 */

P Read back event 3 h/

P Read back event 4 1
/ Read back event 5 */
/* Read back event 6 1
/* Read back event 7 t/

/* En interrupt *1
P HALT will restart at 20H hi

P - 20H *1
/* 20 Msg tnt Ack hi

/* Read ptr i

P’ Read tlsg ...

INIT 0501 8 x 32 - 32:
‘4 1 6789 00’ H,
‘2 1 0010 00’ H.
‘2 1 A001 10’ H,

‘1 9 0000 24’ H; / Halt */

INIT 0501 8 x 32 - 36:
‘4 1 6189

‘2 1 0018
‘2 1 A002
‘1 9 0000

INfl 0501 8 x 32 - 40:

‘4 1 6789 00’ H, P
‘2 1 0020 00’ H, J*

‘2 1 A003 20’ H, /h

‘1 9 0000 2C’ H; /h

00’ H. i* Msg tnt Ack *1
00’ H. /* Read ptr *1
18’ H, /* Read Msg
28’ H; 1 Halt i

Msg tnt Ack hi

Read ptr *1
Read Msg ... hi

Halt ‘/

HIlT 0501 8 x 32 - 44:
‘4 1 6789 00’ H,
‘2 1 0028 00’ H,

‘2 1 A004 28’ H,
‘1 9 0000 30’ H;

INIT 05

.4
‘2
‘2
‘I

01 8 x
1 6789

1 0030
1 A005

9 0000

32 - 48:
00’ H, P
00’ 8, i
30’ H, I’
34’ H: /h

32 - 52:
00’ H, /*

00’ H, /
38’ H,

38’ H;
32 - 56:

1* Wag tnt Ack *1
/* Read ptr *1
/* Read Hag ... *1
P Halt hf

Nag tnt Ack *i
Read ptr *i
Read Msg ... hi

Halt */

Msg tnt Ack *1
Read ptr hi

/* Read Hag ...

J* Halt h/

Nag tnt Ack i
Read ptr ‘I
Read Msg buffer 7 */

Halt */

HIlT 0501 8 x

‘4 1 6789
‘2 1 0038
‘2 1 A006

‘1 9 0000

INIT 0501 8 x
‘4 1 6789

‘2 1 0040
‘2 1 A007
‘1 9 0000

tWIT 05WJ1 8 x
‘4 1 6789

00’ H, i

00’ H, P
40’ H, i*
3C’ H; J*

32 - 60:
00’ H, P Nag tnt Ack h/



tNfl 0501 8 x 32 - 128:
‘4. I 5432 01’ H,

‘2 3 0002 04’ H,
‘2 3 0000 04’ H,
‘1 9 0000 80’ H;

‘2 1 0048 00’ H, P Read ptr hi

‘2 1 AGOG 48’ H, P Read Hag buffer 94/

‘1 9 0000 40’ H; P Halt

WIT 0501 8 x 32 - 64:
‘4 1 6789 00’ H, P Hag tnt Ack i
‘2 1 0050 00’ H, P Read ptr ‘
‘2 1 A005 50’ H, it Read Nag buffer 9h/

‘1 9 0000 44’ H; ft Halt hi

INIT 0501 8 x 32 - 69:
‘4 1 6789 00’ H, /h Nag tnt Ack hi

‘2 1 0058 00’ H, ft Read ptr .i
‘2 1 A004 58’ H, i Read Hag buffer 10hf

‘1 9 0000 48’ H; it Halt hi

INIT 0501 8 x 32 - 72:

‘4 1 6789 00’ H, f Nag tnt Ack i
‘2 1 0060 00’ H, it Read ptr t/

‘2 1 AGO 60’ 8, it Read Hag buffer llbi

‘1 9 0000 4C’ H; P Halt *i
INIT 0501 8 x 32 - 76:

‘4 1 6789 00’ H, it Hag tnt Ack hi

‘2 1 0068 00’ H, ih Read ptr hi

‘2 1 A002 68’ H, it Read Hag buffer 12t/

‘1 9 0000 50’ H; /* Halt hi

INIT 0501 8 x 32 - 80:

‘4 1 6789 00’ H, it Hag tnt Ack i
‘2 1 0070 00’ H, P Read ptr hi

‘2 1 A001 70’ H, it Read Hag buffer 13h/

‘1 9 0000 54’ H; ih Halt hi

INIT 0501 8 x 32 - 84:

‘4 1 6789 00’ H, ft Nag tnt Ack hi

‘2 1 0078 00’ H, /t Read ptr hi

‘2 1 A002 78’ H, ih Read Nag buffer 14i
‘1 9 0000 58’ H; P Halt hi

INIT 0501 8 x 32 - 88:
‘4 1 6789 00’ H, it Nag tnt *Ack
‘2 1 0010 00’ H, it Read ptr hi

‘2 1 A003 10’ H, it Read Nag buffer 1 i
‘1 9 0000 SC’ H; i Halt hi

tNtT 0501 8 x 32 - 88:
‘4 1 6789 00’ H, /4 Nag tnt Ack hi

‘2 1 0018 00’ H, it Read ptr hi

‘2 1 A004 18’ H, it Read Nag buffer I

‘1 9 0000 80’ H; ft Halt hi

/t 30 Err tnt Ack
/b Read Err hi

hi

it Read Err hf

P Halt hi



It Broadcast nessage stream hi

P Set the following to load the RON in the simulator hi

tWIT 04201 8 x 32 - 0:

P only the lower byte is used hi

ft Note: Idle changed to IF becausesoftware driver in *i
P transmitter emulator could not produce CC as idle, h/

‘000000 00’ 8,

‘000000 II’ H,
‘000000 II’ H,
‘000000 II’ H,
‘000000 08’ H, P start hi

‘000000 AG’ H, P hi
‘000000 01’ H, P h2 f
‘000000 E’F’ H,

‘000000 08’ H, P start hi

‘000000 AU’ H,
‘000000 02’ H,
‘000000 IF’ H, p etc t/

‘000000 IF’ H,
‘000000 IF’ H,
‘000000 1?’ H,
‘000000 IF’ H;



IndustryPackMBRX Card

PCB Components

The schematic shows the componnats on the PCB.

TI, UI DallasSemiconductorDSZISOand U3 Dallas Semiconductor DS2187 receive and decode the
incoming TI data attain.Output is ReLIC 1.544MHzdock, RSERI .544Mb/s data,RCHCLK 192kHz
11 channel clock,RFSYNC 8kHz framing bit marker. RLOS Fl data lost error and RFER TI
biting error. The clocks and data are fed to the MBRX FPGA for serial-to-parallel conversion,
and the errors to the IPC FPOA for internapt/aror gerietation.

U4 74ACTI 6245 is a 16-Mt wide SI-directional buffer used to connect the 1611’ data bits to
the internal data bus. Tn-state and direction are controlled by lit PPCA.

U2, US CY’ICI2S form a 16-bit wide by 2k nw tam which us used for control registers, pointers
and message buffering. Access is controlled by the IPC FPOA. This tam is ‘dual ported’ by
circuitry in the WC which arbitrates acccss by the message receiver in the MBRX and the IP
interface in the lit.

U6 741,814 isahex sthmidtinverterwhichis used to buffer some signals and to provide a
delayed clock to lit.

For infonnation on the use and contentsof the buses click bm
MBRX FPGA is an Actel A1020 FPGA containingI’I serial> parallel convener, message stream
decoding, me geidatfication and control of messagestorage.

!PC FPGA is an Actel A 1020 FPGA containing IP protocoldecoder and controller;and ram
dual-pottingcontroller.



MBRX PCB Busses

ID

Internal Data. 16-bit wide data, buffered version of IP data bus. Used for data communications
between II’ interface, rum, MBR.X and mc.
LA

Internal Address. 7-bit wide address for device being writtenfread. Addresses tarn and MBRX Is
driven by WC or MBRX depending on operation.

CTRL

Main Control bus, driven by IPC.

Contents:

* rpga Read MBRX. While I, pass data from memory in MBRX to ID bus
* wpga Write MBRX. While I, load data into memory in MSRX from ID bus
* wmh- Active-low write suobe to high byte Ram
* wral- Active-low write strobe to low byte Ram
* nan- Active-low read Rain word to ID.
* ado- While 0 turn on ‘16245 data buffer, direction depends on cia-.
* txn-WltileO,enableDtoDbuffacWhilel,enablelDtoDbuffet



MBRX FPGA

This is an Aclel A1020 Field Programmable Gate Anay which contains 7 words of 16-bit event
memory, a serial data to byte-parallel converter, MBS encapsulation decoder, header
extractor, parameter counter and memory address generator, and message validation. The
header is stored internally and compared with the event memory. Any match is indicated. A
data multiplexer selects output to the 16-bit parallel data 110 port, either one of the
event memories, the current TI byte duplicated on high and low bytes or the current store
address used to save the last-message-pointer.

SchematicsForThe MBRX FPGA

A teD level schematic shows the block diagram of this FPGA. Bus connections are fanned out
at an interfa level.

Event Memory 7 words

See schematic

Each of the 7 event nrrnories has 16 gated latches, buffered gate drive for upper and lower
bytes, and 16-bit data busses for read and write. A third 16-bit bus carrying the current
header value is compared with the latch contentsin 16 ex-ors. The result is ANDed to
indicate a match.

Write addressbuffer.

See schematic

This decodes write operations to for load strobes for the event memories.

Read Miii.

See schematic

This selects the 16-bit data to be output from the MBRX.

nsel nsel nsel nsel nsei Data Source
4 3 3 1 0

o a n n n EventRegistern

O 1 x x x Not used
1 0 x x x Itdat duplicated
1 1 x it x ncount low 7, high 9 - as

I1DAT is selected for writing Ti data into the RAM. The 8 bits of Ti data are duplicated
onto the 16 bit internal to the chip data bus and its is turned on tdpgai from the
CONTROL chip so that the data flows to ID and thus to the ram inputs. CONTROLLER then
strobe writes either the hi or lo ram depending on if the byte is odd or even numbered
MCOUNTE,

Serial to parallel converter

See schematic

The 1.544MWs data is clocked into an 8-bit shiftregister. and each word is then clocked
into a parallel latch. A second 8-bit parallel latch is used to hold the other byte of a
header for canpariscer in the event armories.

MessageSync

See schematic

This contains the Idle byte detector, checksum checker, encapsulation decoder, length
down-counter and address and block up-counters.

The block counter is initialized at 2 and the address counter at 0, indicating the first
storage address, 20h in RAM. When a change from Idle to Valid Start is detected, the down
counter is loaded with the length value from the Start byte. For succeeding bytes the down
counter is decrementS and the address counter is incremented while the data is stored in
rain at the address/block location.

An Idle byte is looked for at the end of message. If it is not present an error is flagged
and the address counter set to zero. it it is present a valid message is flagged, the
address counter set to zero and the block counter incremented.



IPC FPGA

This is an AcrelAlO2O Field Programmable Gale Array which handles the IPProtocel. it
responds to IDsel, producing 16 bytes of data which is programmed inside the IPC, and
Memsel, allowing read or write to various registen. It produces two interrupts, IntreqO for
messages received and Intreql for errors. It also handles arbitration for access to the rant
It does not respond to ByteSelect data is always 8-bit wide for ID and 16-bit wide for
Memory. It dons not request DMA operations or assert IF Error.

SchematicsFor The IPC FPGA

A too level schematic shows the block diagram of this FPOA. Bus connections are fanned out
at an interface level.

Match

See schematic.

Address latch. A 7-bit wide edge triggered latch used to hold the II’ address. Inputs axe 6
bits from A1-A6 and 7th bit from DOO. Output is IBAO-6.

lamux

See schematiccp> The IAMUX selects the intenal address used by the MBRX. Sources are
controlled by inputs SO and Si.

SO St hA value Operation
O 0 I? address, RAM/ROM/Event Register etc.
o xcotnc MBRX is writing nessage to Rail C IMC0tJNT
1 0 00 MBRX is writing pointer to RAil C 00
1 1 02 IRAQ-a RAN producing interrupt vector 0
1 1 03 haAG-I RAil producing interrupt vector 1

Note that during an interrupt operation the IF address is set by the Carrier to select which
Interrupt is being serviced. This value of AO is ORed in the mux with ‘2’ to produce the
address in the tam where the vector is held.

Id_error

See schematic.

This is an 8-bit wide by 16 word mux used to produce the ID and also to read the error
register. The output drives the internal data bus via ui-state buffers. The mux is
addressed mostly by the internal address bus, however values E and F both read location B.
The ID sequence is piogramined on the inputs of the ma See table below.

When kERR is asserted the mux address is forced to F, reading the error latch content The
bits of the error latch are set on the PRE input by pulses and cleared at power-up on the
CLR input On the falling edge of RERR all the bits axe clocked with D=0. clearing them.
CLRE4 is used to clear the write-request latch. See errors.

m string

Address Value Significance
hex hex

0 49 ASCII I
1 50 ASCII P

2 41 ASCII A
3 43 ASCII C
4 01 Mfg ID un-registered
5 01 Model Number
6 01 Revision
7 00 Reserved
8 00 Driver Hi unused

00 Driver to unused
A OC Number of bytes used
S CE CRC
C 00 Not used
0 00 Not used
£ 00 Not used



F 00 Not used

The CRC data is obtained from program /lionzftedfox/ldow/ma/crc/crc 1493

Logic

See schematic.

U194and U192define the operation being performed. For every valid operation U192 is set,
generating Ack, and at least one other latch is set, indicating the type of operation:Mem
Write, Mem Read, ID, Internipt. For rrtrnoiy operations Mem Adr Cycle is also set. These
latches axe clocked by the CLK edge and D inputs axe decoded from the Sd signals, and lt/W.
Only Address bIt 0 is used to set the Internipt latch if the IPC is asserting the
appropriate interrupt request.

Errors

See schematic.

The error latch is located on the same schematic as the ID mm, and consists of three D
latches. They are set by error pulses on the PRE input and cleared by CLRN on the CLR input.
They an read by RERR=l, which is generated by address decoding logic elsewhere when
reading address 04. On the falling edge of RERR the error latches are cleared.

Data from the error latches is multiplexed into the IDROM mux at ‘real’ location l5decimal.
When IDROM location 15 is addressed, location 14 is actually read out. Note that locations
12, 13, 14 and 15 are ‘not used’ and axe therefore all 00.

Arbitration

See schematic,

The RAM used by the receiver is single-port Because both the message receiver and the IF
interface must access the RAM an arbitration system is necessary. Requests from the receiver
axe either for word 16 bit or byte 8 bit access. These are synchronized to the 1? 8MHz
clock and stored in U5l orU5& The requests are arbitrated in US and U6, setting either U66
or U7. If RAM is already being accessed, the requestis queued. IF access has priority if
requests are simultaneous as the IF operation is very fast compared to receiver operations.

if the receiver is accessing the RAM when IF access is requested the IF interface produces a
few wait cycles. Receiver access to write one byte or word is very fast, soil’ access is
delayed only a short time.

If IF holds access for a long time perhaps due to bad programming in the carrier board it
is possible that a queued receiver access is not processed before another receiver byte
arrives. In this case U46 on the ton level schematic is set, indicating an error.

Interrupts

See schematic,

The interrupt system is conventional. U41 and USI axe mask bit latches set or cleared via
the IF interface. A RAM location is set in parallel with these registers, and it is the RAM
contents that is read out when the mask is read via II’.

Interrupt 0 is produced when a message of interest has been received and interrupt I is
produced when an error occtus. The interrupt request latches U22 and U39 are cleared when
the appropriate IF interrupt cycle is performed.



THE PROTOTYPE MESSAGE BROADCAST SYSTEM FOR THE SUPERCONDUCTING
SUPER COLLIDER

ICeng Low, Robert Skegg
SSCLaboratory

2550 l3eckleymeadeAve.
Dallas, Texas75237

Abstract

A prototypeunified messagebroadcastsystemto han
dle thesite-widedistribution of all controlsystemmessages
for the SuperconductingSuperCollider is presented.The
messagesareassembledin the control room areaand en
capsulatedfor transmissionvia a generalfiber-optic link
systemto devicesdistributedthroughout70 miles of tim
aS. An embeddedtiming signalis used by the distribu
tion systemto ensurethat messagesarrive at all devices
simultaneously. Devices receive messagesusing a special
receiver sub-system.A simpleversion of this systemis to
be usedin the AcceleratorSystemsStringTest ASST at
the SSC site in 1991.

I. INTRODUCTION

The

SuperconductingSuperCoffider SSC is a 20 TeV
+ 20 TeV proton collider proposedfor constructionin the
areaof Waxahachie,Texasduring the next 10 years. The

.1 SSC consistsof six accelerators:a linac, three booster
::Yh1thtrons and two intersecting, contra-rotatings

- chrotrons that make up the collider itself. The complex
.win occupy approdmately70 miles 112 km of under

ground tunnelsand is illustrateddiagrammaticallyin Fig
1. Thereare estimatedto be about20,000 devicesrequir
ing remotecontrol and interrogationin order to operate
the acceleratoranddiagnoseits condition. Tools that are
being investigatedto perform thesetasks aretime-division
multiplex TDM transportof digital data by fiber-optic
cable,reflectivememorytechniquesfor point-to-pointdata
transmission,and a messagebroadcastsystemMBS for
distribution of medium-time-criticalcommandsanddata.

In large acceleratorcontrol systems,general data and
commandshave to be sent to many devicesand a broad
cast systemis an efficient way to do this.. Such systems
have beenused successfullyat FNAL [1] and CERN [2J.
The MBS proposedfor useat the SSC will carry only com
mands, brief dataand rough timing. Precision timing is
to be handledby a dedicatedsystemf3}, and voluminous
Operatingdatais to be transportedby local areanetworks
or by a rdectivememorysystemin which datawritten to
One memoryis automaticallycopied via the TDM system
to a remotememory,where it may be read.

MEB

Figure 1: The SuperconductingSuper Collider not to
scale

II. MESSAGE BROADCAST SYSTEM

The MBS is shownin Fig 2. and consistsof onecentral
messagegenerationsystem, a transportnetwork, timing
correctorsand many receiversattachedto controlledde
vices, The transportnetworkcontainsno intelligent rout
ing mechanisms,messagesare simply broadcastto all re
ceivers. Every broadcastmessagehas a messagetype or
identifier header togetherwith some trailing bytes, the
numberof which is indicatedin the messageheader.Each
receiver is pre-programrnedto recognizea set of one or
more such messages. When a receiver identifies such a
messageit passesthe completemessageto the device for
execution.

Initial design plans call for separatebroadcastsystems
for eachof the six machinessincethe machineshavevastly
differing cycle times, ranging from 0.1 a to many hours.
Site-wide broadcast,when required,is achievedby com
manding eachmessagegeneratorof all six broadcastsys
temsto send the samemessage.

MessagesarestructuredusingS-bit bytes. Eachmessage
consistsof a two byte headerindicating the messagetype
followed by from zero to thirteenbytes of parameters.The
messagesare prefixed by a start byte and suffixed by an
idle byte to enabletransportationby a generaltime divi
sion multiplex system.The format of a typical messageis
shown in Table 1.

‘Operated by the Universities Research Association, Inc., for the U.S.
Department of Energy under Contract No. DE-ACO2-895R40486.
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System

Table 1. MessageFormat

msb lsb
Start 0 0 0 1 0 1 0 1
Header 0 1 1 0 0 0 1 1
Header 0 0 0 1 1 0 0 0
Parameter 0 1 0 0 1 0 0 1
Parameter 0 1 0 0 1 0 1 0
Parameter 0 1 0 0 1 0 1 1
Idle 1 1 0 0 1 1 0 0

The formatof the startandidle bytesare shownin Table
2. The two mo!t significant bits in the startbyteare set to

zeroto assistin identifying the start of a message,the next
four bits indicatethe messagelength and the final twq.bits
are the byte check-sum.The messagelength includs the
two byte header,allowing up to 13 parameterbytes,which
is judged to be sufficient for all applications.The message
length is thus the numberof bytes-before the terminating
idle byte. The idle byte is binary 1100 1100, follows every
messageand is also transmittedas fill when thereare ilo
messages. -

msb lsb
IdleByte 1 1 0 0 1 1 0 0
StartByte - 0 0 n n n n c c

nnnn = number of following bytes in messa ge, c c = checksum

This format allows for easy identification and integrity
checkingof messages.A messagestartswhen an idle byte
is followed by a byte containing ‘00’ in the two mostsig

for integrity using the checksum. The messageIi.
extracted and decrementedas the following hew]
parameterbytes are received. Vhen the messageI
has been decrernentedto zero an idle byte is cx
otherwisea framing error hasoccurred.Datacotttait
the optional parametersmay be checkedfor integri
embeddingcheck bits.

III. MESSAGEGENERATION

Messagesare generatedby a centralsystemconsist.
a single messagesequencegeneratorand six messag
matters,one for eachbroadcastnetwork. This syst
shown in Figure 3. Sequencesof messagesto opera
various acceleratorsystemsin tandemare predefi:
physicistsand are containedin a database.To aciri
requiredoperationalstate, the masterse4uencegem
usesthis databaseto translatehighlevel requestsfro
eratorsto suitablesequencesof low-level messages.I
sequencesare automatically transmittedby the me
formattersto the accelerators.

Asynchronousrequestsand feedbackcontrol mes
can also be handledby this system. Such requestsi

include luminositymeasurementson demand,turn by
chromaticity valuesfor magnetramp feedbackcornr
agnosisand ‘beam dump’ requests.

The sequencegeneratortransfersthe messagest
formatterusinga commonrandomaccessmemoryR.
Each mesageformatter is assigneda separatebin-
this RAM, accessibleonly by itself and the messag
quencegenerator.Messagesare placed in RAM bloc!’
signed to the appropriatemessageformatter.The for
ters read their blocks of RAM continuously,encapsul.
and transmitting messagesfound there. Any asynchrt
messagesequencesearmarkedfor a specific acceleratc
transferredto speciallocations in RAM by the messag
quencegeneratorto be readby the appropriateform
and transmittedover the broadcastnetwork,

Every messagetable contains embeddedinstru
codesspecifically for themessageformatter, Theseins
tion codesprecedes each messagein the table. The
sageformatterrecognizesthesespecialinstructionsv

it then usesto control the transmissionof the messaL
The mastersequencegeneratoris a standardsingle

puter board with a Motorola 68030 cpu. The me
formatterseachcontain a special-purposemicro-coat,
which readsthe common ram, executesthe embedth
structionsand encapsulatesmessagesfor transmissio.

An out of sequencemessagefor immediatetransnt
may be placedby the mastersequencegeneratorin a
cial location in the common RAM. This message‘v

sent by the messageformatteras soonas it finishesse
the current message.

At a higher priority, specialmessagesmay be gene:
by a hardwaresignal. A transition on a line to theme-

OPERATORS
*

Control System

Message Generator System

port
System

Timing Corrector
and Distribution

Timing Corrector
and Distribution

Receiverf Device!-.

Receiver Device -i’-

Receiver Device

Receiverj Device!-..

Receiver Device.-.

"-!ceiver Device F-

Figure 2: The MessageBroadcastSystem

Table 2. ciharacteristicsof Start and Idle Bytes

nificant bits. This is the start byte, and can be checked formatter causesit to senda special pre’defined tue
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TRANSPORT TRANSPORT

Figure 3: The MessageGenerationSystem

from common RAM as soon as it reachesthe end of its
current message.

The messageformatter also automaticallyproducesa
regularsynctick message.Thisis transmittedat a regular
1440 Hz rate 694.44usperiod. with an accuracyof a few-
micro-seconds,and is lockedto theglobal precisiontiming
systemof the SSC [3]. It hastwo parameterbytes which
contain the sync tick number. This messageis usedby the
broadcastmessagedistribution systemfor compensation
of transmissiondelays,andmay also be used as a medium
precisiontiming signal by devicesin the field. Devices
requiring more accuratetiming will use the global timing
systemof the 55G.

The sync ticks must be transmittedat the correctinter
val, thereforethe messageformatçermust be awareof the
time left beforethe next sync tick eachtime it hasa sizes-
sageto send.If thereis insufficient time remainingto send
the next messagebeforethe next synctick is due,then the
messagemustbe deferreduntil after the sync tick. A flow
diagramof the tasks performedby the messageformatter
is shown in Fig. 4.

IV. MESSAGE DISTRIBUTION AND RECEPTION

A. MessageTransport
The broadcastmessagesare designedto be transported

b time-divisionmultiplexing on fiber optic links, as used
by the telecommunicationsindustry. It is expectedthat
one Ti 1.544 Mb/s channelwill be used,providing a
capacityof about 26,000 messagesper second, where an
averagemessageconsistsof a start byte, two headerbytes,
three parameter bytes and an idle byte.

Due to the large areacovered by the SSC and delays
causedby the many repeatersin the transportsystem,a
time-skewof severalmilli-secondswill occur in the arrival
of messagesat local and remotepoints. To ensurethat

broadcastmessagesarrive at all devicessimultaneously,
a timing corrector is locatedat each messagebroadcast
systemdistribution point. SeeFigure 2

The timing corrector comparestiming signals sync
ticks embeddedin the broadcastmessagestreamwith the
local precisiontiming systemsignalsand insertsa correct
ing delay so that any broadcastmessagewill arrive at all
locations with a skew of only a few micro-seconds.Mes
sagesare preparedand transmittedfrom the control room
aheadof the requiredexecutiontime to allow for this delay.
Actions which require moreaccuratetiming than the mes
sagebroadcastsystemcan provide will use trigger signals
from the global precisiontiming system.

B. BroadcastMessageReceivers
Devices which are to receivemessagesvia the message

broadcastsystemdo so usinga broadcastmessagereceiver
BMR. This sub-systemis connectedto the transporta
tion systemand monitors all broadcastmessages.It rec
ognizesthosemessageswhich are of interest to the device,
storesthe messageheaderandany associatedparameters,
andsendsa. signalto the device indicating that a message
has been received. The device - then interprets the mes
sageheaderandassociatedparameters,and performsthe
requiredaction.

The BMR may be usedas a micro-processorperipheral
or as a simplestand-aloneinterface. As an intelligent pe
ripheral it connectsto the addressand databus, sharing
accessto RAM SeeFig. 5. A table of the types of mes
sages that the device wishes to receive is placed in the
RAM by the micro-processorand accessedby the BMR.
Parametersassociatedwith receivedmessagesare placed
in RAM by the BMR for use by the micro-processor.The

Figure 4: Flow Diagramfor the Messageformatter
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BMR producesan interrupt to the micro-processorwhen
a messageof interesthasbeenreceived. Severalmessages
may be bufferedin the RAM for eventualprocessing. -

Address
I

,Datal I I
U

BROADCAST
MESSAGE
RECEIVER

- I
1

INTERRUPT

MBS

Figure 5: Broadcastmessagereceiverwith micro-processor

In simple applicationsthe BMR may be used without
a micro-processor.In this case eithera switch or jumper
systemmay be used to indicateone or two valid message
types or a PROM may be used for more complex recog
nition. Parametersmay be storedin externalbyte-wide
3D-latches.SeeFig. 6

DATA
LATCHES

MBS

cpu functioning as the central messagegeneratorand a
custommicro-controllerfor the messageformatter.

VxWorks has beenchosenas the softwaredevelopment
environmentsinceit providesfor a real time, high perfor
manceoperatingsystemfor the MZS13Owhile allowing foi
a rich softwaredevelopmentunderUnix since VxWorks is
a cross-developmentsystem.
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Figure 6: SimpleBroadcastmessagereceiver

V. CURRENT STATUS

Detaileddesign work is underway for a simpleversion
of the messagebroadcastsystemto be used in the Ac
celeratorSystemsString Test at the SSC site in 1991.
The ASST is a feasibility study of a set of cryogenically
cooled super-conductingmagnets. The messageswill be
of fixed-format containingtwo parameterbytes. Receivers
will recognizeoneprogrammablemessagetype, andoutput
eight binary control signals. The systemwill compriseone
messagegeneratorand severalmessagereceivers,intercon
nectedby a shieldedtwisted-paircable,with transformer
isolation. Signalling will be Ti format at 1.544 Mb/s.

The proposedhardwareconfigurationwill consist of a
Mizar 8130 MZS13O singleboardcomputerwith a 68030
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