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1. Introduction

The SSCComputerPlanningCommitteemet at the SSC LaboratorySSCL
on December12-13, 1989. Membersof the committeewere JoeBallam SLAC-.
Chair,Paul Avery Florida, GeorgeBrandenburgHarvard, Les Cottrell SLAC,
Andy Lankford SLAC, Harvey Newman Caltech, Frank Paige BNL, and
Larry PriceANL. The committeewasaskedto makerecommendationsfor SSC
computing,particularly from the point of view of the needsof outsideusers.We
were askedto focus particularly on the next two yearsFY 1990 and 1991 but
to considerhow the initial complementof computingwill relate to the longer
term. The writing and recommendationsof the committeewill be usedby the
SSCLstaff in planningthe SSCcomputingsystemandin respondingto theDOE
requirementof an "Information TechnologyResourcesPlan."

This committeewaschosenfrom the usercommunity of experimentersand
theoristsinterestedin thephysicspotentialof the SSCand thedetectorsrequired
in order to explorephysics in a new energyregime. Our recommendationsand
discussionsfocus on computingneededto support physics researchat the SSC.
Substantialcomputingwill also be neededfor designand implementationof the
acceleratorsystems,for administrativepurposes,and for other usesnot in the
scopeof this committee’swork.

The committee meeting approximately followed the agendagiven in Ap
pendix A. Informational presentationswere made to the committee by
M. Gilchriese Associate Director of the Laboratory for PhysicsResearchin
dicating how the laboratory is organizedand the position of computing in the
organization;by P. Leibold Director of Computing on the currentstatusand
future plans for computing at the laboratory; by 0. ChartrandNetworking
Manager on presentand future networking; by L. Cormell Physics Research
on plans for supportingdetectorsimulation; by R. Hahn Computing Depart
ment on the long rangeplan for DOE; and by R. Talman and C. Bourianoff
AcceleratorDivision on AcceleratorDivision-relatedcomputingneeds. In ad

dition, therewere presentationsby membersof the committeeon severalaspects
of computingat the SSC. Backgroundreportsby individual committeemembers
are includedin AppendicesB throughG.

In addition to the presentations,the committeespentabout 5 hours in dis
cussion, focussingon a computingplan for the next 2 years. The strong rec
ommendationof the committeeis that thereis a greatneedalmost immediately
for computing cycles for detectordesign activities, chiefly simulations. These
computingcyclescannotbe suppliedfrom existing computingi the high energy
physics REP community. They must be suppliedby a new computingsystem
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whichshouldbe locatedat the SSC.Therefore,thecommitteerecommendedthat
top priority be placed on the acquisitionof computingengines. Some amount
of support will be neededto makethe systemusable,particularly to usemulti
ple processorsin a single job and to makeeffective usepossibleby remoteusers
acrossthe network, but initially all but the necessaryminimum of support may
haveto be sacrificedto the goal of getting the computersin the door. Broader
supportmust, of course,follow as soon aspossible.

The remainderof the main sectionof this report is a summaryof the com
mittee’sdiscussionsandrecommendations.

2. Computing Requirements

Theresearchprogramof the SSCwill, of course,requirecomputingfor many
different functionsand purposes. In early times, theseincludedsimulationof
physics events and of the responseof a detector to them, mechanicaldesign
calculationsfor detectors,use of CAD and CAIE systems,and theoreticalcom
puting. On-line computing,including all aspectsof triggering the detector,will
also be important, as will off-line analysisof experimentaldataand continued
useof simulation programsas aids to analysis. Throughoutthe life cycle of the
SSC,computerswill be neededfor "everyday"activities, suchasword processing
and editing, programdevelopmentand small utility calculations,including use
of spreadsheetprogramsor othercommercialapplicationprograms.Theoretical
calculationswill be an important useof computingat the SSC,but, asdiscussed
in Appendix F, will generallyrequiremodestresources.

During thenext few years,all othercomputingrequirementswill be dwarfed
by the need for detectorsimulation in support of the designof detectorsfor
the physics program of the SSC. On-line computing and triggering are areas
that requiresubstantialintellectual developmentin the near term, but do not
requireproduction hardwarenow. Someof the requirementsare discussedin
Appendix G.

The committee used the estimated requirementfor simulation computing
madeby the December1988 Computing Task Force.[1] , [2] It found a need af
ter about threeyears for a total of 4000 VAX 11/780 equivalentsMIPS, {3} a
numberwhich can be comparedwith the contemporaryestimateof less than
1000 MIPS installed in the entire US HE? program. This numbçr has un
doubtedly risen in the interveningyear, particularly as useof high-performance
RISC-basedworkstationsis beginning to be seen.

Along with the computingpower, a substantialamount of storagewill be
needed,both on-linedisksand tertiary storageasmight beprovidedby a jukebox
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of multiple cassettetapesor opticaldisks. As discussedin AppendixE, Section4,
the 4000 MIPS of computingwill needto be matchedby at least400 GB of on-line
disk and 6 TB of tertiary storageaccessiblewith a short delay time.

In order to model the concentrationof computingpower neededfor a single
user, we consideredthree characteristicjobs as discussedin Appendix E, Sec
tion 4. The result was the needto devotebetween30 and 160 MIPS to a single
userwhile the job is running. Sinceat leastthe higherof thesenumbersis larger
thancanbe suppliedby a singleRISC microprocessor,which we assumeto bethe
enginefor most of the computingcycles, it will be necessaryfrom the beginning
to provide the meansto sharethe computingof a single job betweenmultiple
processors.Considerationsfor providingparallel computingare discussedin Ap
pendix B.

3. Model for Computing at the SSC

Recommendation:The SSC Laboratory should be a major resource
for computing in the SSC physics program. To this end, SSCL should
install, during the next few years,a distributed computing systemcon
sisting of computing engines,shareddisk storage,central management
services,suchasfile serviceand batchjob scheduling,and workstations
for program development and graphical display of results. A high-
speed network should be provided to couple the components,which
may be located at diverse placesat the SSC Laboratory and, partic
ularly for workstations, at other institutes acrossthe US and around
the world.

The initiation of computingat the SSC Laboratorymarks a departurefor
computing in HEP in at least two ways. First, detectordesign and other re
quirementsof the scientificprogramwill quickly demandmore computing than
exists in the currentHEP programby a substantialfactor. Thus the scaleof the
problemis likely to requireuseof different modelsor at leastmodesof computing
than theHEP communityhasemployedbefore. It is a naturaltime to reevaluate
the approachto computingusedby the community.

The secondconsiderationis the rapid moveof the computingindustry away
from exclusive relianceon central computing facilities, whether mainframesor
minicomputers.Many configurationsof computingpower are now possible,but
increasinglysome amount of local computing in the form of workstationsor
personalcomputersis being devotedto eachuserfor control, display,program
developmentandother functions. This local computer may or may not make
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useof remotecomputersfor computing cycles, file access,or other capabilities
beyondthoseavailablefrom the local computer.

Both of the aboveconsiderationsmakeit appropriatefor the SSCL to eval
uate the appropriatecomputing style for its needswithout strong constraints
of compatibility with previous operatingsystemsused in HE?. It is likely, in
fact, that significant differencesin approachwill be adoptedcomparedto current
practice. The need to continueusing much existing software will meanthat
somecompatibility with current systems,in particular the existenceof a good

FORTRAN 77 compiler, must be maintained. This potentially abrupt change,
however,coupledwith the needof a segmentof the usercommunity for early use
of substantialcomputing,putsa burdenon the SSCLcomputingstaff to provide
active leadershipand supportfor the newmode of computing.

The SSCL hasthe opportunity to set the style of computingfor HE? in the
1990s. It hasthe obligationto makea choicethat will maximizeuserproductivity
on the new systemand to provide the information and tools that will both allow
earlyproductiveuseandsmoothuseracceptanceof a changedstyle of computing.

The SSCLcomputingstaff outlinedto the committeea conceptfor computing

at the laboratorythat useddistributedhardware.Users would interact through
workstations,gaining accessto computingengines,storagedevicesand servers,
batchjob schedulers,andother servicemachines,which would all be connected
by a high-speednetwork. Softwarewould emphasizeopensystems,meaningthat
UNIX in oneor more forms would be thenormalbaseoperatingsystemon work

stationsand servers,and that communicationswould make useof international
networkingstandards.

The committeein generalendorsedthe laboratory’s plans for an open com
puting model, but noted severalproblemswith a pure useof opensystems. It is
attractive to take advantageof the wide implementationof UNIX both in order

to have a uniform environmentand file systemthroughout the distributed coin
puting systemand to be able to move to different computing platforms based
km performanceand economic considerationsand not on a commitment to a
proprietaryoperatingsystem.

This ideal of uniformity and flexibility is unlikely to be simply realized in
practice, for severalreasons. First, manufacturersfind it necessaryto modify

UNIX significantly, both adding nonstandardenhancementson top of UNIX
and modifying the lower levels to take advantageof unique hardwarefeatures.
Second,UNIX hasnot been developedor optimized to servea broad userbase
with a strongneedfor schedulingand i.llocating sharedresources.As discussed
in AppendicesC andE, schedulingandallocating serviceswill have to be added
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to UNIX, either by the laboratory staff or by outsidevendors,and may have to
be done in ways that dependon the specifichardwarechosenat the laboratory.

Graphics is another notorious areawhere the imperativesof performance
routinely force nonstandardimplementationswhich exploit specifichardwareca
pabilities.

AppendicesC and E discussin somedetail the combineduseof parallelmi
croprocessorsandmainframesastheserversof computingandfiles in the system.
In general,the mainframeor the equivalentis neededfor high input/outputI/O
bandwidthfunctions,particularly file service,and for centralcoordinationfunc
tions, suchas batch-queuemanagement.The cost tradeoffsof different solutions
for computingandstoragearesummarizedin Appendix C. It is clearthat micro
processors,whetherRISC or CISC, cost lessper computingunit thanmainframes
or minicomputers,and furthermoretheir price is falling faster. For this reason,
we expectSSCL to choosemicroprocessorsof the typeusedin high-performance
workstationsfor its main computingengines. In order to apply the necessary
concentrationof computing to the largersimulationjobs, it will be necessaryto
usemultiple processors,i.e., parallel processing,as discussedin Appendix B.

4. ComputerAcquisition Schedule

Recommendation:SSCL should acquireand makeavailable to users
500 MIPS VAX 11/780 equivalents of computing power by Octo
ber 1990. At the sametime, 50 GB of disk storage and 1.5 TB of
tertiary storage should be provided. Another 500 MIPS with cor
responding storage should be provided by March 1991, and a total
of 4000 MIPS with 400 GB and 6 TB of storage, respectively by
March 1992. During FY 1992, a mainframe computer or other high
I/O bandwidth centralized devices should be acquired for coordina
tion of high-volume storageand file service, batchjob scheduling,and
other centralized services.

Much simulationcalculation will have to be done for the detectorproposals
which are estimatedto be due roughly at theendof 1991. This plan is consistent
with the scheduleof computingrequirementsfor detectordesign suggestedby
the December1988 Computing Task Force. Thus computing must be made
availableto userson an acceleratedschedule. Becauseof funding and effort
constraints,this meansconcentratingon the computingengineandstorageparts
of the system initially. Operationwithout the central servicesto be provided
by the mainframeor equivalent will be less convenientand efficient, but it is



by the mainframeor equivalent will be less convenient and efficient, but it is
important to get startedwith computing. We emphasizethe importanceof a
secondphaseof providing those functionsstarting in FY 1992, whetherliterally
throughacquisitionof a mainframeor by acquisitionof morespecializedservers
for thesecentralfunctions.

Theschedulerecommendedabovedeliversan initial substantialincrementof
computingon the fastestpossibleschedule,given the need to benchmarkand
otherwiseevaluatecandidatecomputers. It is big enough that the computing
staff must addressmultiprocessorissuesfrom the start. Then it providesadded
computingat arapidpaceup to the required4000 MIPS level. Of course,initial
experienceshouldbe usedto determineif the sametype of processorshouldbe
addedin theexpansionor if a changein direction is desirable.

5. Wide Area Networking

Recommendation:SSCL shouldvigorouslysupport high-speednet
works to allow convenient accessto computing and files by remote
users. Support of the new style of computing, in addition to the
noncomputingusesof networks, such as video conferencing, will re
quire upgradeto T3 45 Mb/sec connectionsbetweenSSC and other
major HEP sites by FY 1992, and upgradeof connectionsto other
HEP locationsdoingsignificant SSC computingto speedsgreaterthan
56 kb/sec.

Although someguidanceon network needscan be taken from the recentre
port of the HepnetReview CommitteeHRC, [4J it suffers from a not having
consideredthe SSC’s programspecifically and h havingexcludedremotework
stationsandrelatedaspectsof moderncomputingthat we expect to characterize
computingfor experimentsat the SSC. However,we note that the HRC forecast
a bandwidthrequirementon the most heavily used link approachingTi speed
by 1991. The calculation for links to SSCL in 1991 will probably show fewer
users,but each user requiring more bandwidth for support of remote worksta
tions, leadingto the conclusionthat the upgradeto T3 speedswill be neededin
1992. As discussedin Appendix D, it is plannedthat multiple Ti connections
to SSCL will be providedby ESnetearlyin 1990. This upgradefrom the present
56 kb/sec connectionsis crucial and neededimmediately. While not strictly
computing,we alsoforeseesignificant use of the networkingbandwidthfor video
conferencingby 1992.

Extrapolationof presentusesof workstationssuggeststheneedfor dedicated
bandwidthof at least 100 kb/sec for each intensiveon-line user. We have not
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attempteda seriousestimateof the numbersof suchusers, but it seemslikely
that thenumbercouldreach100 at peaktimes in additionto manylessintensive
usersby 1992, leadingto a peak bandwidth requirementof over 10 Mb/sec.

Availability of T3 connectionsby 1992matchestheupgradeplanningof ESnet
and NSFnet, who are the principal national suppliersof researchnetworking.
Theseupgradesof the agencynetworksare far from guaranteed,however. We
stressthat the bandwidthdiscussedherewill be.requiredfor efficient useof the
SSCwell in advanceof machineturn-on andshouldbeprovidedby SSCL if the
nationalnetworkscannotpromiseto provide it whenit is needed.We also note
that the approvalandprocurementcycle hashistorically taken12 to 18 months
after an upgradedecision has been made. Thus careful advancedplanning is
neededalongwith careful monitoring of the plans of outsidenetwork providers.

6. PersonnelandUser Support

Recommendation: Since SSCL will be forced by its requirements
and limited budget to develop a style of computing not presently fa
miliar to many high energy physicists, SSCL should provide adequate
personnel to provide a friendly user interface and extensive documen
tation. available to both local and remote users. In particular, it will
probably be necessaryto provide somelocal support for parallel com
puting solutions to concentrating computing power on high priority
jobs. In the near term, the committee estimates that at least six peo
ple not in the present plan will be needed by October 1990, including
two to three high-level systems programmers.

It is most probablethat the SSCL will moverapidly to establishcomputing
of a type with which most prospectiveusersare not familiar. The new elements
are likely to includethe useof UNIX asthe standardoperatingsystem,emphasis
on parallelcomputing for computer-intensiveapplications,and extensiveuseof
workstationsandspecializedservermachinesto producea muchmoredistributed
computingenvironmentthan REP has usedto date. While there is extensive
experiencewith theseinnovations in the computersciencecommunity, their use
in HEP is confined to a few pockets. Aggressivesupport will be needed,in
the form of documentation,on-line help facilities, and local softwarethat makes
the useof the new facilities aseasyaspossible. Compoundingthe problem,this
supportwill be neededmost at the beginning,whenSSCL will be most concerned
with bringing the systemup in any operationalmode.

A strong team of good peoplededicatedto making the systemuseful will be
crucial to the successof this project. It will take severalcapablepeoplefocussed
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on the needsof usersto makethis systema facility of generalutility to the SSC
physics community. Necessaryactivities will include utility software that hides
the system’scomplexity wherepossible,documentationincluding both reference
volumes and short, introductory manualsto make it easy to get started, and
tutorialsand demonstrationsat the laboratory.

7. StandardSoftwareSupport

Recommendation:SSCL should provide softwareand documenta
tion support in critical areas,suchas graphics,wherestandardsmay
lagbehind the needsof the usercommunity. It may also be necessary
to supplyextensivedocumentationfor softwaredevelopedat the SSCL
or developedelsewhere,but in wide use at SSCL.

The radical changein computingenvironmentwill alsoeliminate thepartial
solutions that have been developedunderVMS, VM, and other current oper
ating systemsfor providing standardgraphicsenvironments,wherecommercial
solutionshavegenerallyeither beentoo expensiveor not met the needsof HE?
well. SSCL will needto work to replaceand hopefully improve on provisions
of graphicsand similar specializedutilities. Possiblesolutionsfor SSCL include
adoption of specific commercialpackageshopefully with program-widelicens
ing agreements,new softwarewritten for the purposeby SSCL or by outside
vendors,or locally written interfacesto multiple commercialpackages.Early
attention and planning shouldbe given to theserequirements.

8. SupportWork by REPCommunity

Recommendation: Since the SSCL computing staff will be hard
pressedto acquireand make usablea substantialamount of new com
puting on the required time scale, useshould be madewherepossible
of outsidegroupswho can provide neededservices.

The committeeidentified the following areasas particularlysuited to coop
erativeor collaborativeeffort involving outsidegroupsand the SSCL computing
staff: a benchmarkingcomputersfor possibleacquisition; b developmentof
high-priority applicationsoftware;c distributionand supportof existing codes;
d multiprocessorjob schedulers;and e computer-aidedsoftwareengineering.
All suchsharedeffort is seenastemporary,mostly appropriateto thenear term
while the SSC staff hasnot reachedfull strength.
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9. Computingat Local Institutes

Recommendation:SSCL should develop recommendationsfor re
mote computing installations that can work well with the installation
at SSCL, but should not developits systemsso asto imposea specific
approachto computing on local institutes.

While computing at universities and other laboratoriesis not part of our
charge,it seemsclear that the optimum programof computing for the SSCpro
gramwill include significantamountsof computingat local institutes,in addition
to the concentrationof computingat SSCL. It will be necessaryfor the SSCL
computingstaff to developsoftwareanddocumentationto allow efficient interac
tion betweenlocal and remotecomputing. We expect that the local instituteswill
continue to maketheir own decisionsabout the type of computing they install.
To the extentpossible,the laboratoryshouldmake it possiblefor a variety of ex
ternalcomputingsystemsto interactsmoothlywith the SSCLcentralcomputing
system.

10. ComputerAdvisory Committee

Recommendation:A Computer Advisory Committee should be
formed as soonas possible to advise the Laboratory Director on the
computing needsof the community and computingpolicy at the labo
ratory. The committeeshpuld be composedof both outsideusersand
SSCL staff membersand shouldbe chaired by an outside user.

The Computer Advisory Committee will provide a forum for usersof the
systemto suggestand review the priorities asa function of time.
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1. Overview

The particularstructureof high energyphysicsdataindependenteventsis
readilyadaptableto a computingstrategyin which the datastream,consistingof

realor simulatedevents,is split into manysmall streamswhich are analyzedby
different computers.This event level parallelismhas beenprovenby a number

of groups to be very cost effective, especiallybecauseof the advent in recent

yearsof inexpensivebut powerful 32-bit microprocessors,e.g., the new RISC
processors.The presentgenerationof experimentsCLEO II, LEP, CDF, DO,
etc. make-orwill make-substantialuseof parallelprocessingfor standarddata
reduction,detectorsimulationandeven physicsanalysis.

Note that eventparallelismis quite different from fine-grain parallelismand
vectorization.Architecturesbasedon eventparallelismcan be highly distributed
since computersprocessingdifferent events do not need to communicatewith
eachother very often. The latter two techniquesare typically used to solve
problems involving large arrays or other repeatingstructures within a single
subroutineor code fragment. They require computerspossessingvery tightly
coupledprocessorsand sharedmemory, suchas is found in supercomputersor
mini-supercomputers.High energyphysics algorithmsare just beginningto take
advantageof thesecapabilitiesfor showersimulations,trackingthroughdetectors,
and track finding, but their useis not widespread.

1.1 NEED FOR PARALLEL COMPUTING AT THE SSCL

At the SuperconductingSuperCollider Laboratory SSCL, where the com
bination of high statistics,eventsize and eventcomplexity togetherposea com
puting problemoneor two ordersmagnitudelarger thanexperiencedtoday, the
needfor cost-effectiveparallel computingis even more acuteseebelow. More
over, much of this computing power will be neededwell before SSCL startup,
sincefinal SSCLexperimentaldesignswill need to be readyby the early 1990s,
eachrequiring a massivesimulation effort. The scale of thesesimulationswill
be greaterin quantity andquality than anything previouslyattempted. This is
due in largepart to the increasedsize of SSCLdetectorsand thecomplexity and
rarity of physics eventsat the SSCL. However, thesesimulationswill also help
determinewhethera given designwill even work.
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1.2 RELATION TO THE SSCL COMPUTING PROBLEM

It is important to understandthe relationship betweenparallel processing
and other important aspectsof SSCL computing. In particular, the following
generalquestionsmust be addressed.

1. What total capability is neededandhow muchof it shouldbe in the form
of parallel processing?

2. What fraction of this capability should be at the SSCL? Should therebe
regionalcentershavingsignificantparallel capability?

3. What kind of network links areneededto supportparallel computing?

4. Should severaldifferent architecturesincluding vector be supported?
Shoulda specific operatingsystemi.e., UNIX be supportedor favoredfor
parallelwork? How closelyshouldthe SSCLcommunitywork with vendors
to developnewtechnologyandsoftware?At what level shouldhigh energy
physics HEP-developedsystemssuchas Fermilab ACP be supported?

5. On what time scaleshouldparallel computingbe acquired?

6. What problemsof scalecan be anticipatedas parallel computingcapabili
ties go from tens to thousandsto hundredsof thousandsof MIPS?

In addition, therearequestionsspecific to the SSCLsite itself.

7. How shouldthe parallelcomputingbeconfiguredat the SSCL?Shouldthere
be severalfacilities? How closely should they be coupledto. mainframes?
What kind of input/output I/O capabilitiesdisk, tape, Ethernet,fiber
optic arerequired?

S. How many peopleare neededat the SSCL to support parallel computing?

9. What kind of softwaresupport should be providedby the SSCL personnel?
Should the SSCL get into softwarestandardization?

Obviously the answersto someof thesequestionsrequireknowledgeabout

conditions two or moreyearsfrom now. At the sametime, the computingneeds
of usersand the availablesoftwareand hardwareare changingso rapidly as to
invalidateall but the most generalpredictionsthe computingestimatesmadeat
the 1985Workshopon SSCComputing [1] optimistically assumedthat processors
havingspeedsof 8 VAX units with 16 MB of memorywould be availablein the
early 1990s!. In this kind of environmentit is probablynecessarythat the long-
term SSCL computingeffort be reviewedat leastevery two years.
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2. How Much ParallelCapability is Needed?

To assessthe computingneedsfor the SSCL, we define 1 VAX unit to be the
speedof a VAX 11/780whenexecutingtypical HEP codes. Sometimesthe word
millions of instructionsper secondMIPS is usedas a synonym.

Parallelcomputing is neededfor the following activities:

1. Acceleratorphysics simulations

2. PhysicssimulationsISAJET, PYTHIA

3. RadiationtransportCALOR89, EGS4, GEISHA

4. DetectorsimulationGEANT

5. Standarddatareduction tracking, showerfinding, particle identification

6. PhysicsanalysisDST analysis,PAW, IDA

Activities 2 through 4 are the primary concernof this report sinceac
celerating needsare estimatedseparatelyand therewill be no data to analyze
for quite sometime. It is interestingto note in passing,however, that the 1985
Workshopon SSCComputing[1] predictedthat eachlargeSSCLexperimentwill
needapproximatelythe off-line computingcapability shownbelow asa function
of trigger rate:

Trigger .. CPU capacity
1 Hz 10,000 VAX units
10 Hz 100,000VAX units
100 Hz 1,000,000VAX units

Thesefigures,which includedatareduction,physicsanalysisand someMonte
Carlo, were basedon an extrapolationof UA1 madebeforethe widespreaduseof
GEANT for detectorsimulationsandcould be an underestimatethe extrapola
tion predictsa datareduction time of 1200 VAX-secondsfor an SSCLevent. A
million VAX unitsof scalarprocessingcertainly seemsdaunting by today’s stan
dards,hut therearealreadycommercialprojectsunderwaywhich couldapproach
suchlevelswhen complete.[2]

The computing capacitiesneededfor the simulations2 through 4 were
estimated[3,4] in 1988 to be about 1,000 VAX units for FY90 and4,000 through
5,000 VAX units in FY91, and the authors believedthat thesenumberscould
easilyunderplaythetrue need.Whencoupledto theshort timeline for presenting
final designs, they demonstratethe critical importanceof establishinga large
computationalinfrastructurecomputers,peripherals,networks,personneland
softwareat the earliestpossibledate.
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* 3. SomeRecommendationsfor ParallelComputing

The following factors must be consideredin establishingparallel comput:
ing guidelines for the SSCL: 1 total capacityneededper year, 2 timeliness
in providing resources,3 networking requirements,4 utilization of existing
resources,5 distribution and numberof personnel,6 softwareneeds,7 flex
ibility of implementation,8 growth, and 9 cost. We recommendthat the
following coursesof action be taken.

1. Total CPU Capacity

A total of 1,000 VAX units of parallel computing should be obtainedfor
FY90, with an additional 3,000 to 4,000 purchasedfor FY91. The machines
shouldhavememorysizesof at least16 MB to accommodatetheexpectedlarge
size of SSCL-simulationedevents.

2. I/O and Disk Space

Enoughdisk spaceshouldbe providedto allow significant datasetsto reside
on disk e.g., ISAJET or PYTHIA input files, small GEANT runs, debugging
datasets; Basedon the experienceof currentHEP groupsCLEO, p0, about
100 GB of disk are neededto support the 1,000 MIPS activity and perhaps300
to 400 GB will be neededat the 5,000 MIPS level. This latter numberwill be
better Imownalter someexperiencewith the initial disk storage.TheS-mm bapes
shouldbe usedfor dataexchangeandenoughtapedrives shouldbe providedfor
this purpose. Personnelshould pay close attention to integrating the parallel
machineswith computerson which usersdevelop code, e.g., VAX clustersand
mainframes.

3. Networking

High-speednetworking should be implementedat SSCL and other places
as quickly aspossibleso that 1 userscan accesssignificantparallel computing

without the delaysand slow responsetimes that characterizetoday’s networks,
2 small data sets several to tens of megabytesand GEANT geometryfiles
can be transferred,3 graphicsimagescan be tranportedquickly, and4 soft
ware distribution can be improved. These speedsprobably require Ti links

1.5 Mb/sec from the SSCL to a few other major nodes initially, with later
upgradesto T3 45 Mb/see at a later time possibly 2 years.

4. Locationof Resources

At least 1/2 to 2/3 of the parallel computing capacity should be concen
tratedat the SSCL. However,for flexibility in respondingto the needsof SSCL
collaborations-manyof whom will want somelocal computing to get started-the
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possibility should be consideredof having some significant computing located
outsidethe SSCLas discussedbelow.

5. ComputingOutsidethe SSCL

There is someurgencyin providing parallel computing quickly enoughfor
groupsto carry out their detectorsimulations. A good way to exploit the good
computinginfrastructurealreadyin placeat severaluniversities,nationallabora
toriesandsupercomputersitesaroundthe countrymight be to providefunds to a
few through a propoèalmechanismto carry out simulationtasksfor particular
collaborationsor regions.This fundingshould be regardedastemporaryand its

necessityshould be studiedat eachlong-rangeSSCLcomputing review.

6. OperatingSystems

The commercialRISC computersthat make today’s computing so cost ef
fective, usethe UNIX operatingsystemwithout exception. It thereforemakes
sense,at least for the near to medium term, to adopt UNIX in spite of its
demonstratedshortcomingsfor all SSCLparallelcomputing. The SSCLshould,
of course,follow closely developmentsinthe computerindustry towatdshighly
parallel computerarchitecturesand determinetheir suitability for high energy
physics.

7. Software

The SSCL should provide good software support for users needingaccess
to parallel processingresources. This support would take the form of making
availablesoftwareto allow simulation codes to run coherentlyon multiple ma
chines,researchingnew ideasin parallelprocessingalgorithmsand architectures
in collaborationwith vendors,providingnew simulationcodesfor useby other
SSCL groups,and disseminatingHEP standardsoftware to run on a variety of
machines.

4. Commentson Localizationof Resources

The questionshouldbe carefully consideredof whetheror not all SSCLpar
allel processingresourcesbe concentratedat the SSCL, at least initially. In a
centralizedmodel, userswould first developanddebugtheir simulationprograms
at their home institutions and then make productionruns on the parallel pro
cessingfacility at the SSCL.The generatedeventscould be mailedbackon 8-mm
tapeor else be analyzeddirectly at the SSCLand the resultsgraphical images,
etc. sent backover the network.

From thepoint of view of management,a centralizedfacility is certainlyeasier
to administer,andeconomiesof scaleandgood network connectionsmight make
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it work. It is wise, however, to considerthe impact sucha decisionwould have
on the usercommunity-mostof whom havefollowed the industry trendof having
significant local computing-andwhat resourcesare neededin the short run for
the simulationeffort neededto arrive at final detectordesigns.

For instance,there may be difficulties in the near term becausethe model
presupposesthe existenceof an establishedcomputercenterwith very fast and
reliablenetwork connections,somethingthat may takea while likely more than
a year to establish. A significant delay in acquiring the neededfacilities could
adverselyaffect the simulationprogram. Also, it would not takeadvantageof the
establishedcomputing infrastructurethat exisls at many universities,national
laboratoriesandsupercomputercenterssomeof which are alsoexploringnovel
parallel architecturesand other useful work. Incremental upgradesat these
placescan takeadvantageof existingfacilities andpersonnel.Finally, it is a fact
of life that simulation codes requirea substantialamount of running to debug
them, andareconstantlychangingas the authorstry to put in new capabilities.
This sort of activity is far easierto perform locally.
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3. Introduction

This report is in responseto a requestto look at mainframecomputingfor the SuperconductingSuper

Collider SSC Computer Planning Committee. It attemptsto show some of the major trends occurring

in cost/performancein the field of computerhardware. It then comparesthe offerings from the two major

mainframesuppliersandbriefly discussesthe useof supercomputersin high energy physicsREP. Using

the trendsshown earlier, it aMemptsto predict what is possiblefor the workstationsof the future. In the

modernera, datastoragerequirementsandmanagementhavebecomea critical challengein REP computing

so the reportnext looks at theareaof tertiarystoragetapes.A brief view is takenofthepossibleoperating
systemsin commonusein REP before consideringthe networkpossibilitiesto provideworkstationsupport.
Finally a possible model for experimentalREP off-line computing at the Superconducting SuperCollider

Laboratory SSCL is described including the various computing and network components and expected

network performance.

4. Trendsin ComputerHardware

4.1. Cu PERFORMANCE TRENDS

Figure 1 shows the progress of processor performance over the last couple of decades.The mainframe

prices are the list prices* of a minimal configuration. The mainframe curve shows that the dollar cost of

is falling consistentlyat about 28% per year since the early 1960s, also the residual values of used

mainframes are falling at 40 to 45% per year!" The minicomputer prices are similarly chosenand their

performance curve roughly tracks the mainframe though being slightly lower. The price performance for

IBM-PCs, and more recently clones, PS/2s,and for Reduced Instruction Set Computer RISC worksta

tions since the introduction of the IBM-PC/RT has been falling by 50% per year and is already two orders

of magnitude better than for mainframes.

* No attempt hasbeen made to adjust for inulation or for the improved performance and reliability.
The millions of instructions per second MIPS rating used herein is roughly based on 1 VAX 11/780
unit of processing per second1 VUPS.. Roughly speaking for HEP off-line computing an IBM 3081K

24 MIPS and a DEC 8820 = 12 MIPS.
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Figure 1. Trends for computer hardwarecost performancein US dollars/MIPS for various classesof

computers. The points beyond 1989 are industry projections,the dashedlines are straight line extrapola

ions.

The dramatically better price performancefor RISC machinesand PCs enablesthe rapid growth of

these items and the reduced emphasis on mainframesfor many functions. Such growth is not without

attendantproblems, particuarJy in the areasone took for grantedon the mainframe. Such areasinclude

systemmanagement,archiving, backup, naming conventions,sharing of data, communications,etc. The

trick will be to take the best featuresof both centralizedmainframesand distributed systemse.g., user

graphical interface, responsetime to locally executablecommands.

The fact that the RISC and the PC/Intel Complex Instruction Set Computer CISC type machines

havesimilar dollars/MIPS performancepresumablymeansthat it is not the chip CPU architecture that

dictates price performance,rather it is dictated by issues,such as packaging,interconnections,housing,

power supplies, documentation,distribution, advertising,vendorcompetitionand marketing. This in turn

meansother factors should be taken into accountwhen deciding on what type of machineto use. These

include the applicationsoftware availability, the familiarity and training available in schoolsand colleges,

network support, standardssupport, interfacesand drivers to support new devices,such as optical disks,

scanners,FAX machinesandso on.

25



4.2. MEMORY PERFORMANCE TRENDS

Figure 2 shows similar curves for primary main, secondary disk, and tertiary tapes memory. It

can be seenthat primary memory prices are falling at roughly the samerates about 45% for mainframes,
minicomputers andthe chips dynamic RAMs themselves.The offsets are due to the numbersof units sold,

the performanceaccesstimer accesspath width and interleaving and the infrastruèturechips must be
mountedon boards,etc.. Increasingcomplexity of successivegenerationsof dynamicRAMs going from
I kb/chip in 1973 to today’s 1-Mb and4-Mb chips is primarily responsiblefor cost reductions, though less

complex dynamic RAMs continue to decreasein price.
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Figure 2. Trends in memory costs in US dollars/MB for various classesof memories.

Figure 2 also shows that magneticdisk storageis decreasing in price at only 20% per year. However,

industry demand for on-line disk capacity hasbeenincreasingat close to 45% compounded annually. Typ

ically users today have about 40 MB of disk spaceof their own. At today’s prices, disks are still over five

times cheaperthan dynamic RAMs/MB. However if the slower decreasein disk prices compared to internal

memorycontinues? it will lead to a reduceddependenceon magneticdisk memoriesfor paging,swapping

* For example, DRAMs with twice the speed are twice the cost.

t Thereare indications"that gainsin this areamay increaseto 30% per year during the coming decade.
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and temporarydatastoragein favor of RAM disksand largercentral memories.Moving the datafrom disk

to primary memory will enablea dramatic reductionin the input/outputI/O process.Also as the cost of

MIPS continuesto fall fasterthan disk costs,there will be more and more caseswhere it is not necessaryto

savethe intermediatedata, ratherrecalculatingit when necessary.

Finally, Figure 2 shows the dollars/MB for several automated tertiary storage devices. These include

the IBM 2321 Data Cell, the IBM 3850, today’s StorageTek Nearline Automatic Cartridge Store ACS,

andan 8-mmtapejukebox that is projectedto be available soon.

4.3. Toy’s PRICE VERSUS PERFORMANCE

If insteadof looking at the trendswith time, we look at a snapshotin 1989 of where the various classes

of computersstand today in termsof cost for the major components,we get the resultsshown in Table 1.

Table 1: Representative 1989 prices for various classesof computers.

Function

Main-

frame

High-end

Mini-

computer

Micro-

computer

RISC

Server

RISC

Work-

stations

PC/PS

Clones

Computer

Model

1BM3090

600J

YAX6000

410

pVAX

III

MIPS

6280

MIPS

RS2030

Intel

386/25

$/MIPS

$/MB Primary mem.

$/MB Secondarymem.

80,000

3,000

16

60,000

760

22

8000

250

22

3000

400

10

1400

300

10

1000

100

5

It can be seen that the major price differencescome in the CPU and primary memory components.

Someof this is due to the increasedperformanceof the devicesone puts in the more powerful computer

classes. In the case of primary memory, this includes error correction, cycle times, accesspath widths,

and interleaving. It also has to do with how much one is stretching technology when the product is first

announced.Probably the major effect, however,is the numberof units sold.
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5. IBM andDEC Mainframes

5.1. COMPARISON OF MAINFRAME CPU PRICES

Table 2 showsthe December1999 list prices for equivalentconfigurationsof IBM 3090.1 and DEC 9000
mainframes.In order to makecomparisonsmeaningful,we haveconfiguredthe mainframeswith equivalent
amountsof memory and similar numbersof channelsfor IBM and hierarchicalstoragecontrollers for
DEC. For IBM memory, we have used both central storageand extendedstorage. Somecommentsare
appropriateon the equivalenceof the configurations.

1. The single CPU DEC 9000-410 is rated at about 30 VUPs. SLAC has not benchmarkedthe
CPU to know whether this is accurate for SLAC’s HEP computing. DEC’s benchmarksshow the

VAX 9000/IBM 3090-180= 12.3/10.3= 1.2 for double precision floating point applications. The
IBM 3090-180/3090-180.1cycle times are 18.5/14.5= 1.27. Thus one might expect the VAX 9000/
IBM 3090-180.1to be 1.2/1.27= 0.94 or the VAX 9000 is slightly 6% less powerful. The IBM 3090.-
180J cycle time is 14.5 ns, the DEC 9000 CPU cycle time is 16 ns, which is a 10% difference.

2. IBM extendedmemory is a fully supportedintegratedarchitecturalcomponentof IBM’s mainframe
architecture,does not require external I/O to access,and is much closer to central memory in its
use and performancethan say a RAM disk. The DEC 9000-440can support up to 512 MB gf main
memory,the IBM 3090-400Jcan support up to 512 MB of central storageplus 4096 MB of extended

storage.

3. Both IBM channelsand DEC Hierarchical StorageControllers HSCs are used to interfacedevices

such as disk and tape to the mainframe. We have used HSCs rather than ICDM7Os at 826K each

rather than $71K for an HSCs since, as describedlater in this report, we expect to sharethe disks

across multiple mainframes. Each IBM channel can connect up to 256 devices and supportsan
aggregatebandwidth of 4.5 MB/sec. Each DEC USC can connect UI to 32 devicesand plugs into a

Cluster Controller CI which supportsan aggregatebandwidth of 4 MB/sec. The IBM 3090-400J

can support up to 128 channels,the DEC 9000-440can support [50 HSCs.
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Table 2: List prices for similarly configured IBM and DEC mainframes.

Make Model and What It Contains 8K MIPS

DEC

IBM

9000-410with 256 MB base= 81690K+ 2 CIsa 836K each

+ 16 HSCs 871K each

3090-180Jwith 32-MB central storage

+ 16 channelsbase= 82572K

+ 256-MB extendedstorage8885K

+ 3092 8278.6K + 3097 8111K + 3089 839.9K

2898

4086

30

32

DEC

IBM

9000-420with 256 MB base= 82220K + 4 CIs © 836K each

+ 32 HSCs 871K each

3090-2003with 64-MB central storage

+ 32 channelsbase= 84711K

+ 192-MB extendedstorage8700K

+ 3092 8278.6K + 2 * 3097 8222K + 2 * 3089 879.8K

5636

5991

59/3

631

DEC

IBM

9000-440with 512 MB base= 83920K +8 CIs © 879.81< each

+ 64 HSCs © 871K each

3090-4003+ 128-MB central storage

+ 64 channelsbase= 86554K

+ 512-MB extendedstorage81625K

+ 3092 8278.6K + 2 * 3097 8222K + 4 * 3089 8159.6K

8742

8839

117

123

DEC

IBM

There is no six processorDEC mainframe

3090-6003with 128-MB central storage

+ 64 channelsbase= 812314K

+ 512-MB extendedstorage81625K

+ 3092 8278.6K + 2 * 3097 8222K + 4 * 3089 8159.6K

N/A

14599

N/A

180

aTheCI performanceof 4 to 6 MB/sec is probably a bottleneckto servicing the disks on the HSCs so more

C1s may needto be added’

13The performanceof multi-CPU DEC 9000s comesfrom11.

‘The performanceof multi-CPU IBM 3090s is presumedto be similar to that of DEC 9000s.

* Dependingon the number of disks to be supported and the numberof paths required to the disks
from the cluster, a niore reasonableconfigurationmight decreasethe numberof HSCs and increasethe
bandwidth by increasingthe numberof Cis.
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It canbe seenthat price-wisethe DEC andIBM CPUsare similar. The maximumcluster of DEC 9000s
offering balancedI/O throughputwould be four DEC 9000-440sor about 460 MIPS. The maximum such
IBM cluster would be four IBM 3090-6003sor about 720 MIPS.

It is hard to know what discountsto expect. An IBM plug compatiblemachinePCM may have an
advantagesince therearethreevendors[IBM, Amdahl, and lIDS formerly NAS] competingfor the market
place,but only DEC makesa DEC/VAX mainframe.

Annual hardwaremaintenancefor IBM mainframesand disks is about 2% of the list price. For DEC
mainframes,it is about35% moreor 2.7% of the list price.

5.2. COMPARISON OF MAINFRAME Disk STORAGE Paicss

Table 3 comparesin some detail the cost of disk drives from IBM and DEC. In both cases,we have
takenhigh performancedrives currently availablefrom both manufacturers.Also included is a new high
performancedisk from Imprimis targetedat smaller machines. These prices include the IBM 3990 and
DEC HSC5X interfacecosts.

Table 3: Comparisonsof the top of the line IBM and DEC disks.

3380
Std.

3380
E

3380
K

3390
Modl

3390
Mod2 RAS2 RA9O

*Imprimis

Elite

GB/Device volume 0.63 1.26 1.89 0.94 1.89 0.855 1.6 1.5

formatted 0.53 1.59 1.64 0.622 1.21 1.3

Data Rate MB/s 3.0 3.0 3.0 4.2 4.2 2.4 2.8 3.0

Latency ms &3 8.3 8.3 7.1 1.1 8.3 8.3 5:53

Average seek ms 16 17 16 9.5 12.5 24 18.5 12

FormattedGB/sq ft. 0.2 0.4 0.6 2.0 0.45 1.7

List Cost 8K/GB

md. Interface

2.5’

2.6’

7.7’

7.8’

10,8’

11’

14.5

16.2

16’

19’

19.6

22

3

4

Announced 1980 1985 1987 1989 1989 1988 1989 1990

‘The costs for the pre-1989 announceddisks areexpectedsecondhandprices.

It is evident that the DEC drives are mote expensiveand have lower performance! it is apparent

that one gets good deals in the used disk market, with prices at 60% of original list within 3 years of

f A 1988 DECUS surveyof large systemsusers resultedin an averageVMS utilization of disk spaceat
75%. This compareswell to SLAC’s VM utilization of around66%. Though this factor should also go
into an exact calculationof relativeGB/dollar prices, IBM’s SharedFile SystemSF5 availablein a
year for VM/XA well before tIle SSCL needs to makea decision should reduce this disk utilization
difference.
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announcementand down to 5 to 10% of list in 7 years. Even on new disks much better prices can be

obtained by competitive bidding since there are multiple vendorsselling the disks, for examplein a recent

SLAG RequestFor ProposalRFP the bids quotedprices of better than 50% of list.

5.3. MAINFRAME SOFTWARE COSTS

In order to comparesoftwareprices,we will take the costs for softwarefor the two mainframesoftware
systemscurrently in use for interactive and batch use in REP. These are the IBM YM systemand the

DEC VMS system. Though the IBM MYS systemis in use at DESY, its use is the exceptionin the REP
communitydueto VM’s improvedeaseof use,applicationdevelopment,interactive timesharing,andreduced

needfor resources.VM’s main problem for REP use, comparedto MVS, hasbeen its lack of a production

batchsystem,but that hasbeenlargely solved with the introduction of the SLAC-developedSLACBATCH

system.

IBM 3090/VM softwarecaneither be purchasedon a one-timebasis or it can be paid for on a monthly

basis in which case it is typically owned after 48 months. DEC 9000/VMS software usually includes an

initial license fee, a one-time distribution media cost, and then monthly software maintenancecosts after

the first year. iBM separatelyprides the operatingsystem front the initial hardwarecost. DEC, on the

other hand, bundles the operatingsystemand several utilities e.g., DECnet, assembler,sorting into the

purchasecost of the VAX 9000.

To compareIBM 3090/VM with DEC 9000/VMS software costs,we will use the cost of ownershipfor

a 5-year time frame. The productsthat were included in the comparisonare: the operatingsystemVM/XA

versus VMS; the following languages:Assembler,FORTRAN, PL/I, C Waterloo C versus VAX-C; ISPF

under VM required for the FORTRAN interactivedebugger;RealTime Monitor/XAMAP/XAMON versus

SPM; DIRMAINT versusAuthorizebundledwith VMS; RSCSandPassTliruversusJnet andDECnet; CCC
versus CMS/MMS/DTM; SyncSort versus SORT bundled under VMS; XMENU versus FMS; Waterloo

Script versus RunOff bundled underVMS; 20/20; SAS and SAS/GRAPH;SQL/DS and QMF versusRdB;

IBM TC/IP versusMultinet TCP/IP; anda user-drivenarchivesystem. The pricesare for an IBM 3090-180

and a DEC VAX 9000-410.

Not included are productsthat do not exist on both platforms. In particular, theseinclude a production

batchsystem,datastaging,andsupport for a StorageTekACS which do not exist on VMS, anda language
sensitive editor which does not exist on VM. We havealso not included a reLational databasesystem that
will run on multiple vendoroperatingsystemsand hardwaree.g., Oracle.

With the above assumptions,the 5-year costs are about *635K for IBM/VM/XA and *580K for

DEC/VMS.

t About 8450K for five years for software.
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5.4. SUMMARY OF RELATIVE STRENGTH OF DEC/VMS AND IBM/VM

Hardware IBM still has larger symmetric multiprocessingmainframessix versus four CPUs, cheaper
disk spacethat occupiesless floor space,cheapermaintenance,and more competition from PCM vendors.

They havebeenbuilding the high-performancehardwarelonger so thereis morecheapsecondhandequip
ment, they have accessto ACSs, and they support the emergingstandardANSI X3T9.3 100-MB/secHigh
PerformanceProcessorInterconnectHPPI betweenCPUs.

DEC, on theotherhand,doesnot requirewatercooling,themainframesrequire lessfloor space,hasmore
advancedclustering,and accessto moreexotic devices,such as CAMAC, Fastbus,andoptical jukeboxes.

Software IBM comes out ahead in YM’s support for multiple guest operatingsystems,which is useful

for testing new operatingsystemsor new releases. It is more powerful than dedicatinga memberof a

DEC cluster to such functions presumingthereare multiple VAXes clusteredtogether and providesmore

powerful tools to assist in testing and installing new operatingsystem releasesand the dependentappli

cations. This leads to less impact on users in the form of reduced length of outage for the cutover and

almosteliminatesdedicatedsystemstime. IBM is also aheadin tapemanagement,archiving, backup,runs

the SLACBATCH/HEPVM production batchservicesincluding job allocation,scheduling,prioritizing, ac

counting, togetherwith schedulingof scarceresources,such as tapeand cartridgedrivesand setupsupport

software. IBM also has the REXX commandlanguagewhich is superior to the DCL commandlanguage.

DEC/VMS is more consistentand requires less tailoring by the customer, it runs on a wider rahge of

hardware from a 1-MIPS pVAXstation to a 117-MIPS VAX 9000-440and providesbetter useraccessto
* multi-tasking. It is also better in the areaof applicationsoftwaredevelopment.In particular this includes

the languagesensitive editor; support for long file names;hierarchical file directories; better granularity

of file accessprotection;cross-languagesystemservicecalls, library support and full-screencross-language
language-sensitivedebugger;and a better code managementsystem.

Networking DECnet is much more prevalentin the HEP community than IBM’s SystemNetwork Architec

ture, and DECnet is better integratedinto the VMS operatingsystemthan TCP/IP. There is at least one

implementationof DECnet phaseIV for VM so this problem can be alleviated though at some extra cost

on the order of *100K. There are also indicationsthat DEC may be aheadof IBM in providing integrated

support for the ISO/OSI standards.

Caveat It should be borne in mind that both vendors and second-partyvendors are trying to fix the

deficiencies. DEC is getting into the mainframemarket in a big way and must have projects to address

the deficiencies1such asconnectivity to ACSs, developlargermainframes,add support for production batch

services,etc. At the sametime, IBM is developingits SystemsApplications Architecture SAA which will

addressmany of the applicationsdevelopmentenvironmentcriticisms.

If one goes to UNIX as opposed to VM or VMS, then the differencesare much more cloudy in the

softwareareaseeSection 9, OperatinjSystems.

§ IBM does marketa VM workstationand the IBM 9370 seriescan also run VM. However they will not
run VM/XA, nor are thesemachinesin widespreaduse in HEP.

32



6. VectorSupercornputers

The main advantageof vectorsupercomputersis their ability to executevectorizablecodeat greatspeed.

Unfortunately,desp.iteconsiderableefforts, therehasbeen only limited successin vectorizingexperimental

high energyphysicscodes. With CPU cyclesto performMonte Carlo calculationsbeing a major requirement

for HEP thesedays, much of the effort is in trying to vectorize Monte Carlo codes, such as the detector

simulationprogramGEANT. As a recent CERN/IBM publication’’ says, "Much more effort is required

to determinethe Monte Carlo computationalnuclei; the final goal, a Monte Cirlo SubroutineLibrary, is

far from being complete." Even then, initially at least,the library will only exist for a single architecture,
hencereducingone’s flexibility in future purchases.The increasein speedthat CERN/IBM" are expecting
for GEANT is a factor 1.5 to 2.0 on averageon an IBM 3090VF. We suspectsomesizablefraction of this

improvementcomes simply from rewriting the code, and thus will also be in thescalarversion.

The way MIPS are coming down in cost on scalar high-power RISC machinessee Figure 1 we

suspect it would be better to learn how to utilize these rather than concentratethe intellectual energy
on vectorizing. We think that the vectorizing code should be a background activity and not drive any

procurements.Basically it is not a big ticket item to add a vector unit to an IBM 3090 or a DEC/VAX 9000,

if peoplehavethe intellectual time and desireto tackle this.

7. Workstations

It is obvious that workstationswill play an increasingrole in HEP computing in the future. Where

today there is a personalcomputeror dumb terminal for each personat a laboratory,tomorrow therewill

he a workstationor X windows terminal for eachperson. The choice betweenX windows terminals and low-

end workstationsis not currently clear. The decisionswill probably be basedon support issues,bandwidth

requirements,and host impacts.

Using the data in Figures 1 and 2, one can makesome predictionsas to what the workstations of the

future may look like. For this we have taken as basesystems,a low-end workstation actually an Apple

Macintosh II CX with a monochromemonitor costing about .55K the current DoE limit for operating

versusequipmentmoney at the local bookstoreand a higherend one a Silicon GraphicsIris 4D/25 Thrbo

costingabout *351K with typical discounts. If we extrapolateaccordingto the trendsshown in Figures 1 and

2, we can predict what one may get for similar prices in the years 1995 and 2000 The resultsare shown in

Table 4.

¶ We would guess that supercomputersprobably havea similar slope to the mainframesin Figure 1.
* We haveassumedconstantmonitor prices but the monitors will be better, higher resolution, more

colors, less desk space,etc..
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Table 4: Price projectionsfor workstationsthat store most of their data locally.

1989

Low

Cost

1995

Low

Cost

2000

Low

Cost

1989

Higher

Performance

1995

Higher

Perforinanc

2000

Higher

Performancc

MIPS

MFLOPS

Primary Store

SecondaryStore

Price

2.5

0.1

4 MB

40 MB

*5K

25

1

40 MB

400 MB

*5K

60

2.5

100 MB

1 GB

*5K

16

1.6

10 MB

500 MB

*35K

96

9.6

60 MB

3 GB

*35K

300

24

150 MB

7.5 GB

*35K

The configurationsfor the 1989 workstationsare typical of workstationswhich makeonly limited use

in sharingdataover the network. In particular, they are configuredwith sufficient secondarystorageto be

fairly autonomous.Simply scalingthe 1989 configurationsto 1995 and 2000 as is done in Table .4, however,

results in workstationswhose major cost componentis in the secondarystorage. For example,over three-

fifths of the cost of the workstationsin 1995 is in the secondarystorage,and by 2000 this hasrisen to over

four-fifths.

Thus there will be pressureto reducethe amountof secondarystorageon individual workstationsand

henceallow an increasein the money put into theother components.This in turn will increasethe demand

to store dataelsewhere,sharingit over networksusing file serversand distributeddatabases.One has to be

carefulnot to go too far in this directiondue to the impact on network traffic. In fact, disk-tessworkstations

arealreadynotoriousdevicesto have asneighborson a network. In Table 5, therefore,we haveconfiguredthe

workstations to have a more modestamount of secondarystorage. This will be used to store the operating

system, the major applications,and data that will never need to be shared. We have not projectedout to

the year 2000 in Table .5 since we do not feel comfortablewith extrapolatingthe current styles of work or

the current technologytrendsthat far.
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Table 5: Price projections for workstationsthat accessmost of their data from network file servers.

The pricesdo not include the network connectioncosts.

1989

Low

Cost

1995

Low

Cost

1989

Higher

Performance

1995

Higher

Performance

MIPS

MFLOPS

Primary Store

SecondaryStore

Price

2.5

0.1

4 MB

40 MB

*5K

50

2

80 MB

200 MB

*51K

16

1.6

10 MB

500 MB

*35K

480

48

300 MB

500 MB

*35K

ComparingTables 4 and 5, it can be seen that one can more than double the performanceof the

workstation itself by storing the bulk of the data elsewhereon shareddisks and tertiary storage. There

is no free lunch of coursesince the datawill haveto be storedelsewhereon file serverswhich cost money

andutilize network resourcesto provide the services.The trick will be to ensurethat the gainsare not for

naught due to network bottlenecks,that there are not unnecessarymultiple copies of the data, that disk

spaceis not wasteddue to fragmentationby residing unnecessarilyon separateworkstations,etc.

8. TertiaryStorage

The increasedemphasison file servers and distributed databasesmeans that we must pay careful

attention to how we are going to store dataand makeit accessibleat minimal cost. We also need to look

carefully at using tertiary storageto minimize the requirementsfor relatively expensivedisk storage.

There are threemain types of secondaryand tertiary storagein use today: magneticdisks, magnetic

tapesand,morerecently,optical disks. Sincepeoplecosts* are going up while computercostsare decreasing,

it is important to he able to accessdata from secondaryand tertiary storagewithout requiring human

intervention. Table 6 shows some typical characteristicsof various automatedi.e., the data is accessible

without human intervention storagemedia. The optical disk parametersare for a DEC RV64 optical

jukebox. The 3480 tape parametersare for an StorageTekNearline ACS. The 8-mm tapeparametersare

for an Exabytejukebox, that is rumoredto be available soon.

* Today industry figures itcosts about $2 per manual tapemount.
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Table 6: Characteristicsof various storagemedia. The cost/GB is for a completesystem. The prices
are list prices.

Optical Disk 3480 Tape 3390 Disk 8 mm 6250 Tape

Burst rea,dspeed 1.33MB/s 4.5 MB/s 4.2 MB/s 7 0.8-1.2MB/s

Sustainedread 262 kb/s 3.5 MB/s 1.4-3.5 MB 500 kb/s 500-800kb/s

Write speed 262 kb/s 4.5 MB/s 4.2 MB/s 500 kb/s 0.8-1.2 MB/s

Seek time 0.15 sec 17 sec 0.012sec ? 2 mm

Mount method pick silo - jukebox ATL robot

Mount tune 10 sec 1.1 sec - 7 45 sec

Media lifetime 30 yr 10 yr - 7 10 yr

Media cost $200/GB $35470/GB - $4.5/GB $66/GB
Capacity/volume 2 GB 0.2-0.32GB - 5 GB 0.15 MB

Capacity/box 128 GB 1200-2000GB 52 GB 500 GB 450 GB

Cost of box $200-$300K $350-8500K *760K *100K $0.25-$1M

Cost/GB *2K/GB *0.3K/GB *15K/GB 50.2K/GB *2K/GB

Storagesize 200 sq ft/TB 100 sq ft/TB 500 sq ft/TB ? 1200 sq ft/TB

It is apparentthat 6250-BPItapesare no longercompetitive in this area.At the moment,the 3480 ACS
appearsto have the edge over optical jukeboxes. The ACS is cheaperpergigabyte, requires less spaceper
gigabyte. can support largercapacitiesone ACS can support up to 20 TB today, and has faster read

and write speeds. The optical jukebox hasan edge if the data is very sparseand stored over very many

volumes. Optical disks also store 3 to 10 times more data per volume than a 3480 cartridge,And yet like

a 3480 cartridge the optical disks are removabkazd taa be canied to a.nothersyster. However, unlike

3480 cartridgeswhich have a standardizedformat, most company’soptical drives cannot read datawritten

by anothercompany’sdrive. Attention should be paid to this area in the future since the optical drive

technology is making greatstrides and is very attractive in the workstationand PC marketplace.

The 8-mmjukebox is a new playerin this market. It looks very attractive on paper.Thereare, however,

still someunresolvedquestions,such as how does it interface to a mainframe,what is the reliability of the
robotics and the recording. Also the largestsystemis rathersmall by REP requirementsand it is doubtful

if volumescan be moved from onejukebox to anotherwithout manual intervention. Not the least problem

however, will be the software to support the device. It has Lo worry about error recovery cannot find

volume,somethingalready in supposedlyempty slot, my arm fell off, etc., optimizing the arm movement,

integrtting into the operatingsystemarid the batch anddevicescheduling,etc. For example,the StorageTek

silo support code under VM is comparablein size to the VM/CMS operatingsystemitself; there are over

800 modules,it runs in a 5-MB virtual machine, it requires over 20 MB of disk spaceto store the code, its
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executingcodespaceis about 2 MB, there are over 170K linesof codeand an estimated40 to 50 man-years

of effort involved. In additionthe extra effort to transportthe softwarefrom MVS to VM was 45K linesof

codeand 8 man-yearsof effort. The effort to integrateit into HEPVM was about 6 man-months.

9. OperatingSystems

Operatingsystemchoice has a larger impact than hardwarechoice in the long term. This is due to the

more stretchedout developmentcycle and lifetime of the operatingsystemand the infrastructurethat gets

built on top of it, including items like user training, applications,etc. There are severaloperatingsystems

in common use in HEP today. The most importantare VMS, VM, UNIX, PC/DOS and the Macintosh

operatingsystem.

Outside the REP community, PC/DOS is by more than an order of magnitudemore popularin terms

of numberof units in place than UNIX, VM and VMS all lumped together. HoweverneitherPC/DOS and

its successorOS/2* nor the Macintoshoperatingsystemrun on mainframesas a nativeoperatingsystem.

They are also proprietary to IBM/Microsoft and Apple, and the source code is not available. Also these

operatingsystemsare not usually heavily used for HEP outside simple applications like word processing,

spreadsheets,and foil preparation. UNIX AIX is generally recommendedby IBM sales representativesfor

IBM PCs, PS/2s and clones if the environmentalreadyhas UNIX, is a heterogeneousenvironment,and/or

computer-intensiveprice/performanceis required.

It would be nice to havea singleoperatingsystemthatspansall the machinesfrom low-endworkstations

to mainframes.Today the only operatingsystemsthat can makesuch a claim are VMS and UNIX. VMS is

well documented,hasa consistentcommandstructure,has well publicized application programinterfaces,

and seldom needschanging by the customer. VMS, however, is proprietary and does not run on today’s

hottest workstations.

UNIX, on the other hand, is non-proprietary,and it runs on virtually all manufacturers’hardware. In

particular, it will run on RISC, Intel PCs, Macintoshesand NeXT machines,arid mainframes,and the

sourcecodeis generallyavailable. Howeverneither Ultrix DEC’s UNIX nor AIX IBM’s UNIX will run as

a single systemimage on the multiprocessormainframesfrom DEC or IBM at the moment. llopefully this

will be fixed in the next coupleof years. Amdahl’s UNIX UTS does support multiprocessorPCMs in a

singlesystemimage mode. There are severalother featurescurrently lacking in mainframeUNIX operating

systemsthat will needto be addressedbefore it cantakethe place of somethinglike HEPVM. Theseinclude

seealsolGl: a batchjob schedulersuch as SLACBATCH; remotejob entry; checkpoint/restartcapability;

support of an automatedcartridge store, full tape volume label support: accountingand reporting; files

should be able to span volumes, a user driven archiving system, a commitmentto support future storage

* Microsoft is reported to be working on a portableversioci of OS/2 which could become the standard
for desk-topcomputing in the 1990s. In such a case, there would he a case to he made for riunmiimig
OS/2 on the mainframee.g. as a guest under VM.
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devices, data integrity and hierarchical storage managementfeatures such as VMSTAGE, FATMEN,LTI

IBM’s System ManagedStorage; and multiple levels of privilege to avoid superuserpasswordproliferation.
Hopefully theseissueswill be addressedin future releasesof Ultrix, UTS and AIX.

Another problem is that not all UNIXes are identical. In order to make the operatingsystemuseful,
manufacturersadd their own featuresfor example,Amdahlhasaddedover 1M lines of code to the regular
UNIX to createUTS. Further, thereare two regularUNIXes emerging,the one being developedby AT&T
and Sunand the one beingdevelopedby the OpenSystemFoundationOSF. Unfortunately,it is lookingas
if HEPmay haveto chooseboth since the AT&T/Sun version appearsto be winning for RISC workstations,
whereasboth DEC and IBM aremembersof OSF.

HEPVM solves many of the problemsthat UNIX and to a lesserextent VMS e.g., no nativesupportfor
an ACS, no productionbatch system,no tape-to-diskstagingsupport,etc.have for mainframes.However
it is proprietary IBM, the CMS componentof VM is not multi-tasking which makes it a poor match
for supportingan X-windows client, and its file system is rather limited in ways that affect its use as a

distributed file system. These include: limited length file names; no file hierarchies; no read, write or
executeprotection at the record or even file level only at the minidisk level and even then no execute
protection,and no multi-write sharing. Someof theseissuesare beingaddressedin the new VM SF8 which
provides file sharing,hierarchicalfile directories,and improveddisk spaceutilization. Even then,however,
VM does not run on workstations,PCs or Macintoshes.

As the operating systemsbecome more and more hidden from the user by windowing systems,dis

tributed databaseaccess,client/servernetwork paradigms,applicationsthat span or run on multiple plat
forms, dataformat conversiontools to allow applicationsto exchangedata.etc., it mayhe that the userwill

not haveto worry as much about the underlyingoperatingsystemson the various machinesbeing different.

Whatwill becomemoreimportantis that userswill be ableto accessfunctionsand datawhile stayingwithin

their own familiar environment.For some time, however, there will still he a need for systemsspecialiststo

configure and customize the workstations amid the various servers.

t The effectivenessof usingVMSTAGE and an ACS at SLAC can he gaugedby the fact that the number
of manual tape mounts would be a factor of 10 greater but for these two tools. Staffing to support
such a tapemounting load would cost roughly an extra $500K/year.

t Without such facilities historically it has taken one person to manageeach 10 to 15 GB of on-line
storage.
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10. NetworkSupport

10.1. HiGH-END WORKSTATIONS

It is expectedthat somehigh-endworkstationswill requirefile accessratesexceedingthoseavailablefrom

today’s Ethernet technologieslessthan about 500 kB/sec. Such workstationscan be directly connected

to 100-Mb/secFiber Distributed DataInterfaceFDDI networks,which cansupport 1 MB/sec today for a

single workstation. If this is inadequate,they can insteadbe connectedto 100-MB/secHPPI-typenetwork.

Such networkscan today support better than 4 MB/sec to the memoryof VME-basedworkstations.

10.2. LOW-END WORKSTAT!ONS

It is expectedthat, for sometime to come,low-end workstations< 510K RISC workstations,POs and
Macintosheswill not be able to afford expensive$12K today direct connectionsto high-speedFDDI or

HPPI-type networks. For such workstations,there exist low-cost Ethernetconnectionswhich can support

file transferand accessrates of a few hundredkilobytes per second. It is expectedthat for sometimesuch

rateswill be acceptablefor such workstations.

File transfer rates for Ethernet-connectedcomputersare expectedto be between 50 kB/sec for a

Macintosh II and 500 kB for a Sun SPARCstation 1 in binary mode dependingon the computer, the

Ethernet loading, the type of file transfer, etc. Workstations which are connectedvia AppleTalk-type

networksappearto support file transferrats of 10 to 20 kB/sec.

In order to sustainsuch performanceto multiple workstationssimultaneously,we needto addressthe

issuesof dividing up the Ethernetsso traffic is to a largeextent local to time individual Etherners.This is done

by separatingthe Ethernetsby meansof routersinto subnets.Theserouterscan, in turn, be connectedto an

FDDI backboneso that there are only two hopsbetweenany two subnets. Eachsubnetsupportsgroupsof

userswith similar dataaccessibilityand communicationsneeds. In this case insteadof all traffic being seen

on all Ethernets,most traffic is localized to the subnet and doesnot cross the router boundaries.Thus the

aggregatetraffic carried by all the subnetsis increasedoverwhat can be carried by a single non.subnetted

Ethernet.

The next step is to provide each of the subnet.ssvith individual file serversso that no one file server is

overloadedand so that to first order, at least, file server traffic does not haveto cross subnet boundaries.

The mastercopy of the physics datais kept on the mainframeon the disk farm and ACS. Conceptually

what we needto do is to providecopiesof at leastsome parts of this data. Ratherthan makephysical copies

we can use the disk sharing ability and clustering of multiple mainframesto provide multiple file servers.

Thus connectedto the largemastermainframeby channel-to-channelCTC connectorswill be one or more

similar or smaller mainframessharing the mastermainframe disks. Thesesecondarymainframneswill he

equippedwith Ethernet interfacesand can henceact as file servers. The impact on the mastermainframe

should be minimizedsince the datadoesnot haveto be copied to the file servers,the file serverscan offload

the CPU load required to do the protocol handling and 1/0, andcontrol information and inter-mainframe

communicationscan be passedvia the CTCs.
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The numberof Ethernet interfacesthat a singlesmaller mainframecan support will probably be lim
ited by the CPU loadtm1 imposedby the protocol loading and the aggregateperformanceone can tolerate.
Probablya singleIBM 3081K classmachinerunning VM/XA or a DEC VAX 6000 runningVMS/Multinet
could support two Ethernetinterfaceswith aggregatetransferrequirementsof 1 MB/sec or more with more
limited requirements.

Evenif the larger mainframedoesnot support UNIX, thesesmaller mainframescould support a UNIX-

type file systemby running UNIX on them since they do not haveto support the production computing

of the larger mainframes.This might provide someperformanceimprovementand also may enhancethe
easeof use as seenby the workstationssince the file serverenvironmentwill be more similar to that of a

workstationrunningUNIX. Howevertwo copiesof someof the datamay be requiredin this case,one in the

format of the larger mainframesoperatingsystemVM or VMS and one in UNIX format.

10.3. OTHER Nnwoiuc SERVERS

In addition to the centralizedfile serversgiven above, there will be many more specializedfile servers.

Thesewill support logical groupsof users. For example,theremight he AppleSharefile serversfor Macintosh

users to provide copiesof the latest application and system software and mail servers,or a mechanical

engineeringgroup may havea server for CAD/CAM data.

There will also need to be other network servicesprovided such as nameservers and authentication

servers.Someof thesewill be highly critical i.e., userswill be severely impacted if they do not exist and

so will need redundancyto provide reliability.

11. PossibleModel for Computing

A straw-manmodel of computing for the SSCL that one nimght build towards is shown in Figure 3.

This model attemptsto addressmost of the concernsand opportunities mentionedabove. In particular

it attemptsto take advantageof the increasingly low cost per MIPS for RISC machines; the improved
information viewing tools for workstations;and the existing mainframesupport for shareddisks, hierarchical

storagemanagement,accessto high performancecartridgeand disk drives, and accessto automnatedhmgh

performancetertiary storagedevices. There are several major computing componentsshown in Figure 3.

These include existingworkstations,newer high-speedworkstations,farmsof computerservers,distributed

group file servers,and thecentrally managedmainframedataserver supportingshareddisk farm accessand

a largeon-line .ertiary storage.Theseareglued togetherby networksof various performanceand costs.
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11.1. W0RKS’rATior4s

Theseexist today and are a major componentof any future computing strategy. They need to be
centrally plannedand supported. By this we mean they need to be networked together, at any given time
a limited set of devices, configurationsand applicationsoftware shouldbe recommended,andsupport and
coordinationprovided. They will hopefully run the same version of UNIX and support many common

applications. They will span the range of low-performanceworkstations today’s PC and Macintoshes
to high-performancegraphicsengines,probablya ratio of around 10 low-performanceworkstationsbeing
bought for each high-performanceworkstation, though this ratio will vary by group. There will alwaysbe

more of the former than the latter and the boundariesbetween the two types will move with time, the

high-performanceworkstationof today agowill be a medium-to-lowperformanceworkstationof 2 to 3 years

time. This rapid depreciationand obsolescenceof technologywill be an issue needingcareful consideration.

11.2. COMPUTER SERVERS

Due to the increasinglyattractiveprice performanceof commercial RISC-basedcomputers,it makes

senseto use theseas computerserverfarms. In order to reducethe managementand pathologicalproblems,
it is probably advisableto use a few high-power computerserversrather than many low-power computer

servers.Using idle workstationsto provide computercycles is questionabledue to the social problems,the
increasedmanagementproblems,and the increasedcoupling of the specificationsof the workstationsand
computerservers; Work will need to be done to extendthe current HEP batch production systemto provide

distributed,computerserversupport. Fermilab has done extensivework in this area.

Assumingthat the typical SSCL Monte Carlo detectorsimulationtakes.5 * io MIPS/secand generates
a 2-MB event, we can use Ethernet-connectedcomputerserversof 100 MIPS each with averagefile transfer

rates of 2 MB * 100 MIPS/5000 MIPS/sec = 40 kB/sec. This averagerate will not stressthe Ethernet.

Presumablythe machinecan be working on the next ‘event while transferringthe just analyzedevent so it

is not dead during the 2 MB/40 kB/sec = 50 sec that the file transfer is going on. In order to provide

some margin of safety betweenthe time taken to. generatethe event and the time to analyzeit, a faster file

transferrateis desirable,say 100 kB/sec,sothat the transferswill takeon average25 secs and thegeneration

5000 MIPS/sec/100MIPS = 50 seeseach. So every 50 secs, each farm machinewill need 100 kB/sec of

the Ethernet,and assuminga dedicatedEthernet can support 500-kB/secaggregatewe can support 50 sec

interval/25 sec transfer time * 500 kB/sec/ 100 kB/sec = 10 such farm machinesin this fashion.

11.3. DATA SERVERS

The need to storeyearlyseveral tens of terabytesof off-line datageneratedat the SSCL by simulation,

real data taking, reconstruction,etc., will require a centrally managedautomatedtertiary storagedevice.

Today’s front runner to providethis serviceis a 3480 ACS deviceconnectedto an IBM or PCM. Such devices
are alreadyfully supportedand integratedinto HEPVM. The performancecharacteristicsof this deviceare

given in Table6. This device can he used to store the raw data, the recomistructeddata, the simulateddata,

and the masterDST.
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The mainframewill alsohaveaccessto a largemany hundredsof gigabytesdisk farm. The performance

characteristicsare given in Table 6. The file transferrates can be increasedby daastripping, howeverthis

will not help aggregatefile transfer rates. The aggregatefor multiple simultaneousdisk I/Os data rates

will dependon the number of paths to the data, and a reasonableconfiguration might yield rates of 15

to 20 MB/sec. The disk farm can be directly sharedat channel speedsby up to four mainframesof the

IBM 3090, 308x and 4381 varieties. Thesemainframescan also eachhavetheir own connectionto the ACS

and the mainframescan be interconnectedby CTC connectionswhich can be used for intercommunicating

and control information. The shareddisk farm will be used to store the smaller and more frequently used

subsetDSTs, the othersbeing kept in the ACS. It will also be usedto store mini-DSTs. Copiesof smaller

mini-DSTs may also be kept on distributed file serverswith a few tensof gigabytesof disk spaceeach.

Eachof the mainframescan havemultiple direct Ethernetconnectionsvia channel-attachedinterfaces

e.g., the IBM 8232 and, more recently, the IBM 3172, or the Bus Tech Incorporated EthernetLink Con

troller. Via routers, theseinterfacescan be connectedto an FDDI ring. By the time the SSCL is ready to

install the mainframe,it is expectedthat the mainframesvil support a direct FDDI connection. Conserva

tively we might expect this to support 1-MB/sec file transferrates.

It appearsthat more and more the driving force in computingis the user requirementsas opposedto

the enablingtechnologies.The usersseethe workstationsmore than the dataserverand, hence,caremore

about how it appearsthan say what systemthe dataserver is running. Thus the workstationsdominate

the computing requirementsand since they will he running UNIX it would be nice if the mainframewere

also to run UNIX. A possiblestrategy for the mainframeprocurementthus would be to requesta generic

JNIX.driven mainframedataserver. The RFP would define the instantaneousi.e., single CPU and the

symmetric multiprocessingMIPS available; the amountsof primary, secondaryand automatedtertiary

storage;the I/O bandwidth and paths to the data; the network protocols, interfaces,drivers, performance

amid CPU loading acceptable:the softwarefunctions and applicationsrequired; and include the requirement

for all the large system featuresalready available amid in use by the HEP community some of these are

mentionedmn Section 9, OperatingSystems. There are at least four mainframe vendors IBM, Amdahl,

LIDS, and DEC and niany peripheral vendors who could bid on such a request, so you should expect

aggressivepricing especiallygiven the SSCL prestigeand its leading role in the worldwideHEP community.

The failback situation would be to run either VM or VMS presuming they have the requisite tools and

functions, until all the tools and functions are available and then migrate to UNIX.

11.4. NETWORK

As mentionedin the section on networking, the Ethernetsshould be subnettedin order to localize the

traffic and, as standardFDDI routers becomeavailable, they should be evaluatedand used to createa

backboneto interconnectthe Ethernets.The speedof off-site connectionsfor some time will be limited to a

fraction of Ethernetspeedsso that the routers to support the off-site conmiectionswill be connectedto the

Ethernet. Care will be neededto provide high availability to servicesby techniques,such as redundancy

and uninterruptible power sources,for critical components.
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As higherspeednetworksbecomenecessary,the SSCL can investigateusing the 100-MB/secHPPI hub-
type fiber optic networks,like the UltraNetwork Ultra. Thesenetwork interfacesalso provide for off-loading
of the protocols from the host. This is done utilizing the lower layer OSI protocols, providedboth endsof
the connectionhavethe appropriatevendor supplied interface. With such a network, memory-to-memory
speedsof40 MB/sec havebeenmeasuredbetweenIBM mainframesand up to 4 to 6 MB/sec for VME-based
RISC machines.

Theremustbestrongsupportfor wide areanetworkingWAN to allow physicistsandsupportpersonnel
to efficiently communicate,compute,sharedata, etc., in order to enableeffectivecollaborationsfrom remote
sites. This will requirehigh-speedWANe, supportingthe protocolsand applicationscommonlyused in REP.

Table 7 showssomeof the dataflows and transferrates that may be expectedbefore 1992.

12. FutureChallenges

There are many challengesfacing HEP computing in the future, below we mentiona few of thosewe
feel will be more important:

1. Recognizingwhich of the enticing new technologiesto invest in, at what stagein the evolution to

step in, and determininghow to integratethemseamlessly.

2. Managingthe data, in particular deciding how to parsethe data into the variousstoragehierarchies,

providing easy-to-usecaching/staging,shadowing,high availability, high-speedaccess,easeof access

and distributedautomatedbackup,and user-drivenarchiving.

3. Network, systemmanagementand environmentmonitoring for lights-out operations.providing high-
speed,highly availableconnectivity.

4. Mammaging and coordinatingthe distributedenvironmentboth at the laboratory ammd worldwide.
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Table 7: Data set transfer times for the typical size datasets stored in the data hierarchiesused in

the model. Both the source of the data and the destination are shown. Typical expected transfer rates

are shown for both multiple simultaneousfile transfersaggregaterates and for individual file transfers

single. Typical dataset sizes are given. Examplesof the datasets would be the masterDST 4 TB,

smallersubsetDSTs 100 GB, larger mini-DSTs 10 GB, smaller mini-DSTs or a micro-DST 200 MB,

single-reconstructedevents2 MB, a sampleof say 10K eventsfrom a micro-DST 400 kB.*

Source Destination Method

Rates

Aggregate

Single

Typical

Data

Set Size

Transfer

Time

ACS Mainframe

memory

Channel 20 MB/s

2.5 MB/s

4 TB 55 hrs

Disk farm Mainframe

memory

Channel 20 MB/s

2.1 MB/s

4 TB 55 hrs

Mainframe

disk

File-server

disk

High Speed

Channel

20 MB/s

2 MB/s

100 GB 1.4 hr&

5.5 hrs

Disk farm File-server

disk

FDDI 10 MB/s

1 MB/s

10 GB 17 mins

2.8 his

Disk farm Workstation

disk

Ethernet 500 kB/s

100 kl.3/s

200 MB 2.5 hrs

0.5 hrs

Disk farm Computer

servermem.

Ethernet

WAN

100 kB/s

10 kB/s

2 MB 20 sec

3.3 znins

Disk farm Workstation

disk

Ethernet

WAN

100 kB/s

10 kB/s

100 kB 4 sec

40 sec

This rate is limited by disk performance.

To achievetheserateswill require multiple paths,such as disk stripping or multiple imiterfaces.

* Thesedataset size estimatesare from a private cornniunicationfrom Harvey Newmanof ‘altech and
are for the proposedL* detector for the SSCL.
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1. INTRODUCTION

Computer networking is now a fact of life for high energy physicists. In

a field where the activities are concentrated at a half dozenmajor laboratories
aroundtheworld, and wherethe participantscomefrom severalhundredfar-flung
institutions, excellentcommunications facilities are absolutelyessential. Add to
this the fact that all high energyphysicsHEP activities are highly dependent
on computers in one way or and another and the needfor effective networking
of thesecomputers is immediately clear. This subjectwas addressedin depth by
the HEPnetReview Committee HRC Report issued in June 1988; a section of

this report is includedas an appendix.

The SuperconductingSuperCollider LaboratorySSCL is the newestHEP
laboratory in the United States;and over the time it takes to completeits con
struction, it will becomethe largest.Computersarealreadyplaying a role at the
SSCLheadquarters,and this will increasedramaticallyasthe staff grows. Dur
ing the initial period,computingwill be importantfor the designof themachine,
simulationof the detectors,basicphysicscalculations,documentgeneration,and
many other uses. For eachof these, it is important that there be a carefully
plannedinternal network for thosemachinesat the laboratory,and that therebe
effective links to the other HEP laboratoriesand the HEP world at large.

2. FUNCTIONALITY

The functionality that is required of an effective computer network is doc

umented extensively in the HRC report. For both the interna.l and external
networks, the traditional required functions re electronic mail, file transfer, re

mote login, and remote task entry. These functions are all supported by the

network protocols that are.currentlyavailable, namely DECnet, TCP/IP and,
to a lesserextent, BITnet. It should be noted that the problem of different
networkingprotocols, which has beena confusing issue in the past, is gradually

beingresolvedby establishingdual-protocolnetworks,where the userhas free
dom of choice. In the long-termfuture, migration to ISO protocolswill provide
a single interfacefor all users.

In addition to the functionsdescribedabove,thereare numeroushigherlevel
functionsthat will be required. A few of theseare task-to-task communications,

distributedfile systems,remotegraphicsdisplays,andnetwork-wideinformation
servicei Thesetypically requirespecializedsoftware and/or hardwareat each
*end of the connection.They also requiresignificant network bandwidth. Many
of the functions in this category have in the past been found only on local area
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networks. However in the near-termfuture, the distinction betweenlocal area
and wide areanetworking will vanish. The prime exampleare physicistswho
have high-poweredworkstationsat their home institutions. To work effectively,
they will needaccessto databasesand code libraries that exist on machinesat
the SSCL andat otherHEP sites. They will needto be able to computeon their
workstationsasif they were a part of local areanetworks that are separatedby
greatdistances!

Finally, the network connectionsshould be able to provide bandwidth for
non-computerfunctions. For example,video conferencingmaybe the only way
to conduct businessin a far-flung international collaboration. The bandwidth
requiredfor thesepurposesis a significant, but would be only a modest,addition
to the total requiredfor computing.

3. BANDWIDTH

For the internal networking at the SSCL, a single laboratory-wideEthernet
10 Mb shouldsuflice for the short term. It will be necessaryto separatesome
sectionswith heavy, localized traffic from the restof the ethernetby bridges. In
the medium term future, thereshouldbe a high-speedbackboneca. 100 Mb
connectinglocalized ethernetsat severaldifferent SSCL locations.

Thebandwidthneedsfor external connectionsneed to be viewedin the larger
context of the entire HEP program. This is not just becausethe sharing of
resourcesis sensible,but more importantly becausethe participation of all of

HEP, including the other nationallaboratories,is essentialfor the successof the
SSCL. Theseneedshave also beenstudied in the HRC Report, although some
would arguethat it is alreadyout of date. Basedon this report andmorerecent
experience,it is recommendedthat the major HEP sitesneedto be connected in
the short term 1989-1990by a Ti 1.5 IVIb network. The important links in
this networkshouldbe upgradedto T3 bandwidth50 Mb asearlyas1991. This
is not the placeto detail the network topology, but obviously the most important
links will be thoseconnectingthe SSCL to the otherHEP national laboratories.

Network connectionsfrom the US to Japanand Europe have basically the
samebandWidth requirementsas the domestic links. However, becauseof the
higher cost for transoceaniccable, it is prudent to recommendroughly half the

bandwidth in thesecasesrelative to the most important domesticconnections.
This is trueevenif the cost is sharedwith theotherend. It is important to specify
that the major international connectionsmust be routed over terrestrial cable
becausethedelaysthat are intrinsic to satelliteconnectionsare unacceptable.
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4. EXISTING NETWORKS

It is possible that most or all of the extenial networking needsof the SSCL

canbe met by networksthat now exist or are currently being implemented. The

SSCL is currently connected to the HEPnet DECnet via a 56-kb leasedline to
LawrenceBerkeley Laboratory. It is also connectedto BITnet andNSFnet via

the University of Texas at Austin. This meansthat it is currently possible to
obtain all the traditional network functions referred to above. However, these

connectionsshould quickly becomeinadequateas activity in Dallas increases.
Login responseto and from the other HEP laboratoriesis already becoming
sluggish.

By early next year, the SSCL will be installed as a node on the Ti ESnet
backbone. This backbonewill carry both DECnet and TCP/IP and possibly
also X25 and will connectall DOE Energy ResearchER laboratories.It will
also connect to several regional networks and to the principal foreign links. A
mapof this network is shownbelow. Thereare planson a two-yeartime scaleto
upgradethe most heavily usedlinks in this network to T3 lines. The bandwidth
andcostsof this network aresharedby the HEP, SSCL, andother ER divisions
of DOE. If this network is successfullyimplementedand upgradedon a timely
scale,it shouldbe able to meet most of the networking needsof the SSCL.

It is also recommendedthat the SSCL be connectedas directly as possible
to the NSFnet backbone.*This network is complementaryin purposeto ESnet,
but is much larger in its constituency. It reachesall the regional networksin the
US, may soon have Europeanconnections,and will have T3 serviceon its main
backboneas early as next year.

Finally, the service that is provided by the above networksmust be closely
monitored. Pressureshould be brought to bearon ESnet to upgradeor reconfig
ure those connectionsthat are saturated. The eventualpossibility of dedicated

links from SSCL to the other HEP laboratoriesmust also he kept as a contin
gency.
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5. HEPNET

Oneof the prindpal recommendationsof the HRC Report was the establish

ment of a HEPnet managementoffice headedby the HEPnet Manager. This
officeis to coordinatethe infrastructurethat we know as HEPnet togetherwith
the help of the HEPnetTechnicalCoordinatingCommitteeHTCC. HEPnetin
this senseincludesnot just the networks that provide the connections,but also
the way in which they servethe HEP field asa whole. The HEPnetmanagement
is now centeredat Fermilab and the HEPnet Manageris Phil Demar. It is cru
cial that the network expertsat SSCL work closely with Phil and the HTCC to
successfullyintegratethe SSCL into HEPnet. It is also essentialthat the SSCL
play an active role in the managementof ESnetthrough their representativeon
the ESnet Site Coordination CommitteeESCC and the HEP representatives
on the ESnet SteeringCommitteeESSC.
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APPENDIX
"Importanceof Networking to HEP"

from HEPnetReviewCommitteeReport

Wide-areacomputer networking is a relative newcomerto the apparatusof
high energyphysics. One of the first tasksof the committeewas to understand
how much importanceto attach to this new capability. It is possible to argue
that in theabsenceof networks,physicistswould continueto do effectiveresearch,
copingas always with the difficulties of working on thefrontier. While this view
no doubt containsmuch truth, the committeehascometo believethat, in fact,
without the growth of HEPnetover the last decade,the style of HEP research
would have taken a much different direction. Lacking the widespreadnetwork,
collaborationswould not havegrown to include so many institutions andmuch
more travel would be neededin order for the smaller collaborationsthat would
exist to work together effectively. The most eloquent testimony to the vital
role of wide areanetworking in HEP today is the individual decisionsmadeby
essentially all experimentalcollaborationsand researchgroups,with their tight
researchbudgets,to leasetelephonelines andbuy the hardwarenecessaryto join

the network. There are now well over iOO lines leasedfor high energy physics,
eachof which was installed for a particular researchneed. Groups today find
that theyliterally cannotfunction aseffectivemembersof collaborationswithout
network connections,to their collaboratorsand to their e*periment. Yet for this
absolutely essential function, the DOE HEP progia.m spends only 0.6% of its
funds on wide areanetworking.

Looking ahead, it is clear that the successfulmounting of experimentsfor
the SSCL, and indeed the design of the SSCL itself, will involve even wider col
laborations than exist now. It may not he too strong a statement to say that

accomplishmentof thesetasks barring a wholesalereorganizationof physics em

ployment will not be possiblewithout computernetworking that is considerably
enhancedover what is available now. It is already true that the R&D that has
beendonefor both the SSCLandits experimentshasrelied implicitly on HEPnet
andothernetworks. The Central Design Group coordinatesthe work of many re

searchersat their home institutions with a largepart of the communicationusing
HEPnet andother networks. While initial thinking about experimentshasbeen
centeredat workshopsand summerstudies,even more advanceand follow-up
work hasbeen and is being done by internationalgroupsat widely separated
institutions,using the networkfor communicationandfbr computing. Thesefar-
flung collaborationsmade possible by the existenceof the network will rapidly
increasetheir activities, and their support will necessitateearly establishmentof
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the SSCL site as a major networkingand computingcenteronceits location is
settled.

Experimentsin high energyphysics havelong beenintimately connectedwith
computers.Computerscontrol experimentsand record data. Both in real time
during datataking and during later analysisphases,speciallywritten programs
turn the high volume of raw data into forms that can be comparedwith the
abstractionsof theoretical understanding. Modem experimentsare the result
of extendedcollaborations,involving groupsof researchersat institutions across
the country and often on two, or even three, continents. The codesand data
generatedby theseseparatedgroupsmust be combinedin a continuingprocess
to designthe experiment,operateit for data taking, and analyze the resulting
data.Time anddistancescalesaresuchthat the communicationneededfor such
collaborationcanonly be accomplishedby establishingwide areanetworks,tying
togetherthe computersusedby thevariousgroups,andgiving remoteresearchers
accessto laboratorycomputerscomparableto that availableon site. We notethat
installation of high-performancelocal areanetworkshasbeena high priority at
all of the acceleratorlaboratoriesin the last severalyearsand that their existence
is now takenfor grantedasa necessarypart of theexperimentaland accelerator

operationprograms. The wide areanetworks betweencomputersalso provide
enhancedwritten communicationbetweenseparatedcollaboratorsthrough the

medium of messagesand computer mail. The papers reporting the resultsof
the researchwill most likely alsobepreparedcollaborativelyon severalcomputers

in the collaboration.

Already now and to an increasingdegree,theoreticalwork in HEP also de
pendsheavily on large computersfor evaluationof theoriesthat cannotbe solved
analytically and for symbolic manipulation. ‘Such theoreticalwork also often re

lies on networks,either for reasonsof remotecollaborationasdiscussedaboveor

becausethe necessarysupercoinputersarefew in numberandmay not be located

at a given researcher’sinstitution. Designof detectorsand acceleratorsalready

rely heavily on a scaleof computingthat canonly be accessedover networksfor

most of the researchersinvolved. Whetherusingsupercomputersor not, theorists
have also benefittedfrom the ability of networksto providecommunicationsfor

long-distancecollaboration,enablingcollaboratorsto work closely togetherwho
could not otherwisedo so.

Thus a wide areacomputernetwork is an essentialfacility for most work in

high energyphysics. Unlike many other facilities, such as the detector for an

experithent,it is a facility that by its natureservesthe entire field and not a sin

gle collaborationor even a single laboratory. Since a given institution will often

be involved in more thanone collaborativeeffort; networksset up for individual
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collaborationswill inevitably mergeinto onenational, and by the sameprocess
international, network. Thus the usual model of funding facilities for a partic
ular piece of scientific work after its approval by a laboratory-basedprogram
committeebecomesunwieldy when appliedto computernetworking.

In fact, the presentHEPnethasgrown in just this way, with lines andother
equipmentbeing installedto meet the needsof a particular researcheffort and
then often being usedalmost immediately by other projects that needconnec
tivity betweenthe sametwo points. The result is that the bandwidth installed
for onepurposeis often inadequatefor the shareduseand the responsibility for
funding andmanagementof the network is blurred. The network hasnow grown
to the point that rationalizationis needed.The questionmust be facedwhether
or not a nationalor internationalnetwork for high energyphysicsis a facility
that must be providedcentrally for the useof the whole field.

The committeewasaskedin its chargeto determinethe appropriatepriority
of networking relative to otherneedsof the high energyphysics program. Our
major conclusion,asoutlined above,is that a capableandwidespreadcomputer
network is a necessityin order for researchersto makeefficient useof the other

facilities provided. As such,it must be givenequalpriority with the other com
ponentsof the program. A new accelerator,detector,or computerfacility needs
a correspondinglevel of networking in order to accomplishthe researchtask for
which it was intended. In this light, the 0.6% of DoE REP funds currently spent

on wide areanetworking seemssmall indeed. The analysisin this report shows
that for a network that would better match the needsof the field, the fund
ing should he approxiniately doubled in FY 1989 and approximately tripled in

FY 1991.
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California Institute of Technology
Pasadena,California 91125

ABSTRACT

We discussa modeloff-line computingenvironmentat the SuperconductingSu

per Collider LaboratorySSCL for the early developmentalstagesof experiments

during 1990-1992.The transition to largerscalecomputingsupportfor the startup

of SSCLexperimentsis also briefly discussed.Theenvironmentis initially basedon

a balancednetwork of workstations,which have adequatecomputing power, disk

space,input/output I/O andneworking capabilities,and the full rangeof inter

active graphics,computingandsoftware developmenttools, to support the initial

simulation-dominatedcomputing task. Once terabytesamplesof simulatedevents

havebeenstored on tapes, theemphasiswill shift to the developmentof reconstruc

tion programsand databases,and to more realistic physics analysis studies with

simulatedevents. A shift to a more centralizedand managedenvironmentwith a

very largedata handlingcapability will then be needed.By 1992, the primary focus

of the environmentshould be a central computing facility at the SSCL site, com

plementedby high-speedwide area networksto support preparationsfor the SSCL

experimentson a nationwide and a worldwide scale. The central facility will be

the primary file server,event server,databaseserver,data communicationsengine,

dataandsoftwarerepository,andcoordinatingcenterfor the majority of activities

relatedto computing for SSCLexperiments.
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1. INTRODUCTION

The off-line computing task for SSCL experimentspresentsa numberof new

challengesto the physicistsplanningexperimentsand to the SSCL..Earlyestimates

havebeenmade [1,2] of the computingpowerrequired,by scalingup from experi

mentsat the Fermilaband CERN pj5 collidersandat LEP, andmorerecentstudies

have limited themselvesto stating someof the individual near-termproblems,to

a discussionof the simulation tools [3], or to specific proposalsto solve the most

computer-intensivetasks 141. In this report,we attemptto presentan initial model

of a computingenvironmentfor the startupphaseof the Offline ComputingTask at

the SSCL. The model is basedlargely on the experienceof the LEP experimentsat

CERN [5,6], andmorespecificallyon theexperiencegainedby L3 [7,8,9] in building

up its computingandsoftwaresystemssince1981,during a periodof rapid changes

in computing technologyand in physicists’ working methods.

Following the discussionof the ComputingPlanningCommitteeat the SSCL on

December12-13, 1989,we presenta model computingenvironmentwhich is initially

dominatedby workstations. The workstationswill provide both the large central

processingunit CPU power, and the necessarysupport for interactive graphics

andphysicsanalysisduring 1990 and 1991, when the principal tasksarerelatively

few large-scalesimulation activities. Oncelargedatasamplesare stored,andeven

before the developmentof realistic reconstructioncodes,databases,and software

basesbegin, the balanceof computing tasks will shift. Data handling and I/O

capacityfor readingand writing samplesof simulatedevents, and for serving the

eventsanddatabaseparametersacrosssite-wideandworld-wide networkswill soon

be on the critical path, along with computingpower,as discussedin the following

sections. -

The needfor handling large datasamplesis expectedto start in 1990, when

experimental designs for SSCL proposals,and the determinationof the critical

tracking and calorimetricparameterswhich are neededto extract the physics sig
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nals under the demandingworking conditions at the SSCL, are underway. The

acquisition of a flexible central computing facility at the SSCL, with a very large

I/O-handling capacity, which can be integrated with a large set of workstations

over local area networksLANs and wide areanetworks WANs, will be required

no later than early 1992. One natural choicefor the central facility, given the op

erating systemrequirements,and the long-term product stability requirementsfor

serving the SSCL collaborationseffectively, is a mainframe. The mainframe’s I/O

handling,datamanagement,datacommunications,andtaskschedulingcapabilities

may be complementedby the high CPU powerper unit cost available in high-end

workstations,someof which may serveas dedicatedcomputer-servers.

The degreeof system integration achievablethrough high-speedconnections

betweenthemainframeandthe computer-servers,andover to the LANs and WANs

to support interactive computing, software development,and graphics,will be a

determiningfactor in the overall system’s effectiveness.The criticality of system

integration, and the efficiency and degreeof transparencyof the network server

software,as well as the network bandwidths,will increaseas the size of the SSCL

collaborations, the number of users, and the scale of data storageand handling,

increase.

The transition from the initial workstation-dominated,simulation-dominated

phase to the later phasesleading to SSCL startup is assumedto be continuous.

This means that the initial choicesof workstations and software tools will have a

substantial influence on future acquisitions on the basis of backward compatibil

ity in the long term. The useof commerciallyavailable computingsystemsand

manufacturer-supportedhardwareand software is therefore to be preferredover

special-purposecomputing devices.

2. PHASE I STARTUP ENVIRONMENT: 1990-1991

The model startupenvironmentis shownschematicallyin Figure 1. The envi

ronmentincludes:
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Figure 1. A schematicview of the model PhaseI 1990-1992 computing
environment for the SSCL. A range of graphics workstations, including simple
monochrome,color, three-dimensionalhardware-assisted,and high-endRISC sta
tions are groupedinto Fiber Distributed Data Interface FDDI rings. The rings
are interconnectedby fiber optic links running at T3 speeds.Eachring hasa fast
link to a nationwidewide areanetwork WAN labeled SSCnet. The numberof
stationsand the distribution and quantity of disk spaceis only meant to be an
illustration. The many low-end stations which will be in use throughout the SSC
site areomitted for clarity.

Central Lab
FDDI LAN

SSCNET
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* A rangeof high-endRISC andmedium-speedpersonalworkstationsto pro

vide thefull rangeof tools for interactivehigh energyphysicsHEP comput

ing, softwaredevelopmentand graphics,as well as CPU power. Additional

low-endstationsmay provideeachphysicist with local softwaredevelopment

and somelocal computingcapability at low cost, along with the ability to

executejobs remotelyon morepowerfulworkstations.

* Arrays of Winchesterdisks directly attachedto eachof severalhigh-endsta

tions, where the station attachedto an array actsprincipally as a sourceof

CPU power.

* A fast LAN directly connectingthe workstations. Direct connectionsof the

- workstationsto the 100-Mb/secFDDI see [10] are preferred, to provide

sufficient bandwidth1 MB/sec andup for interactiveandnetworkfile access

applications.

* A fast WAN connectionto a nationwideand worldwide network supporting

interactive file accessbetweenremote sites and the SSCL at high speeds.

Principal links in this network should be at Ti 1.5 Mb/sec by 1990 and

higherbandwidthsby 1992. Individual userson remoteworkstationsshould

be able to obtain sustainedbandwidthsof at least 0.1 Mb/sec by 1990 and

substantiallyhigher bandwidthsby 1992.

This. environment is designedto be cost-effective in satisfying the needsfor

CPU power in the near-term, principally for simulations. At the same time it

should provide a sufficient rangeof software, graphics,and networking facilities,

making it a soundbasisfor preparationof the softwarefor SSCLexperimentsover

the next severalyears. Given the rapid rise of thedatahandlingproblem,expected

to causea shift in the environmentalarchitectureto PhaseII no later than 1992,

the PhaseI environmenthasbeenchosento consistof processorsand systemsthat

can be usedas an integral part of the PhaseII environment. It is particularly
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important that the working methodsusedby the physicistsin their daily work can

continue,without completediscontinuityduring the PhaseI to PhaseII transition.

The proposedPhaseI environment, which is dominatedby workstations,satis

fies thesecriteria. Integration of workstation LANs into an overall hybrid environ

ment consistingof workstations and mainframes, is now underway at CERN, for

the L3 collaboration.

3. WORKSTATION CHARACTERISTICS

The workstationsin the environmentare full-fledged computers,mainly but

sometimesnotexclusivelyfor singleusers.Theseworkstationsareto be the princi

pal working tools for physicistsinvolved in computingfor SSCL experiments.They

must be capableof running the largestHEP FORTRAN programs,including those

used for detectorsimulation and designstudies, and later for production recon

structionandphysics analysis.The workstationsmustprovidea full set of software

tools so that themainstreamdevelopmentof simulationandreconstructioncodes,

physics analysisstrategies,interactive graphicsdisplay programs,and new menu-

driven applicationscanbe producedefficiently for each SSCL collaboration. The

typical workstation characteristicsca. 1990 which are requiredfor HEP applica

tions are also see [10]:

* A high-resolutioncolor graphicsscreen typically 1024 x 1280 pixels now;

possibly 1200 x 1600 pixels by the end of 1990. Additional display manager

hardwareand/or firmwaresupport to speedlow-level graphicspixel opera

tions to the screen. Three-dimensional graphicsperformancein the rangeof

lOOK medium range to 1M vectors high end transformedandclipped per

second.

* Operatingsystemsupport for a largenumber32 or more processesrunning

simultaneously,eachoptionally associatedwith a text or graphicswindow
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on the screen.The ability to open a window associatedwith a processrun

ning on a remotenode network-widecomputing. The ability to accessfiles

transparently anywhereon the network network-wide file access. -

* Computingpower for single CPUs in the rangeof 4 medium speed to 30

high end MIPs VAX 11/780 equivalents,where CPU power is measured

for relatively large HEP codeswritten in FORTRAN. Availability of multi-

CPU stationstypically four to eight to provide total CPU power in a single

computer-serverof up to 200 MIPs.

* Requirementsof 8 MB of memory for medium-speedstations; 16 MB for

single-userhigh-endstations;32 to 64 MB for computer-servers8 to 12 MB

per CPU.

* The ability to supportoneor more largelocal Winchesterdisks over a stan

dard high-speedinterfacee.g., SynchronousSCSI over VME at 4 MB/sec.

A typical disk volume is 0.6 GB formatted in 1989, and it is expectedto be

1.2 GB by theendof 1990. Medium-rangestationsshouldhaveonelargedisk,

high-endsingleCPU stationsshouldhaveone to two disks. Computer-servers

with multiple high-endCPUsshould havelocal disk concentrationsof 10 GB

and up limited by availableproducts.

* Theability to supportoneor morelocal tapedrives. Exabytedrives with large

capacity to 2 GB hut slow speedtypically less than 200 kB/sec attached

to workstations are available. Direct connections to the new, compact 3480

cartridge tape drives at 1 MB/sec or more are expectedin 1990 or early

1991. Direct connection of multiple tape drives to the CPU serversin the

environmentwill be a distinct advantage,if possible.

* An excellentFORTRAN compiler, which takesfull advantageof the pipelining

availablein the RISC processorarchitecture. An excellentdebuggingenviron

ment in which the userhasmultiple windowsin which to view simultaneously:

1 the current programsourceline being executed,2 theprogramtext out
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put, 3 onemoregraphicsoutput stream,and4 commandsto the debugger

enteredin text from the keyboardor by clicking on a menu with a mouse.

* An integratedset of high level three-dimensionalgraphicstools. An important

feature for HEP applicationsis the availability of highly structuredgraphics

objectse.g., thePHIGSstandardor APOLLO GMR3D to matchthe useof

datastructuresin HEP code.

* Menu-driven applicationswith user input from a mouse. The availability

of a meta-language-to constructnew menusfor specific applications. HEP

applications,as in the graphicsprogramsusedfor scanningand interactive

reconstruction,arehighly complex. In additionto multiple viewports andthe

option of severalsymbolicrepresentationsof reconstructeddata,hundredsof

menupanelsand subpanelsmay be used logically structured,severallay

ers deep.t Each subpanelcorrespondsto selectionof a program option or

displays a piece of numerical information.

Leading ca. 1989 workstations which satisfy most of the above requirements

are manufactured by APOLLO DN10000, DN4500 Series or Silicon Graphics

IRIS Power and 4D Series. Other RISC workstationswith performancesat or

near the top of the range are manufactured by MIPS Computer Systems, Inc.

R52030,and more recentproducts basedon the R6000 chip, Digital Equipment

CorporationDECstation 3100, DataGeneralDG Avion, EverexModel 8820,

HP Model 9000-835,and Sun SPARCstation [11. IBM has also announceda

PC/RT which will provide 25 MIPs probably not VAX 11/780equivalents,with

a $1OK baseprice, andwith the option to haveup to 8 CPUs. However,APOLLO

and Silicon Graphicsare currently the only choiceswhich offer the necessaryper

formance/costcombinedwith the full rangeof featuresrequired for the working

environmentdescribedabove. As the field of workstationsis progressingextremely

* L3’s interactivegraphicssystem,running on APOLLO workstationsand basedon DOMAIN
DIALOGUE, is an exampleof an applicationof this type.
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rapidly, a review of APOLLO, Silicon Graphicsand alternatives, including a de

tailed considerationof processor,networking, peripheralsand software products

expectedto be availablein 1990, will be neededat the time of thefirst acquisitions

in 1990.

From the above discussion, it is also clear that the workstationsconcerned

are to be distinguishedfrom Macintoshes,PCs even if 80486-based,or NeXT

computers. Eachof thesehasit own attractions,as text and graphicsprocessors

in the caseof MacintoshII’s, or asa developmentplatformfor new object-oriented

REP applicationsin the caseof NeXT [12]. However, it is my view that near-

term acquisitions,leadingto theprincipal computingtools for SSCLcollaborations,

shouldconcentrateon the morepowerful and REP field-testedRISC and top-end

CISC-basedworkstationarchitectures.

4. PHASE I COMPUTING AND NETWORK

REQUIREMENTS

CPU Power Requirements

Initial estimatesfor the PhaseI requirementsfor the SSCL are discussedin

the December 1988 Computing Task Force Report [13]. The PhaseI estimates

are centeredaroundevent simulationsfor physicsanddetectordesignstudiesby a

small- to medium-sizeusercommunity 10 FTE in FY89; -40 FTE in FY90; 80 FTE

in FY91. At the December1989meeting,a discussionof theseandother estimates,

and of the economically feasible near-termoptions, led to the following targetsfor

CPU power to be installed at the SSCL:

1 500 MIPs by 10/90,

2 1000 MIPS by 4/91, and

3 4000 MIPs by 4/92,
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wherea MIP is definedas a VAX 11/730 equivalent. Thesetargetsare achievable

throughthe installationof existing high-endRISC workstations,as discussedbelow.

This level of CPU power will support a limited numberof runs of the following

examplejobs:

1 106 fast parametrizedshowerevents,possiblyincludingtracking. Eachevent

requires400 MIP/sec i.e., 400 sec on a VAX 11/780, with a maximum

turnaroundtime of one month. This leadsto a peak CPU needof 150 MIPs

for this job alone.

2 tO5 fast showerevents,with a maximumturnaroundtime of two weeks,lead

ing to a peakCPU needof 30 MIPs.

3 to4 full simulation events. Each event, with a typical energy depositedin

the calorimetersof 2 TeV, is estimatedto take 12 hours to completeon a

VAX 11/780. Requiring a maximumturnaroundtime of one month leadsto

a peak computingneedof 160 MIPs for this job alone.

The computingtime estimatesgiven for examplejob 3 agreeapproximately

with the results of scaling up L3 simulation timings for LUND eventsat LEP

PhaseI. Bootstrapmethodswhich usepregeneratedlow-energyshowersto com

plete a high-energyshowerwhich is terminatedonce relatively high cutoffs are

reached[14,15], may yield speedupsof up to a factor of 10. Greaterspeedups,

as neededfor examples1 and 2, therefore require idealized detector geome

try and/orparametrizationof at least parts of the electromagneticand hadronic

showers.

It shouldbepossibleto exploit the timing/accuracytradeoffin theearlydesign

phasesof an experimentin order to meet the CPU time-per-eventtargets. The

acceptablelimits of loss in accuracy,andtheoptimumtradeoffs,will requirecareful

study. This study is, in itself, a highly CPU-consumingactivity with boundsthat

cannotbe precisely determinedin advance. Viewed in this light, the scenario of

computingneedsgiven above is quite restrictive.
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The scenariois also restrictivehi that a very limited numberof jobs may be

donewithin the total CPU powerto be provided. It is particularly confiningin the

numberof full simulationeventsthat may be done, as someestimates[13] give the

number of simulatedbackgroundevents which are requiredin the rangeof io to

106. Studiesof signals faked by the pile-up of multiple backgroundevents,of rare

showerconfigurations,andby the overlapof eventsandbackgroundfrom the SSCL

machinewill thereforehaveto be limited in scope,or eliminatedentirely from the

initial studies.

As SSCL startup draws nearer, larger data samples,more extensive physics

studies,anda more accuratepicture of the true capabilitiesof SSCL detectorswill

certainly be required. The restricted scopeof the PhaseI targets will then have

to be expandedto progressivelyprovide the full supportfor the preparationof the

SSCL experimentalprogram.

Estimated Data Volumes: 1990-1992

The dataflow from the examplejobs given abovehasbeenestimatedin Ref. [13]

and in specialized studies. Since the CPU power which is foreseen results in

turnaroundtimes of oneweek to severalmonthsfor significantsamplesof simulated

events, a largedatavolume must be stored. If an order of magnitudemore CPU

powerwere available,the tradeoffin cost betweendatastorageand resimulationof

event sampleswould be different.

The eventformatsfor early simulationstudies must therefore contain a descrip

tion of the energy flow in showers,at a sufficient level of granularity so that the

simulatedeventsmay be usedandreused,for more thanonespecific detectordesign

andmore than onerunning condition. The lengths of theseevents thus have little

to do with the fully digitized data structures,typically estimatedat 0.5-2.0 MB per

event,that will be written by a productionsimulationprogramfor an experiment

at SSCLstartup. However, the storageof enoughinformation to allow an accurate
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simulation of energyhits in calorimetercells, aswell as tracks, for a typical event

with 1 TeV in the detector, still requireson the order of 1 MB or more. This

estimateis supportedby Ref. [13], where an estimateof the tracking and simple

parametrizedcalorimetric information leadsto a lower-boundestimateof 0.3 MB.

Examplejob 1 above could thus easily write 1 TB of dataover the courseof a

month. Severaltasks like examplejob 2 above, running at the sametime, could

producea similar volume of data.

Assumingfull exploitation of the availableCPU power, and long-term storage

of accuratebut still approximateenergy flows and event tracks, the total rate

of writing data would exceed 30 TB/year by the end of 1990. Note that this

datavolume would representonly ‘-‘1 simulated event of 1 MB/sec. The rate

of writing datawould rise to approximately250 TB/year by the endof 1991. 11

this straightforwardstrategywere followed, the data to be storedwould be the

equivalentof 30K Exabytetapesof 5 GB eachexpectedto be availablein 1990,

or 10 to 20 times that numberof 3480 cartridges0.2 to 0.4 GB eachby the end

of 1991. This is of the sameorder as the storeddatavolume expectedto result

from the first severalyearsof LEP running. The expenseof storing, managingand

distributing copiesof portions of this datawould not be cost effective, relative to

the provision of additional CPU power to resimulatesome of the event samples.

The associateddisk spacerequiredfor stagingfiles in and out from tapeand for

short-termstoragefor daily interactive computing with files on local disks would

also be prohibitive.

On the basis of this discussion,it is clear that a maximum typical event size

on the order of 100 kB is requiredto keep the datavolumes resulting from the first

simulationstudieswithin reason.This will undoubtedlyrequiresomecarein data

compaction,and in the choiceof the datato be stored. Limited samplesof - iO

accuratestoredevents0.1 TB may still be storedon 300 to 600 3480 cartridges

or on 30 to 60 Exabyte tapes, along with one or more samplesof 106 eventsof

iO byteseach. The time to read backand processe.g., reconstructany of these
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samplesis cumbersome,but not out of the question. By using severaltapedrives

and several CPUs in parallel to reanalyze the events, the time to reprocessthe

samplefor a new study may be as little as a few days,if little CPU time per event

is required.

It is obviousthat event sizes well below 100 KB per event are highly desirable,

as in anefficient DST format. The usefulnessof theseeventsis limited, particularly

when the nature of the detector, the backgroundand pile-up problems, and the

effect of the details of the resolution on the separationof the signals from the

backgroundare understudy.

Magnetic Disk StorageRequirements

The following requirementsare based on being able to use simulatedevent

formatswhich are typically 100 kB per event,as describedabove.

Basedon recentexperience,we will assumea minimum requirementof three

daysworth of dataon disk severalgigabytesor severaltypical files for staging

operationsto and from tape. In addition we will assumethat one to two typical

data files of 1 GB arerequiredon disk at any one time for eachFTE [3,10]. Because

of the benefit in working efficiency and the relatively low cost approximately $3K,

each user’s general disk spacefor softwareand a variety of small files is assumed

to be 0.3 GB in 1990 one medium-sizeddisk rising to 0.6 GB in 1992. Several

gigabytes of disk space will also he needed for distributed system software and

utilities.

Theseestimateslead to an overall estimateddisk spacerequirementof:

1 100 GB by 4/91, rising to

2 400 GB by 4/92.
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Local Area Network Bandwidth and Dedicated Links

The speedof the local areanetwork that connectsthe workstations in the pro

posedPhaseI environmentwill be critical. The bandwidthof the network must be

sufficient to provide remote file accessandsupport for running many processeson

remotenodes. However, the speedof token rings and the basiceffective speedof

Ethernetshave increasedlittle over the last 5 years, while workstationprocessing

powerhasincreasedby 1 to 2 ordersof magnitude.Onceseveralhigh-endworksta

tions areconnectedtogether,it is easyfor usersto bring the relatively robust token

ring network by 1989 standardsto its kneesby running a few largeHEP programs

which readfrom or write to remotedisks. File transportto and from remotedisks

must thereforebe limited in order to maintain overall interactive responsiveness.

The origin of the disparity and a partial near-termsolution is the FDDI local

areanetwork standard.Many of the leadingworkstationmanufacturersdecidedto

wait for FDDI, asa widespreadstandardthat is expectedtobe usedaswidely in the

future as Ethernet is usedtoday. After 10 yearsof standardsdevelopment,FDDI

is only available in a few implementations,most of which function as the means

of coupling bridging two Ethernets.The leadingworkstation manufacturershave

direct FDDI connectionsin beta-test,with productreleasesexpectedto start in the

first half of 1990.

FDDI can provide 1 MB/sec today [10] for a single workstation, in contrast

to 50 to 100 kB/sec for lightly loaded Ethernets, or 150 to 250 kB/sec for the

fastest lightly loaded token rings. It is thereforeimportant to obtain direct FDDI

connectionsfor thehigh-endcomputer-serversandsingle-userstationsin the SSCL

environment,if possibleat reasonablecost in 1990. The use of a limited number

of high-speedchannelHSC connections,with a raw speedof 100 MB/sec and a

throughputof 4 MB/secto VME-basedstationsseeRef. 10 is alsoworth exploring.

In order to get a feeling for the expectedcapability of an FDDI LAN, one can

scalefrom thecurrentL3 APOLLO token ring LAN. Routine file copyingof 10-MB
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files is possible, as is occasionalfile copies typically one hour of 100 MB files.

However, copying a few of thesefiles simultaneouslycan slow down the network

very noticeably for all users. For a performanceincreaseof a factor of 5 to 10

with FDDI, one might expect to occasionallybe ableto copya 1-GB file acrossthe

network. But suchfiles cannotbe copiedoften, by any useron demand,without

degradingthe overall interactiveresponseexperiencedby otherusers.

A more effective solution may be the developmentat SSCL or at another

REP laboratory of a high-speedlink running over an HSC betweentwo work

stations.HeterogeneousIBM-APOLLO andVAX-APOLLO links havebeendevel

oped, over an IBM channel4.5 MB/sec, with throughputsto workstationmemory

of 1.9 MB/sec and to disk of more than 1 MB/sec. The IBM-APOLLO link has

the peculiarproperty that it can work betweenthe IBM and an APOLLO work

station other than the station containingthe VME-to-channel interface,resulting

in file transfersover the APOLLO token ring at speedsup to 600 kB/sec. The use

of dedicatedVME-to-VME links, for example,is likely to be very effective over a

high-speedpath, suchas an HSC. Such links also have the advantageof relatively

little protocoloverheada factor of 20 lessthanTCP/IP, inthe caseof the L3link.

The developmentof suchlinks would also be of lasting benefit,since they could be

usedto integrateparallelprocessingrespurcesinto the centraldatahandlingfacility.

which is oneof the main elementsin the PhaseII. SSCL environment.

Reference10 discussesthe possibleuseof bridgedEthernetsfor SSCL comput

ing. The experienceat CERN is that the proliferation and isolation of Ethernet

segmentsbecamea major manpower-intensiveactivity in the years before LEP

startup. Keeping the Ethernetsalive was and is a running battle in which new

bridgeshavebeeninstalledat the rateof morethanoneper month. The Ethernets

arealive today,with typical throughputsacrossmultiple segmentsof 5 to 20 kB/sec.

ConnectionsbetweentheCERN Lab I Meyrin andLab II Prevessinsites, where

Ethernetis the only choiceat present,are not very effective in supportingwork at

Prevessin,since theprincipal softwarebase,storeddatafiles, andcomputer-servers
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are in Meyrin. The Ethernetspeedis simply too slow when heavily loaded,which

occursnaturally duringperiodsof greatesturgency. Sole relianceon bridgedEth

ernetsaloneis thereforenot recommendedat the SSCL, evenfor PhaseI. Vigorous

investigationof high-speedLAN alternatives,including FDDI as soonas possible,

and the installationand/or developmentof dedicatedfast links at critical points

e.g., betweenthe computer-serversis strongly recommended.

The limitations of LAN throughputin the foreseeablefuture also leadsto the

recommendationthat computer-serversarecoupledto relatively largelocal concen

trations of disk space,as discussedabove. The importanceof this aspectof the

workstation-dominatedenvironmentshouldnot be underestimated.

Peak LAN loads can also be smoothedover by event serving software. While

an interactiveapplicationis runningon a workstation,eventserverscanwork asyn

chronouslyto moveblocks of a few eventsat a time to buffer areas,on the disks

attachedlocally to workstations. This arrangementis particularly effective for

scanningapplications,where human responsetimes to scan events in detail are

long tens of secondsto minutes, and wherescan lists of selectedeventscan be

preparedby a reconstructionprogramin advance.Event serverswill also work well

for long running applications,suchas full detectorsimulations,where the ratio of

CPU p9wer to I/O is high. The numberof serversrunning at one time must, of

course,be of the sameorder as the numberof active workstationusers,or fewer, if

the network load is to remain light.

Scaling from experienceat the LEP experimentsshows that workstationband

widths of 30 to 50 kB/secwill often be sufficient for applicationsin which the main

I/O is servedevents,asjust described.For quick accessto a datafile in real time

andfor overall responsivenessin a wide rangeof applications,the typical rangeof

requiredbandwidthsis 100 kB/sec to 1 MB/sec.
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Wide Area Networks and Remote Computing

Wide areanetworkswill play a crucial role in providing remote accessto the

SSCL computing facilities from remote sites serving the SSCL experimentalcol

laborations. The installation of major computingresourcesat the SSCLwith top

priority is dictatedby the limited budgetresources,and by the lack of major pre

existing computingresourceswell above100 MIPs elsewherein the U.S. which are

availablefor SSCL simulationsanddetectordesign-relatedcomputing. This degree

of centralization,necessaryasit is, must be complementedby full involvementof a

muchlargersectorof theHEP communitythan will be residentat the SSCL during

1990-1992.

In setting thescaleof the network connectionsbetweenthe SSCL, someother

HEP laboratories,andto selectedsites which serveas focal pointsfor the emerging

SSCL collaborations,it is importantto takea forward-lookingview of thephysicists’

working methods. This means:

1 Remotecomputing will be done increasinglyon workstations. This trend

shouldbe reinforcedstrongly, for reasonsof compatibility, graphicsrequire-

* ments, andthenecessityof doingsomeof thecomputinglocally at the remote

site.

2 Static modelsof network demands,expressedin terms of terminal-oriented

charactersper second,or fixed amountsof data to be transferred per month,

are not relevant. The June 1988 HEPNET Review Committee HRC Re

port specifically considers this sort of static work load and avoids modern

workstation-oriented applications [171 in its estimates.The HRC Reportdoes

not intend to encompassnetworking for SSCLexperiments,andit is not rec

ommendedas the basisfor any of the SSCL’s network needsestimates.

3 The interactive working methodswhich are in use over LANs at the SSCL

should be extendedat necessarilylower speedsto physicists working at
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* remotesites. In order to makethis feasible,a targetof 100 kb/secof available

bandwidthfor eachremoteFTE shouldbe installedby the endof 1990. With

the aid of eventservers,suchas the ZEBRA datastructureservernow being

developedat CERN [18], a remoteuseron a workstationwould thenbe able

to usedatabasesandsmall eventsamplesup to tensof megabyteswhich are

availableat the laboratories.

In order to support remoteinteractivecomputingand the correspondingband

widths, the principal links connectingthe SSCL to remote sites shouldbe at Ti

1.5 Mb/sec by 1990 and at higher speedsby 1992. The bandwidth shouldbe

guaranteed,dedicatedbandwidthfor SSCL applications,or else remotecomput

ing would be frustrating, and largely nonproductive. If existing national efforts

NSFnet, ESnet cannotprovide the necessarybandwidth,with guaranteedspeed

of service, thenthe SSCL shouldvigorouslypursueotherpossibilitiesof obtaining

its own dedicatedlinks.

In order to allow physicistsat remotesitesto work efficiently, the installationof

compatible workstation clusterswith significant computing power 100 MIPs and

up is recommended. Such clusters are already being installed to support some

of DHEP’s major programsexamplesare at Caltech and MIT for L3 at LEP.

It would be appropriatefor the SSCL Division of DoE to make similar initiatives,

on a somewhatlarger scale, to maintain an effective balanceof on-site and off-

site computing. The necessityof maintainingthis halance,for technical as well as

sociologicalreasonsin the HEP community, is well establishedand should not be

controversial.

5 PHASE I CONFIGURATION ELEMENTS

Workstations for the CPU Requirements

TheOctober1990 targetof 500MIPs canbe achievedwith threeto six APOLLO

DM10000 Seriesor Silicon GraphicsPowerSeriesstationsusedascomputer-servers.
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In addition, severalsingle CPU high-endstations$30K to $50K and a greater

number of mediumrange$1OK to $20K stationsshould be purchasedin 1990,

so that approximately one station per 1.5 FTEs is available. As demandfor the

stationsinevitably rises,lower endstations$10K or lesscanbeusedby physicists

not heavily involved in simulationandanalysis,andfor somesoftwaredevelopment

tasks. An adequateset of stationsto satisfy the 10/90 CPU-powergoals should

be obtainablefor approximately $1M, but it will important to a considerstaged

delivery of new 1990 productsandb obtain competitive bids and/or academic

discounts.

In order to meet the 4/91 goal of 1000 MIPs, it will be highly desirableto use

somestationswith a total CPU power in the rangeof 200 MIPs and up, in order

to keep thenetwork traffic associatedwith thewriting of datafiles to disk or tape,

during their creation, down to a manageablelevel as dliscussedfurther below.

Stationswith this CPU power should be available as standardmarket items by

this time. Acquisitions during this period should be scheduledcarefully to take

advantageof newly appearingproducts.

*The 4/92 CPU-power.goalof 4000 MIPs may requirethe acquisitionof an addi

tional 10 to 20 computer-servers.If the exponentialfall of the price of workstations

continues,the acquisitioncost of theseservers,and a complementaryset of single

CPU high-endand medium-speedstations,may he obtainable for a price in the

rangeof $2M to $3M. One might expect to obtain a total of 40 to 50 workstations

for this price, not counting low-end stations. Theseare only rough guesses.A

review of the market situation and the size of the SSCL physicist usercommunity

needsto be reviewedin 1991 to determinethe optimum purchase.

Once the lines of supportedworkstationsare established,volume purchase

agreementsinvolving installationsfor experimentalgroupsat manyuniversitiesand

other HEP laboratories,as well as the SSCL, andjoint R&D projectswith man
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ufacturers,may be an important factor in obtaining the maximum configuration

within a given budget.

Applicability of Special Computing Systems

By early 1992, when theCPU requirementsareclimbing towardsthe projected

4000 MIPs, it will be appropriateto carefully considerthe role of special purpose

computingsystems,suchasthe ACP II farm of VME-basedprocessors.The evalu

ation of the costeffectivenessof suchsystemsin real termsrelativeto commercially

availableproductswill requirean analysisof the following factors:

1 The fraction of the full rangeof computingtasks that will be supportedby

thespecialsystem.

2 Compatibility of theprogramcode,andthe level of manpowerneededto keep

theprogramsanddatabasescurrent and valid.

3 Manpower requiredto support the systemhardwareand software, develop

specialutilities, and handle the data. Since the workstationsare not sup

plantedby this system,its supportmust be providedin addition to the Work

stationsupport.

4 Time advancein costeffectivenessof thespecialpurposesystem,over coin

mercialproducts. Becauseof rapid advancesin commercialRISC-basedconi

puters, especiallyin workstation form, one must considerwhen the present

generationof the specialsystemwill be overtakenby commerciallyavailable

systemswith a higher overall level of functionality. The advantageof using

a special computingsystemwill be unclearif a the time until it is over

taken is less than 2 to 3 years, b the special system cannotuse the latest

* RISC generationtechnology,becausethe manufactureris not making the lat

estgenerationtechnologyimmediatelyavailable,or c thesystemis not fully

mature,in hardwareor software,resulting in too large a burden in physicist

andlaboratorystaff manpower.
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5 Outlook for useful product life. The special purposesystem must be sup

ported for 4 to 5 years, if training of the SSCL collaborationmembersis to

be warranted,and if useof the systemis to have a substantialnet positive

impacton preparingan SSCLexperiment. It is clear that the special system

will haveto undergoat least onemajor upgradeduring this period, if it is to

remaincost effective;

In summary,only a fully maturehighly compatiblesystem,with an excellent

outlook for support,and vigorous developmentover the 1992-1997period,should

be seriouslyconsidered.A detailedanalysisof benefitsversuscostsshouldbe made

to determineif adoptingthe systemis worth the risks.

From the abovediscussion,it should be clear that the issueof large-scaleusage

of specialsystemsis largely confinedto PhaseII. A key issuefor PhaseII will be

the degreeof integrationachievablewith the centraldatahandling facility which

should be installed in 1992.

Winchester Disks

The short-termneeds,for 100 GB of disk spaceby 10/90 and 400 GB of disk

spaceby 4/91, areexpectedto be satisfiedby arraysof Winchestermagneticdisks.

Erasable optical disks are no yet competitive in performance/price as an on-line

secondarystorage medium, and the predominanceof online magnetic disks is ex

pected to continue at least until 1992. It also needsto be emphasized that many

of the disks discussed here must be concentrated and directly attached to the

computer-serversused to simulateevents. In the context of the SSCL PhaseI

environment, the LANs connectingthe workstationswill not be able to support

readingandwriting of datafiles acrossthenetwork in a free andunrestrictedfash

ion. Attempt to useremote file accessin this fashion, in present-dayexperiments,

quickly overwhelmsthefastesttokenrings,andis simply not feasibleon a significant

scaleover Ethernets.The useof FDDI rings, as soonas available,will increasethe
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flexibility of remote file access,but will not changethis requirementas discussed

further below.

The cost of 100 GB, in the form of 80 Winchesterdisks with controllers and

interfaces,is expectedto be approximately$0.5M cf. [13J, but keepingcurrentdisk

prices for high-endworkstationsin mind. The 400 GB of disk space,consisting

of 200 drives of 2 GB each, is expected to cost approximately $1.5M by early

1992. In order to keepto thesefigures,competitivebids and/oracademicdiscounts

from workstationmanufacturersmay be required. Third party vendorsshould be

consideredas a low cost way to obtain the large numbersof Winchesterdisks

required,if the reliability of the diskscan be adequatelydemonstrated.

Thesedisk spacerequirementsarethereforefeasible for the SSCL. The systems

problemof supportingso many small diskson workstationsis nontrivial however,

and it merits further study. Given the current limitations ca. 1990 of approxi

mately 10 GB of attacheddisk spaceon a high-endworkstation, special configu

rations may be requiredfrom the manufacturersto meet the SSCL PhaseI needs.

The outlook for this is optimistic, if only for the reasonsof the high visibility and

long-termsalespotential of SSCL-relatedcomputing.

Tapes

Exabyte 8-mm helical-scantapeshave gainedgreat popularity amongpart of

the REP community,particularly at Fermilab. Their datadensity per unit phys

ical volume is very high 2 GB now, up to ö GB starting in Fall 1990 arid the

cost of the drives is very low typically $51K or less including interface. Their re

liability as a backup medium over the short term has been shown to be high at

Fermilab and at CERN [16], principally becauseof the extensiveerror recovery

featuresprovidedin the drive firmware. Many HEP laboratories,including CERN,

have expressedreservationsabout Exabyte tapes,and remain committed to 3480

cartridgesbecause:
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* The obtainableteadingandwriting speedis an order of magnitudeor more

slowerthan3480 tapes. Startuptimese.g., taperetensioningalso slow down

the elapsedtime to read or write a file. The useof Exabytesas a principal

mediumat a computercentercouldgreatly slow downoperations.

* They are a backupmedium and cannotbe used to read or write records to

tapedirectly. They thereforehavelimited flexibility.

* The drive hardwarehasbeenjudged not to be sufficiently reliableby some

manufacturersmost recentlyby Hewlett Packard.

* The 4-mm Digital Audio TapeDAT is expectedto surpassthe 8-mm tape

technologyin datastoragecapability per unit cost in 1990. Long-rangesup-j

port for DAT appearsto be more likely than for Exabyte tapes.

* Increasesin the densityof 3480 cartridgeshave beenlong awaited, and are

still expected. The 3480 cartridges are the current de facto standardtape

medium. New compact tape drives from StorageTechnology STC and from

Fujitsu offer very attractiveperformanceand price down to $12K per drive

from STC, when bought in pairs.

Becauseof the tradeoffin datadensity andcost per unit of datastoredversus

speedand flexibility, it is clear that both Exabytesand 3480 cartridgedrives will be

neededin the SSCL environment.The acquisitionof eight Exabytedrives and six

3480 cartridge drives, for example, should be obtainable in 1990 for an approximate

cost of $ 120K. Convenient but slow handling of 100 to 200 GB data samplesat

relatively low cost can also be done with an Exabyte tape library.

The Role of Standards and Open Systems

Given the long time scalefor the preparationandexecutionof the SSCLexper

imental program,it is natural to emphasizethe useof standardsand open systems

UNIX, TCP/IP, ISO, etc.. A commitmentto useUNIX, or otherstandardsexclu

sively, hasbeenstatedon occasion,including at the December1989 meeting. The



usefulnessof standardsto allow the physics groupscollaboratingin SSCL experi

mentsto chooseamongalternativemanufacturersof computing equipment,or to

simultaneouslysatisfy their computingneedsfor the SSCL and for ongoingexperi

ments,is an important consideration.At the sametime, it is equally important to

realizethelimitationsof standardoperatingsystemse.g.,UNIX, graphicssoftware

GKS, PHIGS, andnetwork protocolse.g., TCP/IP. This commitmentis often

expressedin simplified terms,sinceexclusiveuseis often inefficient or impractical.

Exampleswhich precludean exclusivecommitmentto UNIX are:

1 The major operating systemsin use today at the HEP laboratories,and by

all large HEP experiments,are IBM/VM and VAX/VMS. UNIX is usedin

creasingly,in a strictly non-àclusivefashion,by physicistson workstations.

2 UNIX is not an operatingsystem which is designedto serve a medium to

largeusercommunitywhich sharesa limited set of centrally sitedresources.

It doesnot have a large set of userand task priorities. The conceptof task

and resourceusageschedulingis not native to UNIX, and systemtools to

provide theseserviceshave beenprovided by someof the major workstation

manufacturers.

The transitionfrom’SSCL ComputingPhaseI to PhaseII, wheresomecoin

puter centerconceptsareneeded,will mean that majorsystemadditionswill

he needed,to be providedby third party vendors,or perhapsto be developed

by SSCL personnel.

3 The interactive environment provided by workstations is built up of a set

of tools built underneath,as well as on top of UNIX. The tools are often

hardware-specific,to provideoptimumperformance/price,and arenot trans

portable.The user thusis not provided with a uniform interface in practice,

even though he usesUNIX.
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Other examplesprecludingthe exclusiveuseof standardsare;

1 Thefact that maximumgraphicsversatility andperformancerequiresthe use

of manufacturer-specificgraphicssoftware,which is often specifically tailored

to take advantageof associatedhardwareand firmware. APOLLO, Silicon

Graphics,and manygraphicssuperworkstationse.g., STARDENT are ex

amples.

An attemptto useGKS at CERN, astheuniquesupportedgraphicsprotocol,

was unsuccessful. From the outset, it was clear that GKS does not allow

multilevel structuringof data, so that matching the graphicssoftware with

therestof the ZEBRA-structured reconstructeddataobject wasgoing to be

difficult or impossible.Thetrial implementationsby a third partyvendorfor

APOLLOs were unusablyslow. Given the advantagesin working efficiency

and the options available through APOLLO-specific graphicssoftware, the

main thrust of effort in L3, for examplewasput into the useof GMR3D and

DOMAIN DIALOG. The resultwas a graphicsprogram[191 that successfully

met the challengeof describingthe L3 .detectorand its reconstructeddata,

with any level of required detail. It is expectedthat facilities of a similar

manufacturer-specifictype could be successfullyemployedfor the SSCL.

2 The useof fully standardnetwork protocolsoften leadsto poor perforimance,

becauseof protocol overheads.Simplerprotocols over reliably dedicatedlinks,

can often lead to major increasesin transmission speedand/or reduced CPU

overheads. As discussedat the December1989 meeting, interfacesfor TCP/IP

from BTI areavailablethat can support mainframe-to-workstation transfers

over Ethernet at speedsof up to 300 kB/sec. The main penalty to be paid

is that a 3090 CPU will be completely saturatedwhen supporting three to

four of theselinks. As discussedabove,a dedicatedIBM workstationlink has

achievedmore than 1 MB/sec of throughputwith a 5% CPU load.
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INTRODUCTION to PHASE II:

A Mainframe-Oriented Environment

It is clear from the discussionabovethat the rapidly rising datavolume during

PhaseI will soonbegin to strainon the limited datahandling capabilitiesof the

local areanetwork linking the workstationsand theworkstation-attacheddisksand

tapes. Coordinatingthe computingfor an increasinglarge usercommunity,which

will grow as the SSCL collaborationsgrow, will becomeproblematicin a fully

distributedenvironment.

It is thereforerecommendedthat by 1992 the SSCL should makea transition

to a morecentralized,managedcomputingenvironment,asillustrated in Figure 2.

The elementsof the environment,and a conservativeestimateof the high endchar

acteristic availableas systembuilding blocks in 1997 are summarizedin Figure 3.

The environmentis focusedarounda centraldatahandlingfacility. A naturalchoice

for the central facility would he a Parallel IntegratedComputingSystemPICS

[7,8,9], in which a seriesof relatively low-cost computer-serversare closelycoupled

with ‘a generalpurposemainframesystemwith a largeset of peripheralsaiid a very

largeI/O handling capacity.

The useof a mainframe is required to satisfy the diversity of computingneeds,

as well as the large volume of simulateddata to he handled.As the softwarebases,

databasesof parameters,and the simulatedevent file basesare developed,and as

physicsanalysesbecomemorerealisticas well asdiverse,themainframesystemwill

be theprincipal meansof providingaccessto the data. Centralizationof this access,

to a single mastersite with a full tithe operationsand systemsstaff, is necessary

becauseof economiesof scalein datastorage,speedof access,the needto schedule,

andprioritize usersjobs. Centralsiting of a largepart of thedatahandlingdevices

also hasadvantagesin optimizing theuseof operationsandsystemsstaff manpower.

Tight coupling i.e., high-speedconnectionsbetweensomeof the principal sources
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of CPU power and the centraldatahandling facilities is most easilyachievedover

relatively short distances.

A crucial aspectof the environment is a high degreeof integration between

the mainframeand the set of attachedcomputer-servers,and with the worksta

tions which providethe majority of the functionality for softwaredevelopmentand

physics analysis. The problemof mainframe-computerserverintegration,for pro

ductiondataprocessing,hasbeenaddressedover the last threeyearsby the Parallel

ProcessingProjectL3P3 [7,9]. The principal goalsof L3P3 are:

1 The integrationof commerciallyproducedhigh-endprocessorswith a main

frameover a high-speedcommunicationschannel.

2 The creationof softwaretools which provide applicationprogramswith the

capabilityof parallelexecutionon dynamicallymanagedattachedprocessors.

3 The creationof systemsoftware to managethe attachedprocessorsautomat

ically anddynamically, with a level of sophisticationsimilar to the manage

ment of mainframeCPU resourcesby a modernbatchsystem.

Goal 1 hasbeen achievedbetween APOLLO DN10000’s and an

IBM 3090/1SOEmainframe, using the fast link developedin the L3 collaboration,

which has been describedabove. This developmentwas basedon earlier work at

SLAC. at CERN, and in L3 using IBM 3081/E emulators. Goal 2 has been

fully implemented, with static allocation of prOcessors,with 3081/E emulators

in L3. Single- and multiple-user usageof the attachedDM0000 resourcesfrom

the IBM 3090, and accessto databaseand other mainframeresourcesfrom the

DN10000’shas beenimplemented,and will be usedin production starting with the

next run at LEP Spring 1990. The resourcemanagementsystem [goal 3] has

been designed,basedon the SLAC Batch Monitor System[7]. Implementationis

expectedto begin later this year.
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Disks

Figure 2. A schematicview of the PhaseII environmentca. 1903-1997.The
workstationLANs areexpectedto evolvefrom the typeof configurationsillustrated
in Figure 1. The LANs arelikely to start asFDDI, andmay bereplacedby a higher
speedLAN in the GB/s range at a later date. A natural choicefor the central
server is a mainframe,basedon long-term trends in data handling, as discussed
in the text. The connectionsbetweenthecentral serverand the CPU serversmay
be via an HSC or its successor.The helical scandevicesmay be replacedby a
faster technology,with higherdensitiesthan the 8-mm or 4-mm deviceswhich are
availablein 1990, at an early stagein PhaseII.

0 Cartridge Drives

0000 Robot

CENTRAL
SERVER EXABYTES or DAT

CPU Servers 100 MIPS and Up Each
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HEP COMPUTING ENVIRONMENT
"MODERN" Componentsca. 1997

* MAINFRAMES

- HOST: A? parallel integratedsystem

- HOST: To 120 MIPS per CPU; 1000 MIPS per system. Multiple HSC
I/O Capability: To 100 MB/sec

- APs: Superworkstationtechnologywith fast single-channelI/O capabil
ity

* SUPERWORKSTATIONS

- Low-End: 10 MIPS+ per CPU; for softwaredevelopment,simpleanalysis
andgraphics

- High-End: To 150 MIPS per CPU; 1000 MIPS per system. For real-time
3-D graphicsand full interactivereconstruction.

* STORAGEMEDIA

- ErasableOptical or Magnetic TapeCartridges: Need 1 GB or moreper
volume.

- Disks: 5 GB/disk for small systems;need50 GB/disk for largesystems.

* SITE-WIDE NETWORKS

- FDDI: 100 MB/s optical fiber ring

- Needfor a 1-GB/s LAN by 1995

- Point-to-Point Links HSC Technology: 100 MB/sec raw speed;
>10 MB/sec throughput

* WIDE AREA WORLDWIDE NETWORKS

- Multiprotocol including ISO to 2 MB/s

- End links at Ti 1.5 MB/s and up

- T3 Trunks45 MB/s: Dedicatedor shared

- U.S. GovernmentandResearchNetworks: 1000 MB/s and up

Figure 3. Elementsof the PhaseII environment. The estimatedcharacteristics
of the computing andnetworking subsystemsare basedon conservativeextrapo

lations from current 1990 technology, up to the period just before SSC startup

ca. 1997.
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The generalconceptof this design,which is adaptableto different mainframe-

attachedprocessorcombinations,should offer a viable path toward integrationof

the computingsystemsat the SSCL, starting with the transition from PhaseI to

PhaseII.

Conclusion

The initial computingPhaseI needsfor the SSCL, and the SSCL physics pro-

grant, may be met with a seriesof high-endworkstations,complementedby ade

quate, concentrateddisk spaceand high-speedlocal areanetwork and wide area

networkfacilities. Oncethe SSCLcomputingtask broadensfrom the narrowfocus

of early simulation studies-to morerealistic studies, to detaileddetectordesign,

and to the developmentof actual productioncodesfor the experiments-atransi

tion to an environmentfocusedarounda centraldatahandlingand dataprocessing

facility will be needed.The centralfacility, which will needthe I/O handlingcapac

ity andmanagementcapabilityof the largestmainframes,could be implementedin

a cost-effectivefashion by coupling the mainframeto commercially availablehigh-

end RISC computers. The initial workstations,and a growing number of CPU

serversin wàrkstationor compatible form, will have to be integratedwith the

mainframethrough a parallelprocessingsoftwaresystem.

In spiteof advancesin computertechnology,resourcesfor SSCL computingwill

remainscarce,in terms of datahandling, as well asfor CPU power, relative to the

experiments’needs. The challengeof managingthe resources,and of optimizing

their shareduse,will be at leastasgreatfor the SSCL asfor the currentgeneration

of largecollider-basedHEP experiments.
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The computingneedsfor most theoristscanprobably be satisfiedby any reasonable

SuperconductingSuperCollider SSC computingenvironment,but special facilities are

neededfor higherorder QCD calculations,for lattice gaugetheories,andfor eventsimu

lation.

The majority of theoristswrite small programsover limited time spansto solve par

ticular problems,e.g., to integratecrosssectionsnumerically. FORTRAN is the standard

language.Centralprocessingunit CPU, memory,anddisk spacerequirementsobviously

vary but aregenerally modestcomparedto other SSC requirements.Sincedevelopment

takesmost Qf the time and effort, good facilities are essential.This includesa good sym

bolic debugger,somethingwhich doesnor exist on IBM mainframesand on someUNIX

systems. Standardlibraries, suchas IMSL, NAG, and SLATEC, are neededfor special

functions, numerical integration, solutions of differential equations,and other standard

mathematicaltasks. A high-levelgraphics library is required with on-line display com

parableto a Tektronix 4010 and printed output for immediateuse. The graphicslibrary

shouldalso give publicationquality output. Three-dimensionalgraphicsworkstationshave

not beenextensivelyusedin theory.

Most theoristsarecurrentlyaccustomedto working on a VAX running VMS. A VMS

systemshouldbemaintainedat the SSC for theforeseeablefuture to allow visitors to work

efficiently.

Higher order QCD caiculationsand other complicatedperturbativecalculationsare

dependenton symbolic algebraprogramsboth to do the Dirac algebraand to manipulate

the result into a useful form. To be usefula symbolicalgebraprogrammust be reliablefor

complexcalculations.A fast processorwith.adequatememoryto preventexcessivepaging

is needed; to set the scale, the MACSYMA calculationsfor the one-loop correctionsto
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heavy quark productiontook about a thousandhours of VAX 11/780 time.1 Symbolic

algebraprogramscan also be usedfor a variety of other problems. The UNIX version

of MACSYMA is the most commonly usedgeneral-purposealgebraicprogram. It lacks

a standardpackagefor Dirac algebra; the SSC should obtain and support onecapableof

working in ii dimensions.MATHEMATICA shouldalsobe considered;it is relatively new,

but it is reputedto be reliableand easierto use.

Lattice gaugetheoriesare very regularand so adaptwell to vector supercomputers

or to massivelyparallelmachines,suchas the ConnectionMachine. Currentlysustained

speedsapproaching1 Gilop and memoriesof> 100 MB are available.2 This may be

sufficient to obtain someresults for QCD, but one to two moreordersof magnitudeare

neededboth in speedand in memory. This may be attainablewith specialpurposecom

puters. Since the latticerequirementsarespecialized,they shouldprobablybe dealt with

separately andnot consideredin the generalSSC computer discussion.

Event simulation doesnot benefit from a vector supercomputer;an attempt to vec

torize ISAJET producednegligiblegain.3 Event simulationdoessuit a farm of micropro

cessors,suchas will probablybe usedfor detectorsimulation andanalysis. An SSCevent

typically takesito 10 sec to generateon a VAX 11/780,andsamples106 eventsareneeded

for backgroundstudieswith reasonablygood statistics.An event typically requires30 kB

of disk space,so largedisks and tape backup areneeded.Largeproductionjobs requirea

supportstaff to managethem. -

Event simulation programstypically contain 10 to 20 K lines of code; this is small

comparedto analysisprograms,but still requiresa code managementsystem. An ideal

systemshouldprovidea portableway for handlingcommonblocks andmachine-dependent

code and good managementfacilities. No suitable systemnow exists. The VMS Code

ManagementSystem CMS provides adequatehistory and control functions,but it has

no built-in facilities for constructingprogramreleasesor for determiningdependencies,it

doesnot easilyhandlemachine-dependentcode, and it is not portable. PATCHY handles

1 5 Dawson,private commupication.
2 A. Kennedy, talk at the SCRI User’s Group.

ft. Holmes, IBM Kingston, private communication.
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commonblocks andmachine-dependentcodein a portableway, but it is extremelyclumsy

to useas a code managementtool. HISTORIAN was found by the UA1 collaborationto

be too limited. UNIX canhandlemoredependencies,but it is not at all automatic.

Developmentof codemanagementtools is vital for large experimentalcodes,and it

shouldbe a high priority item for the SSC.

Theoristsspenda relatively large amount of time writing papers. Many theorists

know ‘IX andprefer to write directly in it. In any casea good environmentfor document

preparation,including intermixed text and graphics,shouldbe supported.
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1. Introduction

Commercialcomputingproductswill serveseveralfunctionsin on-linetrigger

ing anddataacquisitionsystems.The largestscaleuseof commercialprocessors

will be for high-level event selectionby a processingfarm. Microprocessorswill

be found embeddedin special-purposelow-level trigger processorsor in datapre

processors.Processorswill also serveashostsfor the systemasa whole and for

eachdetectorsubsystem,andworkstationswiil be used to interfacethe physi

cists to the on-line system. In addition, commercialmassstoragedeviceswill

also be usedto record triggeredeventsandcommercialnetwork or busproducts

may be used to provide interconnectionamong distributedprocessors.Finally

commercial software products from operating systemsto databasesto software

engineeringtools will be used.

2. ProcessingFarm

Thehighestlevel of eventselection,frequentlycalledLevel 3, is generallycon

ceivedasoccurringin a farm of manymicroprocessors,ascurrentlyperformedby

ACP processorsfor CDF and asplannedwith MicroVAX processorsfor DO. This

farm may be characterizedby its input andoutput bandwidths,its processing

power.and its softwareenvironment.The input andoutput bandwidthsand the

processingpower are usuallyconceivedas beingprovidedby many paralleldata

links and by many parallel processors.In fact, the numbersof links andproces

sors are not of principal importance. The aggregatebandwidth andprocessing

powerare important. -
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2.1 FARM REQUIREMENTS

The requiredinput bandwidth to the farm is dependentupon the physics

goals of the experimentand upon the deploymentof trigger selectioncriteria

betweenprompt trigger processorsand Level 3. The aggregatebandwidthsmost
often discussedrangefrom 10 GB/secto 100 GB/sec.The 10-GB/secratearises

from a conservativelydesigneddata acquisition system for a high-Pr experi

ment with a prompt triggerrejection of io, i.e., io event/secx 1 MB/event =

1010 bytes/sec.Clearly, an experimentwith a prompt trigger rejectionof io to
106 would requireless input bandwidth. On the other hand, a B-physicsexper

iment operatingat £ = 1032 cm2 sec with a prompt rejection of about 102

would requireinput bandwidthof 100 GB/sec.

The required output bandwidth from - the farm to mass storage is 10 to

100 MB/sec baseduponwriting 10 to 100 events/secat 1-MB/eventor

1000 events/secat 100 kB/event.

The aggregateprocessingpower of the farm is usually describedas being

between io and 106. MIPs. Thesenumbersare loosely basedupon needing

100 secondson a 1-MI? machineto performfinal eventselectionrejectinganother

factor of 102. --

Although the internal hardwarecharacteristicsof a farm arenot critical, the

softwareenvironmentwhich it providesis important. Thefarm must executecode

which runs in off-line processors,which implies that the farm processorsmust

havehigh-quality compilerscompatiblewith thoseusedoffline. It must alsooffer

a codedevelopmentenvironment,or be compatiblewith suchan environmenton

anothermachine,which facilitatesproductionandinitial debuggingof newcode.

It must alsooffer adequatetools for in situ debuggingof codeduring operation,

i.e., debuggingof codeexecutingon any node in a multiprocessorsystem. Code

running on sucha powerful machinewill require new levels of reliability. In

addition, theoperatingsystemmust provide tools for data transferto and from

processorsand for control andmonitoring of processors.In short, the farm must
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provide a softwareenvironment as comfortableas provided by today’s popular

minicomputers.

Additional requirementsupon the farm include the needto allow testing of

new trigger code, verification of eventselectionprocessing,and monitoring de

tector performancea.s backgroundtasks to the event selectionprocess. These

requirementsdemandthe ability to shareeventsor dataamongtasks,or poten

tially amongnodesin a multiprocessorfarm.

2.2 OPTIONS FOR USE OF COMMERCIAL COMPUTING PRODUCTS IN THE

FARM

Commercialproducts could be usedas part of the farm in at least three

different ways. Commercialmicroprocessorscould be implemented9n custom

processorboards,theapproachchosenby ACP I andACP II. Commercialsingle

boardcomputerscouldbe implementedas processingnodes,theapproachchosen

by DO. Finally, a commercialmultiprocessorsystemcould be implementedas a

solution to the whole farm problem.

Vendorsdo offer powerful single board computersSBCs in popular board

formats. VME has beena - particularly successfulstandardwithin high energy

physics. Presently,at leastMotorola and CES aredevelopingRISC-basedVME

SBCs. The Motorola module, for instance,will contain four 88100 processors

with from 16 to 64 MB. On the SSC timescale,FUTUREBUS+ is likely to be

the commercialbusstandardfor SBCs. ScalableCoherentInterfaceSCI may

also be an approvedandestablishedstandardon that timescale. -

Industry has also become interestedin large-scaleapplicationsof parallel

processingfor scientific computingin general.For instance,both IBM andIntel

discussmultiprocessorsystemswith thousandsof loosely coupled RISC-based

nodesutilizing messagepassingin a two- or three-dimensionalmesh. The Intel

TouchstoneProject funded by DARPA targets providing io MIPs with 211

i860 processorsin a systemby 1991. Systemswith suchhigh-performancenodes
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requireinput/output bandwidthscomparableto our needs. They may also pro

vide the softwareenvironmentwhich we need,and connectionsto host/control

processorsand to workstations.

Although the basicparameters,bandwidthandprocessingpower largely de

fine our farm requirements,anotherpossiblerequirementoften discussedis the

need for an open architecture. A truly open architecturewould allow one to

exploit the most cost-effectivemicroprocessorat the time of systemimpletnen

tation, insteadof at the time of systemdesign. This point of view is reinforced

by the tendencyto employ as much computing power as is availableand the

frequentneedto expandcomputingpower. The useof commercialproductsin

the farm should conform to the standardof openarchitectureor shouldprovide

guarantee?a cost-effectivesolution to systemupgradesand expansion. -

2.3 COMPARISON BETWEEN ON-LINE AND OFF-LINE FARMS -

An on-line farm is quite similar to an off-line farm usedfor physics analysis

and Monte Carlo event and detectorsimulation. As yet a systematicstudy of

the similarities hasnot beenperformed. Input to the on-line farm is on high-

speeddatalinks to the DAQ systemat potentially higherbandwidths1 Gb/sec

or 1 GB/sec than an off-line farm, which is fed from datalinks to tapedrives

which operateat less than about 50 MB. Processingtimes for event selection

online will be no longer thanoffline times for eventreconstruction,and arelikely

to be somewhatshorter. Memory requirementsper nodeoffline andonline should

be roughly similar. Whereasmore calibrationconstantsmay be required online,

programswill be larger offline. Output bandwidthrequirementsper processor

are lessonline than offline becauseonly a fraction of eventtandidatesprocessed

online are output to mass storage. Overall processingpower requiredonline

may exceed that neededoffline becausemore event candidatesare processed

online thaneventsareprocessedoffline, even allowing for multiple offline passes

through data. Additional processingpower offline for Monte Carlo simulation

may restore the balanceof power betweenoffline and online. Both on-line and
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off-line farms have roughly similar needsfor control monitoring, and collecting

datahistograms from nodes.

2.4 TIMESCALE FOR DEVELOPMENT

Although the on-linefarm is not the only applicationof commercialcomput

ing productsto theon-lineenvironmentwhich requiresR&D, it is the application

which requiresthemost development.We must defineour requirementsfor band

width andprocessingpower, but perhaps,most importantly, for softwaretools.

We must monitor trends in the computerindustry in order to chooseat which

level to apply commercialhardware,i.e., as chips, as single board computers,

or as entire systems.We must also monitor trends in the computerindustry to

determineif it will providethe tools for thesoftwareenvironmentwhich we need.

If adequatesoftwaretools arenot commerciallyavailable,thenwe must develop

them. If major system softwaredevelopmentsare necessary,then that will be

the longestlead-timedevelopmentfor the farm.

If an open architectureis adopted, then the hardware developmentof the

farm could conceivablybe postponeduntil a small numberof yearsbeforedetec

tor commissioning.Meanwhile,the eventualhardwaredevelopmentwill benefit

from experience gained by current and near-future experiments implementing

farms of smaller scale,by developmentof large-scalefarms for detector simu

lation and design, and by commercial large-scalemultiprocessordevelopment.

Thesebenefitswould be enhancedby participationof developersof on-line farms

in theseotherprojects.

With an open architecture,developmentof software tools can precedethe

hardwaredesign. In fact, the developmentof softwaretools may needto precede

hardwaredevelopmentby about two yearsbecauseof longer lead time.

If an open architectureis not adopted, then hardwaredevelopmentor se

lection must be done sufficiently early to afford time for softwaredevelopment.
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Again, the time required will dependon the amount of softwaredevelopment

requiredby the chosenarchitecture.
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