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From the highest ISR energy (y's = 52.8 GeV) to the SppS energy (y's = 
546 Ge V), the total cross section rises from 43 mb to 62 mb. It is interesting to 
ask what value the cross section might reach at SSC energies, where, in addition 
to physics interest, it has an impact upon beam lifetime, heat load in the IR 
cryogenics, and experimental backgrounds. Unfortunately, the experimental and 
theoretical bases for extrapolating nearly two orders of magnitude in y's are 
rather weak. In this note we review what bases there are, with the conclusion 
that there is no particularly strong reason to prefer a value different from 120 rob, 
the value used in the Reference Designs Study of two years ago. 

Much of our information has come from two recent reviews of the subject, 
by Block and Cahn 1 and by Castaldi and Sanguinetti. 

2 
Goulianos' review of 

diffractive interactions has also been quite useful. 3 We will usually not repeat 
detailed references which can be found in these reviews. 

We are impressed that very high-quality cosmic ray results have been ignored 
by reviewers within the accelerator community. Accordingly, nearly half of this 
note has been devoted to reviewing two recent experiments which are of relevance 
to our subject. 

1. Data Interpretation Considerations 

The actual measurement of cross sections is complicated by several experi
mental and theoretical realities: 

(a) It is very difficult to cover the full angular range. In particular, the re
gions where Coulomb (Rutherford) scattering dominates and where interference 
of Coulomb and nuclear elastic scattering is maximal become increasingly dif
ficult to reach as the energy increases. The interference is maximal at a mo
mentum transfer JtJ;,.1 - 87ra.f u10t = 0.07l/u101(mb), corresponding to the angle 
fl;,.1 = ~/k. (k is the center ofma.ss momentum.) At the highest ISR energy 
fl;,.1 was 1.3 mrad. At the SppS it is 0.12 mra.d, and at the SSC close to 1 µrad! In 
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addition, almost any detector has holes in the forward and backward directions, 
and inelastic and diffractive cross-section data must be corrected appropriately. 

(b) It is not easy to know the luminosity. Standard methods have included mea
suring the cross section in the Coulomb region, where the cross section has been 
known since 1906 or so, and believing the formulae in the CDR after measuring 
beam profiles by methods also described in the CDR. 

( c) Elastic and inelastic cross sections are related via the optical theorem. In 
fairly standard notation, the relation can be written as 

du,. I = 11" I (p + i)qtot 

1

2 

dt t=O 411" 
(1) 

where p is the ratio of the real to imaginary parts of the scattering amplitude at 
8 = 0 (or t = 0), and q,. is the nuclear part of the elastic scattering amplitude. 
Since du,./dt ex exp(Bt) at small angles (but still large compared with IJ;,.1), 

extrapolation to t = 0 is not particularly difficult. Because measured cross sec
tions are equal to rates divided by luminosity, Eqn. (1) can be used to measure 
the integrated luminosity-if only one knows p. In practice, all of this means 
that (1 + p2)q101 is the measured quantity instead of Utot· Since the scattering 
amplitude is mostly imaginary the correction is minor. 

(d) Our approximation du,./dt ex exp(Bt) may be integrated to obtain ldu,./dtlt=O 
~ Bqeh so that eqn. (1) can be re-written as 

(2) 

Since q.if u10 1 < 1, the growth of u101 with energy implies that B must also 
increase with energy. This makes sense: If we imagine the increase of the total 
cross section as being due to the increase of "size" of a black disk, then we should 
expect diffraction around the disk to be more steeply peaked because of its larger 
size. 

(e) The p-p and P-P cross sections are related by analyticity. Among other things, 
this means that the total cross sections approach each other as the energy in
creases. In the days before the rising cross sections had been discovered, Pomer
anchuk showed that if each tends to a constant, it must be the same constant: 
0"1o1(jip) - u1o1(PP) tends to zero as the energy approaches infinity. Given that 
cross sections seem to rise, one can only conclude that 

I. O"to1(jjp) 1 
Im = 

E-+oo O"tot(PP) 
(3) 

The difference between them, of course, need not tend to zero. In real life the 
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cross sections seem to have converged to about the same value at the highest ISR 
energy, and one usually assumes that they have come together at the solitary 
SppS °f>-P point at 0.54 Te V. 

(e) All of this means that sensible fits cannot be made to just one kind of mea
surement: elastic and inelastic cross sections must be simultaneously fit, and 
functions must be chosen which satisfy the generalized Pomeranchuk Theorem 
given in Eqn. 2. 

2. Accelerator Measurements 

High energy measurements of the total cross sections, the p parameter, and 
the elastic slope parameter B have been obtained in more than a dozen exper
iments at least four accelerators, at energies up to 62.5 GeV. These data are 
discussed in some detail in Section III.C of Block and Cahn's review. For conve
nience we reproduce their Table II below, and the table's references are given in 
our Refs. 4 and 5. A VAX VMS file of their data compilation is available. 

Table 2 from Block and Cahn (Ref. I.) References are given in our Refs. 4, 5. 

TABLE II. Sources for the data used in the fits for <T and p for PP and p'/J. 

Reference 

Galbraith et al., 196S 
Foley et al., 1967 

Denisov et al., 197la,1971b 

Beznogikh et al., 1972 
Bartenev et al., 1973b 

Carroll et al., 1974 

Fajardo et al., 1981 
Amaldi and Schubert, 1980 

Amos et al., l 983a, l 983b 

Accelerator 

AGS 
AGS 

Serpukhov 

Serpukhov 
FNAL 

FNAL 

FNAL 
ISR 

ISR 
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Data 

u(pp) 
u(pp) 
p(pp) 
u(pp) 

u(p"/J) 

p{pp) 
p(pp) 

u(pp) 
u(p"JJ) 
p{p/J) 
CT(pp) 
p{pp) 

/j,q 

pl.pp) 

P•• 
t::..p 

Vs (GeV) 

S.3,S.6,6.0 
S.3,S.7,6.0,6.3,6.6,6.8,7.1 
5.3,6.3,6.9, 7.1 
5.3,6.3,7.0,7.6, 
8.2,8.8,9.3,9.8, 10.2, l 0. 7 
6.4,7.3,7.7,8.0, 
8.2,8.5,8.8,9.0,9.5 
6.1,8.6,8.8,9.0, 10.3, 10.6, 11.S 
9.9, 13.3, 16.5, 18.1, 
18.7 ,20.1,21.4,22.5,25.6,27 .2 
13.8,16.8,19.4 
9.8, 13.8,16.8, i9.4 
11.5, 15.4, 16.8, 18.2, 19.4 
23.5,30.7,44. 7 ,52.8,62.5 
23.5,30. 7 ,44. 7,52.8,62.5 
52.8,62.5 
23.5,30.6 
52.8,62.5 
52.8,62.5 



Both UA-4 and UA-1 have now reported measurements of the inelastic cross 
section at 0.546 Te V, or rather Utot multiplied by some function of p, depending 
upon how the luminosity is measured (see the discussion in Block and Cahn). 

UA-1 obtains (l+p) 112utot = 67.6±6.5 mb,6 while the UA-4 collaboration reports 

(1 + p2)utot = 63.3 ± 1.5 mb. 7 While these results are consistent, the U A-4 result 
obviously carries most of the statistical weight. 

The same papers report slope parameters B = 17.1±1.0 Gev-2 (UA-1) and 
B = 15.2±0.2 Gev-2 (UA-4). The increase of B with energy, as shown in Fig. 5 
of Block and Cahn's review up to the ISR limits, is thus continuing. 

Accelerator measurements of the high energy p-p and P-P total cross sections, 
as of 1985, are summarized in Fig. 1. Tevatron results at v'8 = 2 TeV will soon 
be obtained. 

3. Cosmic Ray Results 

Cosmic ray physicists have long had access to particle "beams" with ener
gies beyond even the wildest dreams of accelerator experimenters, albeit with 
marginal luminosity. The rising p-p cross section was observed in cosmic ray 
experiments before it was measured in detail at the ISR. 8 '

9 In spite of this, re

viewers of the subject 
1
'
2 

routinely ignore cosmic ray results without comment. 
There are good reasons: The experimental methods seem arcane to those used to 
the accelerator world, there is a long history of incorrect and/or muddled work, 
and, most seriously, their results are published only in the overthick proceedings 
of an international conference which is held every two years. In spite of this, 
there are results of high quality which have been subjected to critical review. 

The basic datum for the p-p cross section is the longitudinal development 
rate of an extensive air shower (EAS). From it, with due regard for primary 
composition effects, energy determination, and certain systematics, one obtains 
the (inelastic) interaction length of a proton in air. The only serious interpre
tation problem has to do with reducing the corresponding p-air cross section to 
a p-p cross section. The usual prescription is that given by Glauber.

10 
Possible 

errors have been discussed by several people, and the approximations have been 
adjusted to experiment up to 300 GeV. 11 White disagrees with the majority, and 

on the basis of a critical Pomeron model he obtains smaller p-p cross sections.
12 

We comment mostly on the Utah Fly's Eye experiment, 13 in part because of 
our greater familiarity with it. Advantage is take of the fact that atmospheric 
nitrogen is a fairly good scintillator, and a large optical detector observes each 
EAS in detail as the "relativistic meteor" crosses the night sky. Using timing 
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and directional information, the three-dimensional trajectory of the EAS is re
constructed. The shower's energy is determined to within about 20% from the 
trajectory and intensity information. 

On the average, a proton's first interaction occurs at a depth >.,. (in g cm-2), 
which is inversely proportional to the p-air inelastic cross section. The depth of 
shower maximum is also a measure of >.,., and has the additional advantage of 
being observable. The distribution has an exponential tail with slope 1.6>.,.. 14 

Events in this tail, with late shower maxima, are unlikely to be produced by heavy 
nuclei: At constant total energy, EASs originated by protons and heavier nuclei 
would develop quite differently, with the heavy-ion induced shower developing 
higher and attenuating faster. Cutting on late-developing showers in this manner 
should thus remove sensitivity to primary composition. 

Event selection includes an energy cut between l017eV and 2 x l018eV. If the 
spectrum varied as E-2·6 , an average energy of 2.2 x 1017eV might be expected. 
In practice it is about twice as high, due to aperture and other effects, according 
to a detailed Monte Carlo calculation. In calculating the corresponding c.m. 
energy, the collision is assumed to be with only one nucleon in the nitrogen or 
oxygen nucleus. The result is Vs= 30 GeV. 

The present result is>.,. = 44±4 g cm-2 , or u~~·!;, = 520±44 mb,and there is 
little sensitivity to the depth cut used in the fit. Via Glauber theory with model 
assumptions discussed in their papers, the reported p-p cross section at Vs = 30 
TeV is 117 ± 10 mb. The error is statistical only. 

What can go wrong? Three kinds of objections have been raised: 
15 

1. Composition eff uts. For the reasons mentioned above, the exclusion of 
all but penetrating events biases strongly in favor of protons. However, 
suppose that (a) the inelastic cross section is rising rapidly with energy, 
s·ay as ln2 s, and that (b) substantial numbers of a particles are present. In 
this case protons might produce showers which reach maximum as early as 
those initiated by less-energetic a's, so that the cut is not effective. This 
scenario is possible, but unlikely. If a's do contribute, then the reported 
cross section is an upper limit. 

2. Does scaling remain valid? Suppose the multiplicity increases faster than 
that given by scaling. The exponential tail of the shower maximum distri
bution then has a steeper slope, and the reported cross section is an upper 
limit. (See Ref. 16) 

3. Ezperimental errors in measuring the shower maximum position. If the 
error is gaussian, then its convolution with the exponential tail leads to an 
exponential with the same slope. However, the errors are not symmetric, 
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and their effect is to systematically decrease the slope, so that the reported 
cross section is a lower limit. In fact, the maximum in Fig. 2 is substantially 
wider than expected, so it would appear that problems of this nature are 
not yet understood. 

On top of these problems are the usual ones having to do with the importance 
of diffractive processes (do they count in the measured p-air cross or not?), and 
the elastic (and therefore unobserved) fraction of the total cross section. 

The bottom line is that the reported result is subject to a systematic error 
which may be large and which is as yet inadequately evaluated. 

Consistent results have been obtained by a slightly different method using the 
Akeno surface detector. 16 Surface detectors sample the electron number reaching 
the surface in an EAS, and buried detectors sample the muon number for E,. > 
1.0sec6 GeV. This time, the number of observed muons determines the energy, 
and choosing the upper end of the N./Nµ distribution biases toward deep and 
hence proton-induced showers. Their results are shown in Fig. 3. As can be 
seen, they explicitly show the effect of point (2) above. They are sensitive to 
composition effects in same way as is Fly's Eye. Errors in the shower maximum 
distribution do not enter, but in return they are sensitive to the usual biases 
introduced by fluctuations when a shower is sampled at only one depth. 

Fly's Eye and Akeno results are shown along with the accelerator results in 
Figs. 1, 5, and 6. The only caveat is that the cosmic ray results may contain 
substantial systematic errors which are not indicated. 

Unfortunately, the "soft" literature also contains cosmic ray results of the sort 
shown in Fig. 21 of White's conference contribution. 

12 
Nearly 20 experimental 

points are shown for lab energies from 103 GeV to 108 GeV. The source of these 
data is not easy to unearth, but apparently they are from an analysis of Volcano 
Ranch EAS data by Linsley. Only electrons are detected, and there is no bias 
against composition effects. 

4. The Froissart-Martin bound 
21 

This well-known bound may be written as 

(
1ic)

2 
2 2 <Ttot :'.S 'Ir m.. In (s/m0 ) (4) 

where mo is some undefined mass scale. The coefficient 1r(1ic/m .. )2 has a value 
62.4 mb. Taken at face value, the bound at 40 TeV is 28,000 mb if mo= 1 GeV, 
and 39,000 mb if mo = m... While it is comforting to know that the total cross 
section is bounded, bounds of this magnitude are not very useful. 
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One might interpret the bound as the maximum rate at which the cross 
section can grow, starting from a known value at some energy. For example, 
if the bound is saturated at 540 Ge V with a 62 mb cross section, then mo is 
327 GeV and the cross section grows to 1440 mb at 40 TeV. 

Writers often instead refer to "Froissart-like" cross section behavior, in which 
both mo and the coefficient out front are free parameters, and in which an inde
pendent additive constant might also exist. 

5. The "Amaldi Fit" 

In 1977, Amaldi et al. published ISR interference-region elastic scattering 
results. 

22 
On the basis of a dispersion relationship, they introduced a fitting 

function 

(5) 

where the plus sign refers to total cross section for p-p scattering and the minus 
sign to the P-P case. E is the equivalent fixed-target energy, and the seven 
parameters are fitted. To the annoyance of future workers, the units of y8 are 
implicitly GeV. The Pomeranchuk Theorem is automatically satisfied if 111 and112 
are positive. Using data from Refs. 4 and 23, they found the following parameters: 

C1 = 41.9 ± 1.1 

C2 = 24.2 ± 1.1 

111 = 0.37 ± 0.03 

112 = 0.55 ± 0.02 

B1 = 27.0 ± 1.0 

B2 = 0.17 ±0.08 

"'/ = 2.10 ± 0.10 

(6) 

Here Ci, C2, B1, and B2 are in mb, and energies are in GeV. The 1977 fits top 
and the total cross sections are shown in Fig. 4. In particular, one should note the 
dotted lines, which indicate the uncertainty of the fit. As is usual in such a case, 
the uncertainty of the extrapolated fit diverges wildly. It is also interesting to 
note that the exponent "'/ is so close to the Froissart value, although the coefficient 
is nearly 400 times lower than lr(hc/m,,.)2-and uncertain by 50%. 

In their recent review, Castaldi and Sanguinetti show Amaldi fits to data 
which include the UA-4 measurements at 0.546 TeV (their Fig. 11). They did 
not refit all the data, but simply used the 1977 Amaldi coefficients given by 
Eqn. 5 above. In spite of the divergent errors shown in Fig. 4, the curve goes 
right through the UA-4 point. 

In Fig. 5 we have re-drawn the Amaldi curves, this time extrapolating to 
higher energies. At 40 TeV, the extrapolated cross section is 130 mb. With an 
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extrapolation of nearly two orders of magnitude in ..j8 and E, the error is much 
larger than the cross section itself. 

6. Fits by Block and Cahn 

Block and Cahn have made careful fits to the available accelerator data at 
high energies, using functional forms incorporating the proper analyticity. In 
particular, for E1ab >> m,, the even and odd amplitudes at t = 0 have the form 

4ir I+= i [A+ ,B[lns/so - iir/2]2 + csµ.-leir(l-µ.)/2] (7) 
p 1 + a[ln s/ s0 - iir /2]2 

4ir f- = -Dsa-leir(l-a)/2 (8) 
p 

In terms of these functions, the p-p and p-p scattering amplitudes are /pp = (/+ -
1-) and !,r; = (/+ + 1-), and the total cross section is Utot = (4ir/p)~f(t = 0). 
The eight real parameters A, ,B, s0 , a, c, µ., D, and a are obtained by fitting the 
data. In some fits one or more are constrained: µ. is the intercept of even Regge 
trajectories, and is set equal to 0.5 in fits with c f. 0. a is the intercept of odd 
Regge trajectories and should also be -0.5; it is always fitted but fortunately comes 
out close to this value. ff a is constrained to be O, the cross section eventually 
grows as ln2 s, in conformity to the Frossiart behavior discussed in section 4. 
On the other hand, if a has any finite value, the cross section is asymptotically 
constant. 

The data used in their Reviews of Modern Physics fits 
1 

did not include the 
SppS points; the precision UA-4 point was not available at the time. Adequate 
fits were obtained with a= 0, i.e. with an asymptotic ln2 s behavior. With the 
more recent inclusion of the final SppS data, the UA-4 point falls significantly 
below the best fits with a = 0. 

24 

Two of their recent fits are shown in Fig. 6. In both fits, µ. was constrained 
to be 0.5. In fit #7, a is O, while in #8 it is allowed to vary. Not surprisingly, the 
removal of the constraint allows the curve to go through the UA-4 point. The 
divergent values at SSC energies only illustrate how unconstrained the problem 
is, with all of the weight coming from the solitary UA-4 point. 

Block and Cahn also tried fits using Amaldi et al. 's functional form (Eq. 
5). Reasonable x2 's were obtained if all the parameters were allowed to vary. 
However, the exponent vi, corresponding to Block and Cahn's µ.,was 0.81±0.03, 
rather far from the 0.5 expected for an even Regge intercept. An unsatisfactory 
x2 was obtained when the exponent was constrained to be 0.5. 
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7. Conclusions 

The p-p total cross section is 43 mb at Js = 63 Gev, and has risen to 63 mb 
at 540 Ge V. In all likelihood it does not decrease at even higher energies, and it 
is difficult for a smooth curve through the data to have an intercept at much less 
than 90 or 100 mb at 40 TeV. If Utot asymptotically increases as ln2 s, a smooth 
fit to the ISR and SppS data could be as high as 180 or even 200 mb at 40 TeV. 
The best cosmic ray results (Akeno and Fly's Eye) are consistent with a smooth 
extrapolation of the accelerator data, but systematic corrections to these data 
could be quite large. An eyeball fit which includes both the Akeno and Fly's Eye 
crosses 40 TeV at 140 or 150 mb, whereas if only the Fly's Eye point is used the 
intercept is at about 120 mb. 

In the SSC Reference Designs Study, a fiducial value of 120 mb was assumed. 
There is no particular basis for this number, and the present study might even 
argue that it is a bit low. On the other hand, there is no compelling reason to 
replace it by some other number. We propose its continued use, but note that 
a cross section nearly twice as large could conceivably obtain. Safety margins 
should be allowed for this possibility in any SSC design considerations which 
depend upon it-heat loads and radiation lifetimes of the IR quadrupoles, for 
example. 
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dotted lines: LM a.nd YPT a.re calcula.ted on the basis of equa.tions in Ref. 
[20]; A is ta.ken from the figure of Ref. [14]." (Squa.re bra.ckets indica.te 
reference numbers in this Note.) SPS a.nd FY a.re from prelimina.ry da.ta.; 
in the case of Fly's Eye the published point is somewha.t higher (530 mb) 
a.nd at a lower energy (vs= 30 TeV ~ E = 4.8 x 105 Tev.) 
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The data sources 
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5. Extrapolation of the original Amaldi et al. fit 22 to higher energies. Re
markably, the function goes through the UA-4 point. 
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6. Fits to the total cross sections by Block and Cahn. 24 The solid curve is 
their Fit #7, with asymptotic ln2 s behavior, while the dotted curve (Fit 
#8) is asymptotically constant. 



cross sections seem to have converged to about the same value at the highest ISR 
energy, and one usually assumes that they have come together at the solitary 
SppS P-P point at 0.54 TeV. 

(e) All of this means that sensible fits cannot be made to just one kind of mea
surement: elastic and inelastic cross sections must be simultaneously fit, and 
functions must be chosen which satisfy the generalized Pomeranchuk Theorem 
given in Eqn. 2. 

2. Accelerator Measurements 

High energy measurements of the total cross sections, the p parameter, and 
the elastic slope parameter B have been obtained in more than a dozen exper
iments at least four accelerators, at energies up to 62.5 GeV. These data are 
discussed in some detail in Section Ill.C of Block and Cahn's review. For conve
nience we reproduce their Table II below, and the table's references are given in 
our Refs. 4 and 5. A VAX VMS file of their data compilation is available. 

Table 2 from Block and Cahn (Ref. 1.) References are given in our Refs. 4, 5. 

TABLE II. Sources for the data used in the fits for u and p for PP and P/1· 

Reference 

Galbraith et al., 1965 
Foley et al., 1967 

Denisov et al., 197la,1971b 

Beznogikh et al., 1972 
Bartenev et al., I 973b 

Carroll et al., 1974 

Fajardo et al., 1981 
Amaldi and Schubert, 1980 

Amos et al., 1983a,1983b 

Accelerator 

AGS 
AGS 

Serpukhov 

Serpukhov 
FNAL 

FNAL 

FNAL 
ISR 

ISR 

3 

Data 

u(pp) 
u(pp) 
p(pp) 
u(ppl 

u(pf1) 

p(pp) 
p(pp) 

u(pp) 
u(pf1) 
p(p'f1) 
u(pp) 
p(pp) 
flu 

plpp) 
p •• 
Ap 

Vs (GeV) 

5.3,5.6,6.0 
5.3,5.7,6.0,6.3,6.6,6.8,7.1 
5.3,6.3,6.9,7.1 
5.3,6.3,7.0,7.6, 
8.2,8.8,9.3,9.8, 10.2, IO. 7 
6.4,7.3,7.7,8.0, 
8.2,8.5,8.8,9.0,9.5 
6. l,8.6,8.8,9.0,10.3, I0.6, I 1.5 
9.9, 13.3, 16.5, 18. I, 
18. 7,20.1,21.4,22.5,25.6,27 .2 
13.8,16.8,19.4 
9.8, 13.8, 16.8, 19.4 
I l.5, 15.4, 16.8, 18.2,19.4 
23.5,30. 7,44. 7 ,52.8,62.5 
23.5,30. 7,44. 7,52.8,62.5 
52.8,62.5 
23.5,30.6 
52.8,62.5 
52.8,62.5 
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data. 
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Other experimental data are as follows: YPT from unaccompanied hadron 
spectra ... [Ref. 8] ... ; FUJI from the gamma-ray family spectrum (Ref. 
[17]; SPS from the SPS collider (Ref. [18]; and FE from the "fly's eye" 
experiment (Ref. [19]) Solid lines are the ones assumed for the present 
simulation. Three types of proposed energy dependences are shown by 
dotted lines: LM and YPT are calculated on the basis of equations in Ref. 
[20]; A is taken from the figure of Ref. [14]." (Square brackets indicate 
reference numbers in this Note.) SPS and FY are from preliminary data; 
in the case of Fly's Eye the published point is somewhat higher (530 mb) 
and at a lower energy h/8 = 30 TeV => E = 4.8 x 105 Tev.) 
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are given in Refs. 4 and 23. Note the divergence of the errors on the fit 
above about 200 Gev. 
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5. Extrapolation of the original Amaldi et al. fit 22 to higher energies. Re
markably, the function goes through the UA-4 point. 
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