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liquid krypton barrel calorimeter. Both lead and copper have been used as 
the passive absorber in the hadronic section to allow a comparison of these 
materials, both of which are being considered for use by GEM. The lead 
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ABSTRACT 

Calculations have been performed using CALOR89 to determine the hadronic 
resolution, el 1l' ratio, and electromagnetic resolution for the GEM liquid krypton barrel 

calorimeter. Both lead and copper have been used as the passive absorber in the hadronic 
section to allow a comparison of these materials, both of which are being considered for 

use by GEM. The lead shows a constant term of about 6.5-7% for pion resolution 
whereas for copper the constant term is 9-11 %, making it significantly higher than for 

lead. A variety of weighting schemes have been considered to minimize the pion 

resolution. 
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INTRODUCTION 

We have used CALOR89 to simulate the response of a calorimeter whose 
geometry is an approximation to that of the GEM liquid krypton barrel calorimeter. As 
the accordion geometry is very difficult to model using the combinatorial geometry 
available for use with CALOR, it was approximated using a slab configuration. The 
thickness of these slabs was multiplied by the square root of two in order to account for 
the average angle at which particles would be passing through the accordion EM 
calorimeter. The geometry used is summarized below: 

EM Section: 

Lead 

clad with G 10 (both sides) 

clad with Steel (both sides) 

Liquid Krypton 

G 10 (readout board) 

Copper 

Liquid Krypton 

Total lJpjt Cell 

120 Unit Cells ==> 

Hadronic Section: 

Lead 

clad with G 10 (both sides) 

Liquid Krypton 

Total lJnjt Cell 

104 Unit Cells => 

0.141 cm 

2 x 0.014 cm 

2 x 0.028 cm 

0.141 cm 

0.028 cm 

0.056 cm 

0.283 cm 

0.047 cm 

0.0lOcm 

0.283 cm 

0.848cm 

Total Thickness= 25 Radiation Lengths= 101.76 cm 

0.90cm 0.90 cm 

2 x 0.05 cm 0.10 cm 

0.20cm 

1.20 cm 

Total Thickness = 6.5 Interaction Lengths= 124.80 cm 

Total Thickness of EM and Hadronic Modules: 226.56 cm 

The cryostat walls and other mechanical supports were not included. Nor was 
other dead material inside the cryostat such as liquid krypton that is not read out. 
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The thickness of the hadroni<.: section should actually be 4.5 interaction lengths*. 
After we learned that our hadronic section was too thick, we decided to continue with this 
thickness so as to allow new simulations to be compared with previous results. The key 
purpose of doing further simulations was to compare the effect of having lead as the 
absorber in the hadronic module versus copper, and we felt we could best make an 
effective comparison between the two if we didn't change the configuration. 

One note regarding the simulation is that krypton cross sections were unavailable 
to us for low energy neutrons (E < 20 Me V), so we used copper cross sections for low 
energy neutrons. This should make little difference in the results according to Tony 
Gabriel of Oak Ridge National Laboratory, author of CALOR. Saturation effects were 
taken into account with Birk's constant for the liquid krypton set to ks = 0.0032. 

For both lead and copper absorber in the hadronic section, and for incident 
energies of 10, 20, 50 and 100 GeV, we ran simulations for 600 incident pions and 
electrons. The results were then analyzed using four weighting schemes: two
longitudinal-segment and six-longitudinal-segment schemes, both with the weighting done 
for each energy separately and for all energies simultaneously. The weighting for all 
energies simultaneously was done using MINUIT with a technique employed for DO by 
Spadafora. 1 

RESULTS 

Results for the various weighting techniques are given in Tables 1-4 below. In 
each case, resolutions and e/ir are computed using the raw data and fits of the energy 
histograms to Gaussians using only data within three standard deviations of the mean. 
Numbers in parentheses are the statistical errors in the last digit given. The Gaussian fits 
were done using MINUIT in HBOOK. Experience with these programs suggests that 
uncertainties derived from these fits should be regarded as low, as fits to histograms of the 
same data with slightly different bin sizes often give results that differ by significantly 
more than the errors quoted by the fitting package. 

In Table l, the weights are determined separately for each energy. The formulas 
used are, 

*we had understood the thickness of the module to be 6.5 interaction lengths from a conversation we had with a 
member of GEM who had done work on the barrel calorimeter. There may have been some misunderstanding over the 
thickness of the entire module versus that of the hadronic section only. In a later communication, another member of GEM 
confirmed these parameters-so we had confidence in them and began our simulations using them. 

1 Beam Test of the DO Uranium Liquid Argon End Calorimeters. Abachi. et al. NIM A324 (1993), 53-76. 
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E= a.<E1> + ~<E2> 

600 

x2= L [E-(aE"+.BEu)) 2 
k=I 

where E 1 is the energy deposited in the first segment, E2 the energy deposited in the 
second segment, a. is the weight factor for the first segment, ~ the weight for the second 
segment, and k is the event index. The first of these equations is solved for ~. and that 
expression is substituted into the expression for the x2. 

In Tables 2 and 4, the formula used for the energy is: 

N' 

E;, = L wj,E;j• + d 
j=l 

where i is and index corresponding to the energy of the incident pions for a particular 600-
event run, the sum over j is over the number of longitudinal segments of the calorimeter, k 
is an index corresponding the k-th event out of the 600, and dis an energy offset. The x2 
minimized is: 

where the sum over i is over the various incident pion energies and the sum over k is over 
the 600 events for each energy run. E; is the energy of the incident pion for run i. 
Inclusion of the 11../Ei factor approximates the error on the energy resolution in order to 
equalize the influence of each energy on the weight factors; without it the higher energies 
would dominate determination of the weights. 

In Table 3, the weights are determined in the same way but are done separately 
for each energy. Thus, the indices i in the equations above become superfluous and the 
sums over them disappear. The !/{£ factor in the x2 is set to !. The energy offset d also 
becomes superfluous and is not used. 

In all tables, the stochastic and constant terms in the pion resolutions are given as 
computed in quadrature: 

( 
(j)2 52 2 
- =-+C 
E E 

where Sis the stochastic term and C is the constant term. 
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TABLE l Two-Segment Energy-Dependent Weighting 
Ratio of 
Weight Unweighted Energy Deposited in Liquid 

Weight Factors Factors Krypton (GeV) 

EM Had Had/EM 1t Energy in EM 1t Energy in Had 

Lead 

lOGeV 3.38 31.16 9.22 2.04±0.04 0.100 ± 0.004 

20GeV 3.00 29.00 9.68 4.34±0.08 0.241 ± 0.008 

50GeV 2.92 28.50 9.76 10.8 ± 0.2 0.65 ±0.02 

lOOGeV 2.87 28.45 9.93 20.9 ±0.4 1.41±0.04 

~ 

lOGeV 3.45 24.15 7.00 1.95 ±0.04 0.136 ± 0.005 

20GeV 3.15 21.75 6.90 4.33 ±0.08 0.29 ± 0.01 

50GeV 3.22 19.35 6.00 10.4±0.2 0.84±0.04 

lOOGeV 3.13 18.76 6.00 19.8 ± 0.5 2.02±0.07 

Hadron Resolution Electron Resolution 
Data Hist Data Hist e/tr 

#Events (%) (%) (%) (%) Data Hist. 

l&.1111 
lOGeV 600 23.0 20.5(8) 1.52 1.41 (6) 1.39 (1) 1.40 (1) 

20GeV 600 13.9 13.0(5) 1.11 1.08 (4) 1.230 (7) 1.224 (7) 

50GeV 600 10.9 10.9(4) 0.64 0.63 (2) 1.201 (5) 1.197 (6) 

lOOGeV 600 10.1 8.4(3) 0.47 0.47 (2) 1.177 (5) 1.173 (4) 

Qii= 
lOGeV 600 22.3 20.9 (8) 1.47 1.44 (6) 1.42 (1) 1.42 (I) 

20GeV 600 15.1 13.7(5) 1.08 1.04 (3) 1.295 (8) 1.299 (8) 

50GeV 600 14.1 12.6(5) 0.66 0.67 (2) 1.325 (8) 1.331 (8) 

lOOGeV 600 11.8 10.5(4) 0.50 0.51 (2) 1.285 (6) 1.282 (6) 

Resolutions in Quadrature 

Data(%) 3-Sigma Hist Fit(%) 

Pions 

l&.1111 Stochastic Term 65. ±4. 57. ± 2. 
Constant Tenn 6. ± 1. 6.3 ± 0.5 

~ Stochastic Term 60.±4. 54.±3. 
Constant Term 10. ± I. 9.1 ± 0.5 

Electrons 

l&.1111 Stochastic Tenn 5.± 2. 4.6 ± 0.2 
Constant Tenn 0.±4. 0.1 ± 0.2 

~ Stochastic Tenn 5.±4. 4.5 ± 0.1 
Constant Tenn 0.±4. 0.23± 0.06 
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TABLE 2 Two-Segment Energy-Independent Weighting with Energy Offset 
Unweighted Energy Deposited 

in Liquid Krypton (Ge V) 

Pion Energy in Pion Energy in 
EM Section Hadronic Sect. 

Lead 

lOGeV 2.04 (4) 0.100 (4) EM Weight 2.7616 

20GeV 4.34 (8) 0.241 (8) Had Weight: 27.257 

50GeV 10.8 (2) 0.65 (2) Offset: 1.8121 

100 GeV 20.9 (4) 1.41 (4) Had Weight/EM Weight: 9.87 

Copper 

lOGeV 1.95 (4) 0.136 (5) EM Weight 2.9715 

20GeV 4.33 (8) 0.29 (1) Had Weight: 18.185 

50GeV 10.4 (2) 0.84 (4) Offset: 2.1116 

lOOGeV 19.8 (5) 2.02 (7) Had Weight/EM Weight: 6.12 

Hadronic Resolution Electron Resolution Weighted Energy 
Data Hist Data Hist e/rt (GeV) 

#Events (%) (%) (%) (%) Data Hist. Data Hist 

Lead 

lOGeV 600 19.0 17.5(6) 1.31 1.21(6) 1.29 (1) 1.31 (1) 10.17(8) 10.01(8) 

20GeV 600 12.7 11.8(4) 1.03 1.00(3) 1.202(6) 1.203(7) 20.4 (1) 20.4 (1) 

50GeV 600 10.5 10.5(4) 0.62 0.61(2) 1.188(5) 1.189(6) 49.3 (2) 49.2 (2) 

lOOGeV 600 9.9 8.1(3) 0.47 0.47(2) 1.176(5) 1.171(4) 98.0 (4) 98.4 (3) 

Copper 

lOGeV 600 18.0 17.4(7) 1.26 1.23(5) 1.38 (1) 1.40 (1) 10.37(8) 10.25(8) 

20GeV 600 13.9 13.8(5) 0.99 0.96(3) 1.308(7) 1.313(8) 20.3(1) 20.2 (I) 

50GeV 600 13.5 11.9(5) 0.65 0.64(2) 1.303(7) 1.312(7) 48.5(3) 48.1( 3) 

lOOGeV 600 11.5 9.8(3) 0.49 050(2) 1.269(6) 1.265(6) 97.9(5) 98.2 (4) 

Resolutions in Quadrature 

Data(%) 3-Sigma Hist Fit(%) 

Pions 

W!i Stochastic Term 52.±4. 48.±2. 
Constant Term 8. ± 1. 6.8 ±0.4 

~ Stochastic Term 44.±5. 48.±2. 
Constant Term 11.0±0.9 8.8±0.4 

Electrons 

Lead Stochastic Term 4.±4. 4.1 ±0.1 
Constant Term 0.±2. 0.22 ± 0.05 

~ Stochastic Term 4.±4. 3.9 ± 0.1 
Constant Term 0.+2. 0.32± 0.04 
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TABLE3 Six-Segment Energy-Dependent Weighting 
First Row for Each Energy is the Weight Factor for that Segment 
Second Row for Each Energ~ is Unweighted Energ~ De122sited in LKr in that Segment in Ge V 

EM! EM2 EM3 HAD! HAD2 HAD3 

Lead 

lOGeV 3.3546 2.8038 3.7385 27.932 29.985 36.366 

0.75(2) 0.79 (3) 0.50 (2) 0.075 (3) 0.013 (1) 0.0127 (7) 

20GeV 2.9777 2.7442 3.1149 27.255 27.594 40.261 

1.56 (7) 1.69 (7) 1.09 (5) 0.172 (7) 0.041 (4) O.Q28 (I) 

50GeV 2.8470 2.8097 3.1083 27.041 26.916 35.521 

3.7 (2) 4.3 (2) 2.8 (I) 0.44 (2) 0.13 (I) 0.079 (6) 

100 GeV 2.8187 2.7888 2.9463 26.826 28.074 35.167 

6.3 (3) 8.4 (3) 6.2 (3) 0.94 (3) 0.31 (2) 0.17 (I) 

Qii= 
lOGeV 3.1792 3.0586 3.6570 21.584 21.217 37.215 

0.71 (3) 0.75 (3) 0.49 (2) 0.095 (4) 0.023 (2) 0.0179 (9) 

20GeV 3.0756 2.9387 3.1690 20.627 19.712 34.423 

1.61 (7) 1.61 (6) 1.11 (5) 0.206 (9) 0.057 (5) 0.029 (2) 

50GeV 3.1353 3.0951 3.3395 18.445 19.487 19.197 

3.1 (2) 4.2 (2) 3.1 (1) 0.57 (3) 0.22 (2) 0.059 (9) 

lOOGeV 3.0638 3.0545 3.2031 17.993 17.055 24.674 

5.8 (3) 7.8 (3) 6.2 (3) 1.32 (5) 0.53 (4) 0.18 (2) 

Hadronic Resolution Electron Resolution Weighted Energy 
Data Hist Data Hist e/1t (GeV) 

#Events (%) (%) (%) (%) Data Hist Data Hist. 

LW 
lOGeV 600 22.5 20.8(7) 1.65 1.55(5) 1.44 (1) 1.46 (1) 9.52(9) 9.42(9) 

20GeV 600 13.6 12.5(5) 1.13 1.12(4) 1.24 (2) 1.228(8) 19.6 (1) 19.9 (1) 

50GeV 600 10.5 10.3(4) 0.65 0.60(2) 1.181(5) 1.182(6) 49.5 (2) 49.4 (2) 

100 GeV 600 9.8 8.8(3) 0.48 0.48(2) 1.168(5) 1.163(4) 99.0 (4) 99.5 (4) 

~ 
lOGeV 600 21.9 20.4(7) 1.47 1.44(5) 1.37 (I) 1.39 (I) 9.54(9) 9.39(9) 

20GeV 600 14.8 14.4(5) 1.09 1.06(4) 1.289(8) 1.295(8) 19.6 (1) 19.5 (1) 

50GeV 600 15.3 14.1(5) 1.06 0.84(3) 1.243(8) 1.242(8) 52.5 (3) 48.1 (3) 

100 GeV 600 11.4 10.2(3) 0.50 0.51(2) 1.275(6) 1.282(6) 98.7 (5) 98.2 (4) 

Resolutions in Quadrature 
Data(%) 3..Sigma Hist Fit(%) 

LW Stochastic Tenn 64.±4. 56. ±2. 
Constant Term 6.± I. 6.5 ± 0.5 

l:&=r Stochastic Tenn 58. ±4. 48.±2. 
Constant Tenn 11. ±I. 9.0±0.4 
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TABLE4 Six-Sesment Eners~-IndeEendent Weishtin!l with Eners~ Offset 
EM! EM2 EM3 HAD! HAD2 HAD3 

WI! 

Weights 2.7464 2.6814 2.9236 25.946 27.017 34.402 

Offset 1.8106 

lOGeV 0.75(2) 0.79(3) 0.50(2) 0.075(3) 0.013(1) 0.0127(7) 

20GeV 1.56(7) 1.69(7) 1.09(5) 0.172(7) 0.041(4) 0.028(1) 

50GeV 3.7 (2) 4.3 (2) 2.8 (!) 0.44 (2) 0.13 (!) 0.079(6) 

lOOGeV 6.3 (3) 8.4 (3) 6.2 (3) 0.94 (3) 0.31 (2) 0.17 (1) 

~ 

Weights 2.9393 2.9299 3.1234 17.641 17.659 21.996 

Offset 2.089 

!OGeV 0.71(3) 0.75(3) 0.49(2) 0.095(4) 0.023(2) 0.0179(9) 

20GeV 1.61(7) 1.61(6) 1.11(5) 0.206(9) 0.057(5) 0.029(2) 

50GeV 3.1 (2) 4.2 (2) 3.1 (!) 0.57 (3) 0.22 (2) 0.059(9) 

!OOGeV 5.8 (3) 7.8 (3) 6.2 (3) 1.32 (5) 0.53 (4) 0.18 (2) 

Hadronic Resolution Electron Resolution Weighted Energy 
Data Hist Data Hist e/7t (GeV) 

#Events (%) (%) (%) (%) Data Hist. Data Hist. 

.I.Es! 
lOGeV 600 18.8 17.7(7) 1.32 1.23(5) 1.29 (!) 1.30 (!) 10.16(8) 10.07(8) 

20GeV 600 12.4 12.0(5) 1.03 1.00(3) 1.196(6) 1.197(7) 20.4 (!) 20.3 (!) 

50GeV 600 10.1 9.7(4) 0.63 0.59(2) 1.180(9) 1.187(5) 49.3 (2) 49.0 (2) 

JOO GeV 600 9.7 8.4(3) 0.49 0.49(2) 1.167(5) 1.160(4) 98.1 (4) 98.7 (4) 

Qilll2£[ 

lOGeV 600 17.9 17.2(8) 1.26 1.24(5) 1.37 (!) 1.38 (!) 10.37(8) 10.29(9) 

20GeV 600 13.8 13.5(5) 0.99 0.96(3) 1.294(7) 1.300(8) 20.3 (!) 20.2 (!) 

50GeV 600 13.5 12.4(5) 0.65 0.65(3) 1.289(7) 1.298(7) 48.5 (3) 48.1 (3) 

100 GeV 600 11.2 10.6(4) 0.49 0.50(2) 1.253(6) 1.248(6) 98.0 (4) 98.4 (5) 

Resolutions in Quadrature 

Data(%) 3-Sigma Hist Fit(%) 

Stochastic Term 52±4. 49. ±2. 
Constant Tenn 7. ± 1. 6.7 ± 0.4 

~ Stochastic Tenn 44. ±5. 43. ±3. 
Constant Term 10.8±0.9 10.0± 0.5 

8 



CONCLUSIONS 

Weighting Schemes 

One would expect that the six-segment fits would give better results than the 
two-segment fits because of the finer segmentation. Comparison of the resolution as 
computed from the raw data suggests this is true, though the effect tends to be washed out 
in the 3-0" histogram fits. More noticeable is that the resolutions are generally better at 
each energy for the energy-independent weighting schemes than for the energy-<lependent 
schemes. This runs counter to intuition, but it is clear that the methods which weight all 
energies simultaneously show a decrease in the pion resolution which is considerably 
more than given by increasing the number of longitudinal segments. In fact, the chief 
reduction in pion resolution is not due to weighting all the energies simultaneously, but to 
inclusion of the energy offset as a parameter in the longitudinal weighting scheme. 

Consider the following table of energy resolutions for the copper runs with 
weights determined for all energies simultaneously with no energy offset (using the 3rd 

equation on page 4 with d = 0): 

TABLES Six -Segment Energy-Independent Weighting Without Energy Offset 

~ 

EM! EM2 EM3 HAD! HAD2 HAD3 

Weights 3.1138 3.0708 3.2605 18.429 17.977 23.557 

Hadronic Resolution Weighted Energy(Ge V) 
#Event Data(%) Hist.(%) Data Hist 

IOGeV 600 22.5 22. (I) 8.69(8) 8.57(8) 

20GeV 600 15.4 16.0(6) 19.1 (I) 19.0 (1) 

50GeV 600 14.2 13.3(6) 48.5 (3) 48.3 (3) 

100 GeV 600 11.4 10.3 (4) 100.3 (5) 100.0 (5) 

Data(%) Hist(%) 

Stochastic Tenn 62. ±4. 63.±3. 

Constant Term 10. ± 1. 8.4 ±0.6 

This gives the lowest constant term on the 3-0" histogram fit of any of the weighting 
schemes considered for copper. It also gives the highest stochastic term. 
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An energy-by-energy comparison of the pion resolution for the various six
segment weighting schemes shows that the energy-independent weights with the offset 

give much lower resolutions at the lower energies and resolutions comparable to the other 
methods at the higher energies. For the two-segment schemes, the energy-independent 
method gives somewhat lower resolutions at the higher energies as well, but the decrease 
is more pronounced at lower energies. This is easily understood, as the inclusion of an 
energy offset will have a proportionally larger impact on the low energy runs than on the 
high energy runs. The offset is about 20% of the incident pion energy at 10 Ge V but only 

about 2% of the pion energy at 100 GeV. Consequently, the weighting schemes with 
offsets have considerably lower stochastic terms. These methods tend to give higher 

constant terms, as well, in order to compensate for the lower stochastic terms, though this 
is not always clear. In Table 5 above, for instance, the relatively low constant term seems 
to be due not so much to the higher energies having lower resolution as much as because 
the lower energies have higher resolution, which clearly is causing the stochastic term to 
be so high. 

In summary, one can say that the values one obtains for the stochastic term are 
heavily dependent upon the method one uses to parameterize the data, and are mildly 

dependent for the constant term. The six-segment weighting schemes give slightly lower 
resolutions for the raw data than the two-segment schemes, but this effect is not noticeable 
for the 3-CThistogram fits. And including an energy offset in the parameterization has 
more of an impact on the resolutions than including more longitudinal segments. 

Our fits with no energy offset show the electron resolution to have a stochastic 
term of about 4.5% and a constant term of 0.1-0.2%. This compares well with simulations 
by Ma and Leltchouk2. Using GEANT with the full accordion structure in place, they find 

the stochastic term in the energy resolution to be 5.6% and apparently find a constant term 
close to zero. Ma and Leltchouk included the dead material in front of the calorimeter 

(tracker, neutron absorber, cryostat wall, inactive liquid and calorimeter electronics), 
which we did not. This dead material sums to I. I radiation lengths and helps to explain 
why they obtained a higher resolution. 

For the e/n ratio, the most straightforward case to understand is that of the two

segment energy-dependent weighting scheme. In this, there are no energy offsets and all 
the energy deposition from the incident electron goes into one longitudinal segment. The 
e/n ratios for lead range from 1.4 at 10 GeV to 1.18 at 100 GeV. For copper they range 
from 1.42 at 10 GeV to about 1.28 at 100 GeV. 

2optitnization of Accordion EM Calorimeter in GEM. Ma and Leltchouk, GEM TN-92-257. 
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The following table summarizes the constant terms obtained for lead and copper 
using the various weighting methods: 

TABLE 6 Summary of Constant Terms for Various Weighting Schemes 

Lead(%) Copper(%) 

Two-Segment E-Dep Data 6.± 1. 10. ±I. 
Two-Segment E-Dep Hist 6.3 ± 0.5 9.1 ± o.s 
Two-Segment E-Indep Data 8. ± I. 11.0±0.9 
Two-Segment E-lndep Hist 6.8 ± 0.4 8.8 ± 0.4 
Six-Segment E-Dep Data 6.± I. 11.±1. 
Six-Segment E-Dep Hist 6.S ±0.S 9.0±0.4 
Six-Segment E-Indep Data 7. ±I. 10.8 ± 0.9 
Six-Segment E-lndep Hist 6.7 ± 0.4 10.0± o.s 
Six-Segment E-Indep Data No-Offset 10. ±I. 
Six-Segment E-Indep Hist No-Offset 8.4 ±0.6 

The 3-crhistogram fits give lower resolutions, as expected. Generally, the constant term 
for lead is 6.5-7% whereas for copper it is 9-11 %, making it significantly higher for 
copper than lead. 

The errors in the constant terms are larger for the data RMS calculations than for 
the Gaussian histogram fits. This is related to the way MINUIT does the fit to the 
expression for the resolution in quadrature (last equation on page 4) and the fact that errors 
in a are available for the histogram fits but not from the raw data. 

Copper vs. Lead 

The constant term in the energy resolution is generally ascribed to deviations 
from elh = 1. In our calculations, we stored information on the energy deposited in both 
the active and inactive media, the energy deposition in the active media having already 
been reduced to account for saturation effects. We have used this information to calculate 
an approximation to elh. We took the energy deposited by the electromagnetic component 
of the pion showers in the active media and divided it by the energy deposited in all the 
media for each longitudinal segment. We then calculated the same quotient for the 
neutrons and other hadrons in the pion showers. The first quotient should give the 
response rate to the electromagnetic component of the pion showers and the second 
something close to the response to the hadronic component. Dividing the first quotient by 
the second quotient should give an approximation to the intrinsic elh: 

elh = EM signal I EMdepos;kd 

HAD,,. .. , I HAD "'po""" 
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This will not be as accurate a representation as one would like of el h as it will 
not include binding energy losses, and there may be some leakage of hadrons, particularly 
neutrons, out the back of the device. This above expression might, however, give a rough 
enough approximation to allow one to make some qualitative statements about the origin 
of the higher constant term in the hadronic resolution for copper. 

All the results in this section are for the 100 Ge V runs. At the higher energies 
the pion showers penetrate more deeply into the hadronic module, which is the section we 

are most interested in looking at, so our study is less vulnerable to fluctuations in what 
happens deep in the calorimeter at higher energies. 

Throughout the electromagnetic calorimeter, the approximation of e/h given by 
the expression above is 1.1 for both the lead and the copper. This does not depend on 
whether lead or copper is used in the hadronic section behind, showing that there is little 
or no difference in the backscattered particles. 

For the copper hadronic section, the above ratio is consistently 1.6 to 1.7 for all 

three segments of the hadronic module, which is a fairly high value for e/h. For the lead 
hadronic section, the three segments give 0.8, 1.1, and 0.6 from front to back, for an 
overall approximate e/h of 0.8. The variance in these numbers over the three segments of 

the hadronic section are not understood. All escapes out the back of the calorimeter were 
recorded in the simulations. Including the escape energy with the deposited energy to 
correct for leakage makes the copper elh come to 1.7 and raises the lead elh to 0.9. 
Binding energy losses are still not taken into account in this approximation to el h, 

however, and this would tend to raise the approximate values in both cases, so it is not 
expected that the Pb/LKr module is really overcompensating. Given that the binding 
energy losses might account for as much as 40% of the hadronic component of the shower 
for the lead3, the actual elh could be as high as 1.5. Since copper is a not such a high-Z 
material, the binding energy losses presumably should not be so high, and including them 
would raise our approximate value of elh to possibly a little higher than 2. In any case, 
our rough approximation does suggest that the Cu/LKr module has a significantly higher 
intrinsic elh than the Pb/LKr module, which leads to the higher constant terms in the 
resolution. Given the dramatic difference in the el h values for the two cases, perhaps the 
only reason the copper results don't show a much higher constant term than the lead than it 
does is because of the identical electromagnetic modules the two cases share. 

It is useful to consider the signal divided by the total energy deposited for several 

different components of the pion showers. For instance, if one looks at the ratio of signal 

}High Resolution Hadron Calorimetry. Wigmans. NIM A265 (1988), 273-290. 
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to total energy deposited for low energy neutrons (below 20 MeV), it is about 15 % for the 

lead hadronic module and 2.5 % for the copper hadronic module. This implies that energy 

from low energy neutrons is about six times more visible in the lead module than in the 

copper. This tends to make elh lower in the lead module since the response to hadrons is 

increased by this effect. A reason for the higher ratio for lead would be the relative 

transparency to neutrons of lead, whereas copper is a good neutron absorber4. The 

lowering of e/h due to this effect is rather small, however, because the active medium, 
being non-hydrogenous, is not particularly sensitive to neutrons. Only about 10% of the 

hadronic energy deposited is from these low energy neutrons. 

Charged hadrons and high energy neutrons also register a higher signal to energy 

deposition ratio in lead but only about 8% higher, so while this effect would tend to make 

el h lower for the lead module than the copper it should make a much smaller contribution 

than the low energy neutrons. 

The biggest contribution to our approximate el h comes from the electromagnetic 

component of the shower. The ratio of signal to deposited energy is about 41 % in the 

electromagnetic section for both cases. The signal to deposited energy ratio is generally 
8% in the copper module, however, as opposed to 5% in the lead module. This will result 

in about a 60% increase in the elh of the hadronic module for copper versus lead. The 

reason why the sensitivity of the copper module is so much greater is probably due mostly 

to the fact that lead is a high-Z material and tends to be highly absorbing for photons. 

Another consideration is that the cross section for the photoelectric effect scales 

as Z 5, and so these processes are much more likely to take place in lead than in krypton. 

This leads to a transition effect, since newly generated electrons in the lead are not likely 

to escape into the krypton in the lead module. In the copper case, it is not entirely clear 

what would happen. Since the photoelectric cross section scales as Z 5, production of 

photo-electrons would presumably be slightly more likely to take place in the krypton than 

in the copper, since krypton has a higher Z than copper. The electromagnetic signal 

should be expected to be considerably diminished in the lead module as compared to the 

copper module, and our simulation shows that this is, in fact, the case. 

4runchthrough Calculations for Neutron Using CALOR89, Moore. Smith and Reidy. SSCL-584, 
September 1992. 
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COMPARISONS 

These results can be compared to results of other simulations by Mike Shupe of 
the University of Arizona and Alexandre Savin of ITEP/UT (permanent staff at ITEP in 
Moscow, presently visiting at the University of Tennessee). 

Mike Shupe has done calculations with UAZMIX, which uses GEANT 3.15 and 
describes all components and active modules as "mixtures", needing additional input from 
other detailed simulations of each subdetector to adjust el h, the electromagnetic energy 
resolution, and the hadronic energy resolution. His calculation incorporates a very 
detailed description of cryostat walls, beampipe structures, and other mechanical 
components. At 1) = 0, he finds the resolution to be relatively high. This is caused by the 
aluminum support plate between the north and south halves of the barrel calorimeter, 
which reduces the sampling right at 1) = 0. Given this anomalous geometrical feature, 
which was not included in our calculation, probably the best numbers to compare with for 
Shupe's calculations are those at 1) = 0.3. Resolutions for two-segment weighting schemes 
at different energy points are computed using Gaussian fits to histograms which only use 
data with 2.5 standard deviations of the mean. The resulting width is divided by 0.961 to 
correct for the reduction in sigma if this procedure were being applied to a Gaussian. 
Then the stochastic and constant terms are found in quadrature from a minimization fit. 
For energy-dependent weights at 1) = 0.3, Shupe finds the stochastic and constant terms to 
be 68(3)% and 6.3(8)% for single pions. This is best compared to our all data RMS 
calculations from Table 1, which give 57(2)% for the stochastic term and 6.3(5)% for the 
constant term. For energy-independent weights (without an offset), Shupe obtains 69(3)% 
and 6.5(8)%, while our simulation gives 60(2)% and 5.6(5)%. These last results are not 
from Table 2 because they do not include the energy offset incorporated in those results. 
Shupe does not have results for copper in the hadronic section. 

Our values for the constant term agree fairly well with Shupe's. His stochastic 
terms, however, tend to be higher than ours. When making the comparison of our results 
with Shupe's it is important to take note of the differences in the calculations. Shupe's 
pions are entering the calorimeter at an angle (7) = 0.3, which is 17 degrees from normal 
incidence), and, except for using mixtures in the subdetectors, he used a more detailed 
geometry, not far from the actual geometry of the GEM detector, which includes the 
scintillating barrel calorimeter. In his calculations, the barrel and endcap accordion 
modules were weighted with one weight factor and all other energy readouts, including the 
hadronic modules and the scintillating barrel, were all weighted with the second weight 
factor. In time Shupe expects to have a more detailed analysis completed. 
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Alexandre Savin has done calculations with GEANT using GEISHA for energies 
of 10, 25, 100, 250, and 1000 GeV for lead only. Using interpolation for the resolutions at 

20 and 50 GeV for two-segment weighting comparable to Table l gives: 

TABLE7 Comparison of Resolutions from CALOR89 and GEANT 
for Two-Parameter Energy-Dependent Weighting Scheme 

Energy (GeV) CALOR89 GEANT 

10 20.S (8) % 19.5% 

20 13.0 (5) % 15.0% 

50 10.9 (5) % 11.4 % 

100 8.4 (3) % 9.5 % 

These values are taken from histogram fits. Using Savin's values, we obtain a 
stochastic term of 57 (4)% and a constant term of 8 (1)%. Our values using CALOR89 
with the weighting scheme in Table I gave 57 (2)% for the stochastic term and 6.2 (5)% 
for the constant term, so the results are in good agreement We do find the constant term 
to be just a little lower. Savin also does not have results for copper in the hadronic 

module. 
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