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o Preface 


In February 1995 S.L. Woronowicz delivered a series of lectures on -Compact and 
non-colnpact quantum groups' at SISSA, The lectures started fronl basic C""­
algebra definitions and such fundamental facts as Gelfand-Neimark theorenls. :\'ext 
the notion of morphism was introduced and then the theory of topological conlpact 
quantum groups was developed. In particular, quantum counterparts of Haar 
measure, right regular representation and the decomposition theory of representa­
tions were presented. Also the relation between this .approach and the Hopf-algebraic 
one was explained. 

The second part of the lectures was more advanced and served as an introduction 
to the current research on non-compact quantum groups. This subject is not yet 
fully developed. Such topics as the Pontryagin duality, multiplicative unitaries. pen­
tagonal relations and their links to the Weyl form of the Heisenberg comnlutation 

were discussed. 

The lectures focused on topological and functional analytic aspects of the quantulll 
group theory. This makes them interesting for both physicists and mathematicians. 
Since a review of such an approach is not available in the literature, two of us (L. D. 
and P. N.) decided to register the lectures in the present notes. We tried to presen"e 
as much as possible the style of the lectures. However, we had to put the material in 
a 'linear' order. L. D. and P. N. are entirely responsible for any errors, inlprecision. 
abuse of notation, etc. that could in such a process. We refer to the papers [.3]. 
[6], [7] and [8] for more details and accuracy. 

The present text covers the first part of the lectures. The second part is in preparation. 

VVe thank K. Brg,giel for reading a preliminary version of a part of the manuscript. 
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1 C*-algebras 

The purpose of these lectures is to present a description of topological groups in 
terms of the corresponding algebras of functions and an extension of this theory to 
non-commutative algebras. 

Definition 1.1 An algebra is a structure (A, +, .; .), where 

1) (A, +, -) is a complex vector space 

2) a map. : A x A -7 A is bilinear and associative. 

If, in addition, there exists IA E A which is a neutral element for. then (A. +.. : • : 

is called a unital algebra. 


The notion of a subalgebra is self-explanatory. 

Definition 1.2 A subalgebra I of A is called a left (right) ideal iff A. I C I 
(I. A c I, respectively). A left ideal which is also a right ideal is called simply an 
ideal. 

Remark 1.3 The quotient A/I of A by a left ideal I, ie. the set of equi\'alence 
classes a +I is a complex vector space with the quotient operations 0:( a +I) = aa +I 
and (a + I) + (b + I) = (a + b) + I. If I is an ideal then A/I is an algebra with the 
quotient product (a + I) • (b + I) = (a. b) + I. 

In the sequel, an algebraic operation such as +, etc. defined in different algebraic 
structures will be denoted by the same symbol. 

Definition 1.4 Let (AI, +, .; .) and (A2' .; .) be algebras. A vector spaCE 
homomorphism </> : Al -7 A2 is an algebra homomorphism if 

¢( a • b) = </>( a) • </>( b) . (1.1 i 

A bijective homomorphism is called isomorphism. 

If both the algebras are unital then a homomorphism </> is called unital iff </>( I Al ) = I A2 . 


Example 1.5 Denote SL(2, C) the space of all 2 x 2 matrices 9 with entries 9ij E C. 
i,j = 1,2 and with detg 1. (The group structure on SL(2, C) is irrelevant in this 
example). Elements 9 of SL(2, C) act on vectors Z = (ZI' Z2)t E C2 by z 1-+ g::. There 
are two standard quadratic forms QI, Q2 on C2 defined by 

Correspondingly one has the following two subspaces (real forms) of SL(2, C) 

SU(2) = {g E SL(2, C) I QI(gZ) = QI(Z) , Vz E C 2
} , 

SU(l,l) {g E SL(2, C) I Q2(gZ) = Q2(Z) , Vz E C 2
} • 
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Another well known real form, 

SL(2, R) = {g E SL(2, C)lgij E R} , 

is known to be homeomorphic to SU(1, 1); however SU(2) and SU(1,l) are not 
homeomorphic. 
On SL(2, C) we define four functions a, 13, , and 8 by 

a(g) = gl1, j3(g) = g12, ,(g) = g21, 8(g) = g22· 

Consider now a free algebra generated by a, 13, , and 8. A quotient of this algebra 
modulo the ideal generated by 08 - 13, - I and all the commutators of generators 
(e.g. aj3 - j3a, etc) is denoted by ASL(2,C). 

Given a subspace A of SL(2, C) the functions a, 13" and 8 can be restricted to .\. 
Combinations of the so restricted functions generate an algebra (by applying the 
addition, multiplication by numbers and multiplication). Conversely, any elen1ent of 
the restricted algebra can be uniquely extended to SL(2, C); the extension being just 
the same combination of the 'unrestricted' generators. We denote by ASU(2)' ASU(l.li 

and ASL(2,R) the restricted algebras corresponding, respectively, to SU(2), SlJ(1.11 
and SL(2, R). They are all isomorphic 

<)ASU(2) ~ ASU(I,I) ~ ASL(2,R) ~ ASL(2,C) . 

One of our tasks is to encode topological information about the spaces in ten11S of 
corresponding algebras. However, the above example shows that the 'naked' notion of 
an algebra is too rough to distinguish between SU(2) and SU(l, 1). This suggest that 
we should supplement (A, +, '; .) \vith some additional structure. One possibility is 
to add a * -operation. 

Definition 1.6 A * -operation £s an anti-linear, anti-multiplicative and involzdi tf: 
map *: A ~ A. An algebra endo1.ced with a * -operation is called * -algebra~ 

Definition 1.7 Let (AI, +, .; .,' x) and (A2' +, .; ., *) be *-algebras. An algEbra 
homomorphism <j; : Al ~ A2 is a x -algebra homomorphism if 

6(a*) = (<j;(a))*. ( 1.2) 

Such noti~ns like unital *-homomorphism, *-isomorphism, etc. are self-explanatory. 

Example 1.8 (Continuation of Example 1.5) 

Corresponding to G = SU(2), SU(1, 1) or SL(2, R), the algebra ASL(2,C) can be 

equipped with three *-operations which are defined by the following steps: 

i) restrict an element a E ASL(2,C) to G 

ii) to such a restricted element apply the complex conjugation 

iii) extend so obtained element to ASL(2,C). 
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By applying these rules we get the following three *-operations on generators 

a* = 8, 13* = -" ..,;, .. "..( =- -13, 8* = a for G = SU(2) 

a* 8,13*="'1, ,. j3,8*=a for G = SU(l, 1) 

a* a, 13* = 13, "'( 7, 8* =- 8 for G SL(2, R) 

It can be seen that ASL(2,C) equipped either with the first or second *-operation are 
not isomorphic as *-algebras, although they are isomorphic as algebras. (ASL(2.C; 

equipped with the second or third'"-operation are isomorphic also as * -algebras). (. 

We have already learned that the·-algebra structure can distinguish between different 
spaces, even if they have the same complexification. In the sequel \eve shall be nlainly 
interested not just in topological spaces but in topological groups. In particular, we 
would like to incorporate the unitary representations of groups in our approach. It 
is known, that unitary representations of non-compact groups can not be encoded in 
terms of polynomials only. To admit more general functions we have to complete the 
algebra of polynomials. This leads to endowing (A, +, 'j e, *) with a structure of 
Cll'-algebra. 
Recall that a norm on A is a non-negative function such that V a, b E A, V a E C. 
Ilaall = lailiall, Iia + bll ::; Iiall + Ilbll and if lIall = 0 then a = O. 

Definition 1.9 A C*-algebra is a structure (A, +, .; e, *, II II), where 
i) (A, +, .; e, *) is a * - al9ebra 
ii) (A, +, " II II) is a Banach space, complete in the norm II II satisfying the following 
conditions 
a) V a, b E Alia e bll ::; lIallllbll 
b) V a E A lIa*1I II all 
c) V a E A lIa* e all = lIa112. 

Notions of a subalgebra and of an ideal in a C*-algebra are self-explanatory, 

Definition 1.10 An ideal T of a -algeb·ra A is called 

i) essential iff for all b E A it holds that (b e a = 0 Va E T):::} b =- O. 

ii) modular iff there exist b E A such that for all a E A (a-aeb) E T and (a-bea) E T, 


In view of the following theorem "'-homomorphisms are adequate for C*-algebras as no 
additional consistency condition with respect to the norm" II is needed, (Nevertheless. 
in Section 3 we shall come back to the question of morphisms between C*-algebras). 

Theorem 1.11 Let A and B be two Cll' -algebras and ~ : A --7 B a *-ho17~om,orphism. 
Then ~ : A --7 B is norm decreasing, i.e. 11~(a)11 ::; Iiall and 4>(A) is a Cll'-subalgebra 
of B. JIIloreover, if 4> is injective then 114>(a)II = lIali. 

In order to simplify notation, from now on, A will stand for (A, +, . ; e, "', II II) 
and the dots of the products will be often omitted. Also, unless stated differently, A 
is assumed to be separable, ie. to contain a countable II II-dense subset. 
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2 Gelfand-Naimark theorems 

vVe recall some standard notation and facts. In the following A denotes a locally 
compact space. Let C(A) be the set of all continuous complex functions on lL Co(.\ 'I 

be the subset of bounded functions 

Cb(A) == {a E C(A)I 3N V)" E A la()..)1 ~ N} 

and Coo (A) the subset of functions vanishing at infinity 

Coo(A) == {a E Cb(A) I Ve > 0 the set {).. E A -: la()..) I ~ f} is compact} . 

Cb(A) can naturally be endowed with a C*-algebra structure as follows. Operations 
(+, . ; .) are respectively the addition, the multiplication by a number and the 
multiplication of two functions; "'-operation is the complex conjugation. A norn1 II . 
is defined for any a E Cb( A) by 

Iiall == sup{).. E A I a()..)1 < oo} . 
Remark 2.1 It is easy to see that Coo(A) is a C*-subalgebra of Cb(A). fvloreo,'er. 
Coo(A) is an essential ideal in Cb(A) (see Definition 1.10) and Cb(A) is the largest 
C*-algebra which contains Coo (1\) as an essential ideal. 

It turns out that any commutative C"'-algebra is of the form Coo(A) for son1e A. This 
can be seen via a canonical Gelfand-Naimark representation. Let A be the space 
of characters on a commutative C"'-algebra A, ie. all nonzero *-homon10rphisn1s 
X : A -+ C. (Such X is automatically continuous). It can be shown that A is a 
locally compact topological space with a (restriction to A of) weak topology on AI 
(a basis of open neighbourhoods of 0 is U(.,a == {X I X( a) < c}, where c > 0 and 
a E A). For any a E A the function a : A -+ C, a : X 1--+ x(a) belongs in fact to 
Coo(A). lVloreover the assignment of a to a is a *-homomorphism, which is injecti,-e 
and due to Stone-Weierstrass theorem also surjective. In addition if A is isomorphic 
to Coo(A'), where A' is another space~ then A' can be shown to be homeomorphic to .\_ 

The above statements imply the first of structure theoren1s due to Gelfand and 
Naimark 

Theorem 2.2 

t t' C'" 1 b ) ( There exists a unique locally compact)
( A . 

IS a commu a lve -a ge ra ¢:} A h th A C (\) .space suc at ~ 00 1 

Remark 2.3 Here the uniqueness holds up to a homeomorphism and ~ denotes a 
* -isomorphism. 0 

Ren1ark 2.4 The kernel of a character X on abelian A is a maximal modular ideal 
in A and, vice versa, any maximal n10dular ideal is the kernel of a unique character 
X on A. Thus, the points in A can be also thought of as maximal modular ideals in 
A. For unital A any ideal is modular (set just b == I in Definition 1.10), hence in that 
case the points in A can be thought of as maximal ideals. 0 
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Remark 2.5 The C*-algebra Cb(A) is not adequate enough as there are A ::/= A' such 

that Cb(A) ::::::::: Cb(A/). In fact, let A be non-compact. We have Cb(A) ::::::::: Cx,(A/) for 

some A'. Since Cb(A) is unital then A' is compact and thus non-homeomorphic to .\. 

Moreover, Coo(A/) ::::::::: Cb(A'). 


Theorem 2.2 shows that classical spaces can be encoded in commutative C"'-algebras. 

C*-algebras. 

It shows also a way to develop a non-commutative geometry. The main idea is to 

consider non-commutative C'"-algebras as a counterpart of something which could be 

a non-commutative (quantum) space, cf. [5]. In such an approach one works with 

non-commutative C"'-algebras and tries to mimic on them such structures that in 

commutative C*-algebras correspond to certain properties of classical spaces (e.g. 

group structure). 


Given a (separable) Hilbert space H let B(H) denote the C*-algebra of all linear 
operators on H, which are bounded in the norm 

Iiall == sup{llaxll I x E I<}, 

where a E B(H) and 1< = {x E H I IIxll ~ I}. The *-operation in B(H) is just the 
usual adjoint of operators. 

Definition 2.6 A * -homomorphism 7r : A B(H) is called a representation of a-7 

C* -algebra A in H. JIIloreover, "is said to be 

i) faithful iff 7r is *-isomorphism between A and 7r(A), ie. ker7r == {O} 

ii) non-degenerate iff ('l/; E Hand 7i(a)'l/; = 0 Va E A :::} 'l/; = 0) 

iii) cyclic iff :3n E H cyclic for I., ie. 


{7r(a)(f2) I a E A} is dense in H (2.11 

iv) in'educible iff 7r(A) is irreducible on H, ie. the only closed subspaces of H which 
are invariant under 7r(A) are {O} and H 

-7v) unitarily equivalent to 7r' : A -7 B(H') iff :3 V : H H' which is unitary and 
7r(a) = V*7r'(a)V, Va E A. 

Remark 2.7 Such notions as triyial representation, subrepresentation and direct 
sum of representations are defined in the usual manner. 

We denote by Rep (A, H) the set of non-degenerate representations of A in Hand 
recall one useful theorem known in the theory of C*-algebras. 

Theorem 2.8 Let Al C A2 be an ideal in a C*-algebra A2 and 7r E Rep (AI, H). 
Then, there exist a unique ir E Rep (A2, H) such that irl A1 = 7r. 

In order to see that there are nontrivial representations it is helpful to consider states. 
Let A' be the topological dual to A, ie. the space of all continuous linear complex 
valued functionals on A. The norm of ¢; E A' is given by 

II¢;II sup{I¢;(a)lllIall I}. 
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Definition 2.9 A linear functional w on A is said to be positive iff w(a"'a) ~ O. 
Va E A. If in addition w E A' and Ilwll 1 then w is said to be a state. A state ;':.: i.;;. 
faithful iff w( a* a) 0 implies that a O. 

Relnark 2.10 A positive linear functional w can be seen to have the following prop­

erties (cf. [1]): 

i) w E A' 

ii) w(a*) =w(a), Va E A 

iii) Iw(a*b)12 ::; w(a*a)w(b*b), Va~ bE A 

iv) w((ab)*ab) ::; IlaI12w(b*b), Va~ b E A 

v) if A is unital then w(I) = 1. 


Remark 2.11 It can be shown that 

i) Va E A there exist a state f.J.,' such that w( a* a) = 1 

ii) on a (separable) C*-algebra A there always exist a faithful state. ('. 


Example 2.12 Given a Hilbert space H with a scalar product ( I ), a representation 

7r E Rep (A, H) and a (normalized) vector n E H, Ilnll = 1, the expression 


f.J.,>(a) = (n 17r(a)n) (2.2i 

provides an important example~ known as a 'vector state'. 

It turns out that any state on A is a vector state for some representation, as will be 
clear from the following construction of Gelfand-Naimark-Segal (GNS). Given a state 
w on A the GNS construction provides a canonical representation 7rw : A ---t B(H-",). 
We describe first the underlying Hilbert space Hw. Start with the underlying (Banach j 
space A and using w introduce a semi-definite Hermitian product 

(a I b) =w(ab*). 

Then, by Remark 2.10 iv), I = {a E A Iw( aa*) O} is a left ideal in A. The quotient 
A/I is a complex vector space with a non-degenerate Hermitian product 

(a + I I b + I) = w(ab*) . (.)_.''3,','! 

(which is independent of a representative in each class). The Hilbert space Hw is just 
the completion of A/I in this norm. 

Next, given a E A, 7rw (a) defined by 7rw (a)(b + I) = ab + I is a (well defined) 
linear operator in Hw? which is bounded due to 

Denoting its bounded closure still by 7rw( a), we verify that 
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ie. 7rw(aJ)7rw(a2) = 7rw(ala2). Thus 7rw : A -7 B(Hw) is a representation (quotient of 
the left multiplication). 

Now it remains only to construct nw E Hw. If A is a unital algebra, consider 
nw = 1 +I. Then 

(nw I 7r (a) ft;) = (1 + I I a + I) = w ( a) . (2..1) 

Moreover, {7r(a)nwla E A} {a + Iia E A} is obviously dense in Hw and thus 0;,; is 
cyclic for 7rw • 

If A is not a unital algebra, take instead the C* -algebra A = C x A with 

(o,a)+(,B,"b) - (o+,B,a+b) 
(o,a)(,B,b) (0(3, ob + ,Ba + ab) 

(0, a)'" - (a,a*) 

11(0, a)11 sup{llob + ablll b E A, Ilbll = I} . 

Clearly, identifying a with (0, a), A is just a C*-subalgebra of A. Sometin1es.4 is 
denoted C1 +A, and (0, a) 01 + a (the identity being (1,0)). Moreover, extend .....: 
in a canonical way to w by w(0:1 + a) = 0 +w(a). (w can be seen to be a state on .4 
due to Remark 2.10 iii). 
At this point one essentially repeats the GNS construction of Hw and 7rw using .4 and 
w. The only delicate point of the construction is the cyclicity of nw for 7rw • In fact it 
does hold since 7rw(C1 + A)nw = cnw + 7rw(A)nw is dense and nw can be shown to 
belong to the closure of 7rw (A)Dw. 

It turns out that GNS representation is unique up to a unitary equivalence. Indeed. 
given another state w', there exist l/ : Hw -7 Hw 1 , defined (using the cyclicity of Dw) 
by 

The operator V is unitary 

and intertwines the representations, V- 1 7rw1 (a)V 7rw(a), Va E A, and the cyclic 
states, V(nw) = nw" 

Using Remark 2.11 i) and GNS representations, it can be shown that a faithful 
representation of any C*-algebra can be always constructed as a direct sum 7r EB oJ) J; .... 

on H = EBw Hw. This leads to the second theorem due to Gelfand and Naimark which 
gives a characterization of not (necessarily) commutative C*-algebras. 

Theorem 2.13 

A is a C*-algebra) ¢:> ( A is * - isomorphic to a ) 

( C*-subalgebra of B(H) . 


Remark 2.14 The association to A of a C* -subalgebra of B(H) is non-unique (in 
the sense of unitary equivalence). \Ve mention also that in case A is non-separable. 
H may be non-separable as well. 0 

We refer ego to [1], [2], [3] and [4] for more details. 
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3 Morphisms 

In this section we define morphisms between C*-algebras in such a way that they 
correspond to the morphisms (continuous maps) between the associated spaces. At 
a first glance *-homon10rphisms are natural candidates (see Theorem l.11). 

Theorem 3.1 Let rP be a *-homomorphism from Coo(Ad to Coo (A2)' If there U;iSt8 

a continuous map rP* : A2 -+ Al such that 

then rP* is proper, i. e. the inverse image of any compact set is compact. 

It turns out that some important continuous maps are not proper. For exan1ple~ the 
group multiplication 

. : G x G -+ G; (h, g) r--t h . 9 (:3.1 ) 

on a locally compact group G, is proper only if G is compact, since the inverse in1age 
of the neutral element is {(g-I, g)}: which is homeomorphic to G. Thus, the algebraic 
counterpart of (3.1) may not be a *-homomorphism from Coo(G) to Coo(G x G). This 
shows that *-homomorphisms do not satisfy our requirement that morphisn1s should 
encode information about all continuous maps. We therefore need to find another 
candidate for a morphism between C*-algebras. The choice will be motivated by a 
sequence of observations at the commutative level. 
Given a function a E Coo(Ad and a continuous map ¢* : A2 -+ Al we note that 
a pull-back rP(a) of a defined by 9(a)(A) = a(¢*(A)) is a function on A2 which is 
bounded but not necessarily vanishing at infinity. As an example take such 9", that 
maps a sequence of points An -+ 00 tending to infinity in A2 (ie. V]{ C A, ]{ con1­
pact, 3N such that Vn > N it holds that An rf. ]{) to a sequence ¢*(An) con\'erging 
to some A E AI)' This fact together with Remark (2.1) suggests that target space 
of a morphism between C*-algebras Al and A2 should be the largest algebra that 
contains A2 as an essential ideal. The construction of such an algebra proceeds along 
the following steps. 
First, note that any element of Cb(~\) can be canonically viewed as a (bounded) oper­
ator acting by the left multiplication on Coo(A). Correspondingly, given a C"'-algebra 
A we embed it in the algebra B(A) of bounded operators on A. By this we n1ean that 
b E A is viewed as an operator b E B(A) acting as b : a r--t ba for all a E A. Note. 
that in contrast to A, the algebra B(A) does not have any natural *-operation (A is 
not a Hilbert space, in general). However, in B(A) there is a subset 111(A) that has 
a natural *-structure. To see this note the following identity 

which holds in A. Analogously, given two arbitrary elements b, b* E B(A), we say 
that b* is a Hermitian conjugate of b iff 
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(:3.2 ) 

Now we define 
JVJ(A) = {b E B(A) 1:3 Hermitian conjugate of b}. 

It is clear that M(A) equipped with a star operation being the Hermitian conjugate 
and with the operatorial norm is a C*-algebra. Moreover, identifying a E A with an 
operator of a left multiplication by a, A can be viewed as a closed linear subspace 
of JVJ(A). Next consider an operator Lab for a E A and b E Af(A). For any c E A 
we have Lab(c) La(b(c)) a(b(c)) = (b*(a*))*c:= Lb*(a*)(c), where in the third 
equality we use (3.2) with at = c~ a2 a* and b = b*. Hence Lab = Lb*(a*)' which 
shows that A is a right ideal in J1(A). Similarly, for a, c, d E A and b E JJ(A) we 
have (ad)*b*(c) = d*a*b*(c) = (b(ad))'" c, where in the last equality we use (:3.2) with 
at = c and a2 = ad. Hence b(ad) = b(a)d, and in turn, bLa Lb(a), which shows that 
A also is a left ideal in JVJ(A). It can be also verified that A is an essential ideal and 
M(A) is the maximal C·-algebra that contains A as an essential ideal. ?vIoreover. 
since the identity operator in B(A) is its own Hermitian conjugate then it belongs to 
JVJ(A). Thus M(A) is unital. \Ye shall denote IA the unit of 1\1(A). (In the theory 
of C*-algebras, JVJ(A) is known as the multiplier algebra of A). 

Example 3.2 One can check that for A = Coo(A) this construction yields JJ(04) = 
Cb(A), as it should. 0 

If A c B(H), which can be always assumed due to Theorem 2.13, we shall be n10re 
specific and'adapt' the Hilbert space H to A. Namely, if there exists a vector in H 
that is annihilated by all elements of A, we can pass to the orthogonal complenlel1t 
of such a vector. Thus, without the loss of generality, we assume from no\v on that 
A c B(H) is non-degenerate, i.e. naEA(ker a) {O}. Then we have the following 
Proposition which motivates the name 'multiplier algebra' for M(A) in the general 
case. 

Proposition 3.3 JVJ(A) = {b E B(H) I bA c A and Ab C A}. 

Proof. We prove first that Af(04) :> {b E B(H) I bA c A and Ab C A}. If bA c A 
then the left multiplication Lb : A -)- A, Lb(a) ba, is a bounded operator Lb E B( A). 
Moreover (Lb)* Lb*, which is an element of B(A) since b*A = (Ab)* c A'" = A. 
satisfies the conditions (3.2). In addition, because of the non-degeneracy assun1ption 
the assignment b 1--1- Lb is injective~ since otherwise ba = 0 Va E A for sonle b would 
mean that b'ljJ = 0, V'ljJ E Ho = {~) a¢ I ¢ E H, a E A}. Clearly, Ho =1= Hand \ve 
can take X E Ht· Then 0 = (X I a¢» = (a*x I ¢) shows that a*x = 0, Va E A, which 
contradicts the non-degeneracy assumption. Therefore the:> part is proven. 
To prove the C part we apply Theorem 2.8 by sp~cifying A2 = M (A2and 7r to be the 
embedding of A in B(H). Then for any element b E JVJ(A) we have b = Lir(!)' Indeed 

Va E A, L ir (6) a = (if- (b) )7r ( a) = if- (ha) = b( a) . 
o 
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Example 3.4 Let CB(H) be a C"'-algebra of compact operators on H. This is an 
ideal of B(H) which is in fact essential. Thus NI(CB(H)) = B(H). Clearly~ CB(Hi 
is not unital unless H is finite dimensional. (, 

Suppose now that A is a unital C--algebra with unit 1. Then the map 

Af(A) :1 b 1--+ b1 E A 

is an isomorphisms of C*-algebras A and M(A). Taking into account that .Al(A) has 
always unity 1A , we have 

( NI(A) = A) ~ (A is unital) . 

This is a non-commutative version of the first part of 

( C(A) = Coo(A)) ~ ( Coo(A) is unital) ~ (A is compact) . 

Extending the second part (last ~) to the non-commutative case we say that 
unital C*-algebras correspond to compact quantum spaces. Instead nOn-C0111pact 
quantum spaces correspond to non-unital C*-algebras. Hence, we have the following 
correspondence 

(compact spaces) +----+ (unital algebras) 

(non - compact spaces) +----+ (non - unital algebras) 

It can be shown that if M(A) is separable then A is unital. Thus it is evident that 
lvI(A) is rarely separable in the norm topology. However, there is another natural 
topology on M (A). 

Definition 3.5 We say that a sequence (bn) of operators bn E lvI(A) converge.~ 

strictly to zero iff 

This equips lvI(A) with a strict topology. vVe have the following Proposition. 

Proposition 3.6 A is strictly dense in lvI( A). 

Proof. It can be seen (cf. [1]) that there exists an approximate unity en /' 1A for 
A, i.e. a strictly converging to 1A E M( A) increasing sequence (en+l - en > 0) of 
elements in A with Ilenll ::; 1. If b E A1(A) then ben E A. Moreover, Va E A ena -+ a 

in norm and since Lb is continuous, bena -+ ba in norm. In addition, since ab E A 
then Va E A aben -+ ab in norm. As a consequence, ben -+ b strictly. 

c: 

Remark 3.7 This proposition shows that jvI(A) has a countable strictly dense sub­
set or, what is the same, M(A) is separable in the strict topology. In particular. 
Example 3.4 shows that B(H) is separable in the strict topology. In this special 
case it coincides with the (operatorial) *-strong topology, according to which an -+ 0 
*-strongly iff an -+ 0 strongly and (an)* -+ 0 strongly. 

12 
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Moreover, on Cb(A) the strict topology is not much different from the uniform topol­
ogy. Namely, fn -+ 0 strictly iff fn are bounded by the same number 3 and fnlK -1­

uniformly for every compact subset Ii of A 4. <> 

vVe return to the problem of finding the right notion of a morphism. As we han:, 
argued, the target of a morphism from Al to A2 should be M(A2) rather than ..42 
itself. Then however another trouble arises. Suppose that </J is a *-homomorphis111 
from Coo (A1) to NI(Coo (A 2 )) = Cb(A2 ). Given a point in AI, it is impossible that all 
functions in Coo (A 1 ) vanish at this point. Thus for arbitrary A E A2 , </J(a)(A), which 
is equal to a(</J*(A)), also can not vanish for all a In Coo (Al)' A correct algebraic 
translation of this fact is that the set 

</J(Coo(At)) . Cx (A 2 ) is norm dense in Coo (A2 ) • 

Indeed, suppose that for some AE A2 , 

Then also A (</J(Coo (A1))· Coo (A2)) = {O} and hence (3.5) does not hold. Conversely. if 
(3.5) does not hold then </J(Coo (A1 )) ·Coo (A 2 ) is obviously a proper ideal in Coo (A 2 ). It 
can be seen to be included in a maximal modular ideal I4> which corresponds to S0111e 
A E A2 (A is a character, the kernel of which is I4>; see Remark 2.4). functions 
in </J(Coo (A1))· Coo(Az) vanish at ...\, but clearly Coo(Az) contains at least one function 
which is not zero at A in Az. This means that all the functions in </J(Coo(Ad) should 
vanish at A, which is precisely the drawback we are going to avoid. 

In view of the above discussion~ we have to exclude those </J's which do not possess 
the property (3.5). Consequently, we define the space 1\I10r(Al, A2) of morphisms fron1 
Al to A2 as follows. 

Definition 3.8 A map </J is a morphism between C* -algebras Al and A2 if it belong.5 
to a set 

</J is a * -algebra homomorphism } 
such that </J( Al )A2 is dense in..42 . 

Specifying for example to A2 = CB( H) and using Example 3.4 and Definition 2.6 ii). 
we have the following proposition. 

Proposition 3.9 
Mor(A~ CB(H)) Rep (A, H). 

A more careful analysis of Definition 3.8 shows that the problems caused by The­
orem 3.1 are resolved. Actually we have now the following theorem. 

33M Vn V>' I/n(>')1 < M 

4VI< C A, I< compact Vf > 0 3N Vn > N, >. E I< I/n(>')1 < f 
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Theorem 3.10 Let ¢> E Mor(Coo(Al), Coo (A2)). Then there exists a continuous map 
¢>* : A2 -+ Al such that Va E Coo(Al) V)" E A2 

The converse is also true. 

The Definition 3.8 is more 'symmetric' that it seems due to the fact that (¢>( Al)A2 r = 
A2 ¢>(A1 ). However, still the domain and the target of a morphism are not of the SaIne 
type. This drawback can be cured by noting that in the commutative case not only 
functions in Coo can be pull-back~ but also those in Cb• So, one should be able to 
extend the domain of a hOlnomorphism from A to lVI(A). This is indeed possible. 

Theorem 3.11 Let ¢> : Al -+ ..i1I(A2). Then we have 

there exists a strictly continuous ) 
(¢> E Nlor(Al, A2)) ¢} *-algebra homo~orphism ¢: M(1r) -+ M(A2), . 

( 
such that ¢>(IAJ = IA2 and ¢>IAl = ¢> 

Proof. The ~ part is obvious except that ¢(Al)A2 is strictly dense in A 2 . But if 
Al :3 en -+ IAl strictly then (p( en) -+ IA2 strictly, i.e. ¢(en)b -+ b in nonn Vb E A 2 • 

In order to show the =} part note that non-degenerate inclusion A2 C B(H) nleans 
that ¢> : Al -+ M(A2) is a (non-degenerate) representation. Applying Theorelll 2.8 
with A2 specified to be lVl(Ar) we are guaranteed that there exists ¢ : 111(Al) 
B(H). The image of M(Al) by ¢ is actually contained in M(A2). 

Q 

We remark that ¢> E Nlor(Ar, A2) are in fact norm-continuous and that this theorelll 
allows for a fully 'symmetric' reformulation of Definition 3.8 of Nlor(A1 , A2). vVe ha\-e 

Mor(Al A2) = {¢> : lVI(A
1

) -+ JI(A2) I ¢> is a unital strictly conti~uous }. (:3.6) 
, *-algebra homomorphIsm . 

Now from this last formulation it is obvious that the morphisms can be COlllposed. 
Thus, together with C*-algebras: they form a category. 

Compact quantum groups 

Before discussing groups in the algebraic context we need some preparations. 
Given two * -algebras A and B, their algebraic tensor product is defined as the tensor 
product of vector spaces A 0alg B equipped with a *-algebra structure by 
i) (al 0 br)(a2 0 b2) = ala2 0 b1 b2 
ii) (a0b)*=:a*0b*. 
Next, given two (non-degenerate) C*-algebras A C B(H) and B C B(I{) their tensor 
product A 0 B is defined as a C"'-algebra which is a norm closed linear span of a set 

{a 0 b E B (H 0 I() : a E A and b E B}. 

14 
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Relnark 4.1 It can be shown that A 0 B, the completion of A 0alg B with respect 
to the operator norm in B(H 0 Ii), does not depend on the (not unique) way of 
embedding A in B(H) and B in B(Ji). 

Remark 4.2 In the classical case the C*-algebra corresponding to direct (Cartesian) 
product of two spaces is just the tensor product of the C*-algebras corresponding to 
these spaces (this differs from the notion of a free product in algebraic geometry). 0 

As far as the tensor product 6 0 'ljJ of two IY!.orphisms 4> E Mor(A, Ad and 
'ljJ E Mor(B,Bd is concerned, it is first defined on the algebraic product A0algB, i.e. 

4> 0 'ljJ : A 0alg B -;. .A1(Ad 0alg M(Bd, 

and then extended by continuity to A 0 B. The resulting 4> 'ljJ is a map 

4> 0 'ljJ : A B -;. NI(At} 0 NI(Bd· 

Since M(Ad 0 M(Bd is naturally included in M(AI 0 Bd, then finally 

4> 01/J E NIor(A B, Al 0 Bd . 

Now given a group G with the neutral element e we shall use the following n1aps: 

. : G X G -;. G; (91, 92) ~ 91 . 92 for the n1ultiplication in G, (4.1 ) 

e:{e}-;.G; e~e for the inclusion of e in G, 

diag : G -;. G X G; 9 ~ (9,9) for the diagonal map, ( 4.2) 

inv : G -;. G; 9 ~ 9-1 for the inverse operation (4.:3 ) 

*:G-;.{e}; 9~e for the point map. 

The axioms of a usual group can be rewritten in terms of commutative diagrams as 
follows: 
i) the associativity 

idx· 
GxGxG 

·xid1 -----+ G X G 

1· (4.-±) 

GxG G 

ii) the neutral element 

G x {e} 
idxe 

-----+ GxG {e} X G 
exid 

-----+ GxG 

II 1· II 1· (4 ..5 ) 

G 
id 

-----+ G G 
id 

-----+ G 

iii) the inverse 
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diag invxid 	 diag idxinv 
G -----+ GxG --t GxG G -----+ GxG --t GxG 

(-1.6 )*1 	 1· *1 1· 
{e} 

e 
G {e} 

e 
G 

If G is a matrix group, its matrix elements generate a (com111utative) "'-algebra 
A of 'polynomial' functions on G (see ego Example 1.5). The 111ttltiplication in A 
defines a map 

m 	: A 2: A -t A, m: a 0 b I-T ab , (4.7) 

dual to the diagonal map (4.2). The algebraic counterpart of the above diagra111s 
requires an introduction of the following important algebra homomorphisms 

~:A -t A0A (coproduct ), 

t:A -t C ( co - unit) and 

S:A -t A (co - inverse), 

that are dual to the product " the embeddingc and the inverse map (4.3), respectively. 
vVe have then the following commutative diagrams, corresponding to (4.4)-( 4.6) 

id06­
A3A A +--- A0A 
.6-8id I 16-	 (4.8 ) 

6­
A A +--- A 

id0t 	 t0id 
A0C +--- A@A C0A +--- A®A

I .6- I 6- (4.9 ) II. 	 II 
id 	 id

A +--- A 	 A +--- A 

m S0id 	 m id0S
A +--- A®A +--- A@A A +--- A0A +--- A0A 

1.6- 16- (4.10)I 	 I 
C A C 	 A 

A generalization of (4.8) to a non-commutative algebra A leads to the notion of 
a quantum semi-group. While co-unit won't be so interesting in the quanturn case. 
the notion of co-inverse is somewhat delicate. The multiplication map m employed 
in (4.10) is not a homomorphism for non-commutative A (it does not preserve the 
products) and thus it is not a map in the category we are considering. In other words. 
we don't have a quantum analogue of the diagonal map (4.2) in our setup 5. In fact 
(4.9) 	 and (4.10) will be replaced by another axiom. 

In the following the superscript "c.l.s." stands for "closed linear span". 

5Such a map exists for the free product, cf. Remark 4.2 
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Definition 4.3 A compact quantum group is a pair G = (A,.6), such that A i8 a 
unital separable C*-algebra and .6 E Mor(A, A 0 A) (co-product) satisfies 
i) 

(.6 @ id) 0 .6 = (id 0.6) 0.6 (4.11 ) 

ii) 
{(b 0 I)~(a) I a, bE A}e.l.s. = A 0 A (4.12) 

and 
{(I 0 b)~(a) I a, bE A}c.l·s. === A A. (4.1:3 ) 

Remark 4.4 In a more adequate terminology a compact quantum group should be 
rather called a C*-algebra of 'quantum functions on a compact quantum group ~. <> 

Remark 4.5 For a unital C*-algebra A, since M(A) = A and NJ(A 0 A) = A A. 
the co-product is actually a homomorphism .6 : A -t A 0 A. In Definition 4.:3 we 
require that .6 is a morphism to allow a future extension to the non-compact case. 
For non-unital A the conditions (4.12) and (4.13) mean in particular that (b®IA).0,.(a) 
and (IA b).6(a), which generally are elements of NJ(A 0 A), must belong to A A. 

<> 

If A is commutative then the Gelfand - Naimark Theorem 2.2 provides a cOll1pact 
space G, such that A = C(G). Also, by Theorem 3.10 we have a continuous 111ap 
.6* : GxG -t G, which in the usual notation .6*(A1, A2) == A1'A2, defines a continuous 
binary operation (multiplication) in G. Its properties follow from conditions (4.11) ­
(4.13). For instance, (4.11) means that 

(4.14) 

for any AI, A2, A3 E G. We claim that (4.12) is equivalent to the cancellation law 
from the left 

(A' /\1 A' A2) ===} (AI = A2) (4.1.5) 

for any A, AI, A2 E G. In fact. observe that (b 0 I).6(a)(AJ, A2) == b(Ada(Al . Ad. 
Recall also that by Stone-Weierstrass theorem a set of functions which separate points 
of A is dense in C(A). Now assume that (4.15) holds. Take (AI, A2) =1= (A~, A;). In 
order that (b 0 I).6(a)(A1? A2) =1= (b 0 I).6(a)(A~, A~) it suffices to take a I and b 
such that b(AJ) =f:. b(AD if Al =f:. A~, and a such that a(Al . A2) =f:. a(A~ . A~) and b = I if 
Al = A~ but A2 =1= A~, so Al . A2 =1= /\~ . A~ by (4.15) (clearly one of the two alternati yes 
must hold). 
Next we show the converse. Assume that (4.15) does not hold so there are son1e 
Al and A2 =1= A~ such that Al . /\2 == Al . A~. Take some W E A 0 A such that 
W(A1' A2) =1= W(A1' A~). Such W can not be approximated by elements of the type 
(b 0 I).6(a) since for them always holds (b 0 I).6(a)(AJ, A2) = (b 0 I).6(a)(A1' A~). 
Similarly (4.13) is equivalent to the cancellation law from the right 

(4.16) 
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for any A, AI, A2 E G. 
It turns out that any compact space G endowed with a continuous multiplication 

satisfying conditions ( 4.14) - (4.16) is a topological group (in particular there exist the 
neutral element and the inverse). Namely, choose some A E G. Then, by compactness. 
the sequence An = A . A... A (n times) has a convergent subsequence, say Ank. Call 

= Ankits limit A'. It may happen that nk+1 - nk ~ 00 but An
k+l . An

k+l-
nk in the 

limit yields A' = A' . e' , where e' is the limit of Ank+l-
nk. Multiplying from the right 

by arbitrary A" we get A' . ,.\" = A' . e' . A/I, which by (4.15) yields A" = e' . A", VA" E G. 
is the neutral element.e' 

Analogously it can be seen that Ank+l-
n 
k-

1 converges to A-I, the inverse of A. 

Remark 4.6 Applying the Hermitian conjugation to the elements of (4.12) and 
(4.13) 	we show that 

{~(a)(b@ I) I a, bE A}c.l·s. = A A ( 4.1'/) 

and 
{~(a)(I 0 b) I a, bE A}e.los. = A 0 A . (4.18) 

o 

Haar measure 

We pass now to the question of integration over a compact quantum group. Recall 
that classically this requires a measure on a compact group G, ie. linear positiye 
(normalized) functional on C(G). l\;Iore specifically we need integrals with respect to 
the Haar measure dg, which is, say, right invariant, 

Vg1 E G, Va E C(G JG a(ggddg = JG a(g)dg . 

In the context of C*-algebras the above requirements have an immediate extension 
to the quantum case. 

Definition 5.1 On a compact quantum group G = (A,~) right (respectively left) 
invariant Haar measure is a state h on A such that for any a E A 

(h id)~(a) = h(a)I, 	 (.5.1 ) 

respectively, 
(id h)~(a) = h(a)I . 	 ( .5.2) 

Let ~, e E A' be continuous linear functionals on A and let a E A. vVe shall use 
the following convolution products 

~ * a (id ~)~(a) E A 	 (.5.:3 ) 

a*( (( id)~(a) E 	A (.5.-1) 
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Due to the co-associativity condition (4.11), the convolution product is associative: 

(a * () *(' a * (( * f') 
(~*a)*( - e* (a * () 
(~" *~) * a f' * (e * a) 
(~* () * (' e* (( * (') 

for any e, f, e" E A' and a E A. :L\loreover 

(( * ~)(a) = e(a *() = ((e * a) (.).6 ) 

for any e, f E A' and a E A. 

In terms of the convolution product we can rewrite (5.1) and (5.2) as, respectively. 

h*a h(a)I (.)./ ) 

a*h=h(a)I, (.).8 ) 

for any a E A. Applying a functional ewe also have 

(h * e)(a) = h(a)e(I) (.).9) 

(~* h)(a) = h(a)e(I). (5.10) 

This allows for a reformulation of Definition 5.1. Namely, h is right (respectively left) 
invariant Haar measure on G if for any functional e, 

h *e = e(I)h (5.11 ) 


~ * h = e(I)h. (.).12) 


Remark 5.2 If there exist a right invariant Haar measure hR and a left invariant 

Haar measure hL then hR = hL. To see this just set e = hL in (5.11) and e = hR in 

(5.12) and use hR(I) 1 = hL(I). 0 

The construction of the Haar n1easure proceeds along the following lines. First we 
show that we can weaken condition (5.11). It turns out that it is enough to verify 
(5.11) for at least one faithful state ein order to infer that h is a Haar measure. 

Lemma 5.3 Let G (A,~) be a cO'mpact quantum g1'OUp and h, p be states on A. 
Assume that p is faithful and 

(.5.1:3 ) 

Then h is the Haar measure. 
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Proof. Let 
L hf(}p = {q E A Q9 A: (h Q9 p) (q*q) = o} 

be the left ideal related to the state h p (compare the GNS construction). For any 
c E A we set 

\IlL(c) = h * c - h(c)I (.5.1-1) 

Clearly \II L is a continuous linear mapping acting on A which is even completely 
bounded (it is the difference of hvo completely positive mappings) [9]. This guarantees 
that id \II L is also a continuous linear mapping wbich therefore extends to A A. 
We shall show that 

(id ® \IlL)~(C) E Lhf(}p (.5.1.5) 

for any c E A. Indeed, denoting the above element by q we have: 

q (idQ9\l1L)~(C) 

(id Q9 id Q9 h)(id Q9 ~)~(c) - (id Q9 h)~(c) I 

(id id h)(~Q9id)~(c)-(idQ9h)~(c)Q91 

~(h*c) (h*c) I. 

Therefore 

q* q = ~( ( h*c) * ( h*c) ) - ~ (h*c) x [( h*c) Q9 I] - [(h*c) * Q9 I] ~ (h*c) +[( h*c) x ( h*c) ]:=: I 

and 

(h p)(q*q) = 8-@- @)+@' 
where 

8 (h p)I'>.((h * e)"(h * e)) = (h * p)((h * e)*(h * e)), 

@ @)*, 
@) (h @ p) {[(h * er @ I] I'>. (h *e)} = h((h *e)*(p * h * e)), 

@ (h p)((h * e)*(h * e) @ I) = h((h *e)*(h * e)). 

Now, using (5.13) we get 8 @ = @) = @, so (h @ p)(q*q) 0 and 
(5.15) follows. 

Let a E A. Using the density of (4.12), for any E > 0, one can find b1 , b2 , .•• bn • 

Cl, C2, ••. Cn E A such that 
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Since WL is completely bounded (with the bound ~ 2) we have 

Using (5.15) and remembering that Lh0p is a closed left ideal we get I@WL(a) E L h :..: p ' 

It means that 

We assumed that p is faithful. Therefore WL(a) O..and (cf (5.14)) h * a h(a)1 for 
any a E A. 

Introducing in a similar way another completely bounded mapping WR : A -+ .-l 
by the formula 

WR(C) == C * h - h(c)1 

one can show that (WR@id)~(c) E L p0h ' Then using the density of (4.13) one obtains 
WR( a) == 0 for any a E A. The latter means that a * h == h( a )1. Combining the t\\"o 
results we see that h is a Haar measure. 

c 
We are ready to prove the following theorem. 

Theorem 5.4 Given compact quantum group G (A,~) there exists a unique ltft 
and right invariant Haar measure h on G. 

Proof. Recall (Remark 2.11 ii) that there is always a faithful state p on separable A. 
Let p*n == p * p * ... * p be the convolution product of n-copies of p, 

be the Cesaro sum and h be a weak accumulation point of the sequence (h n )n=1.2 .... 

(the set of states of any unital e"-algebra is compact with respect to the weak topol­
ogy, so the accumulation point always exists). On a corresponding subsequence we 
see easily that 

1
hn * p == p * hn == hn + _(p*(n+l) - p). 

n 

Taking the weak limit yields thus h * p == p * h h and by Lemma 5.3, h is a Haar 
measure. 

To prove the uniqueness assume that hand h' are Haar measures. Then (cf (5.6)) 
for any a E A we have 

h'(a) == h(h'(a)l) == h(h' * a) == h'(a * h) == h'(h(a)l) == h(a). 

D 

Remark 5.5 In this way we showed that the sequence (hn)n=1,2,... has only one accu­
mulation point. Therefore hn converges weakly to h. In other words, h is the Cesaro 
weak limit of p*n (cf. formula (4.18) in [7]). 0 
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6 Representations 

Let G = (A,.6.) be a compact quantum group and U = (UkZ) k,Z=1,2, ... N be an jV x -Y 
matrix with entries belonging to A. 

Definition 6.1 We say that U is an N-dimensional matrix representation of G if 
U is an invertible element of lVIat NxN(A) = Mat NxN( C) (9 A and 

N 

~Ukl = L Ukr (9 UrZ- (6.1 ) 
r=l 

for all k, I = 1,2, ... N. In addition) U is said to be unitary if 

L UkrUZr .. = bkz I , L urk*Url = bkz I . (6.2) 
r r 

Remark 6.2 The invertibility of U is required in order to delete some bad represen­
tations like Ukl = 0 Vk, l. 0 

Remark 6.3 If A is commutative then (6.1) simply means that 

r 

I.e. U is a usual representation in terms of matrices. o 

Remark 6.4 Equations (6.2) can be written as U U* = IN (9 I and U* U = IN C 1 
in Mat NXN(C) (9 A. 0 

In the sequel we shall need also infinite-dimensional representations. This re­
quires a generalization of Definition 6.1. Recall, that in the classical case a unitary 
representation is a map 

U : G 3 9 ~ Ug E B(H) 

such that Ug is unitary and 
(6.:3 ) 

In addition, 
i) U is norm continuous iff IIUg - III -7 0 as 9 -7 e 
ii) U is strong continuous iff Vx E H IIUgx - xii -7 0 as 9 -7 e 
The requirement i) is often too strong; for instance for the Lorentz group there are 
no unitary norm continuous representations (except the trivial one). 

Now we shall formulate these properties algebraically. Obviously, U belongs to 
some class of functions on G with values in B(H). Denote by Coo(G, B) the space of 
vanishing at infinity continuous functions from G to a C*-algebra B. It is known that 
one has an identification Coo(G, B) ~ B 0 Coo(G). We also claim that elenlents of 
lVl(B(9Coo(G)) can be viewed as .Lvl(B)-valued functions on G. One way to verify this 
is to 'evaluate' q E l\I1(B0Coo(G)) at a point 9 E G. For usual (complex-valued) func­
tions such an evaluation corresponds to the functional ~g : Coo (G) 3 f ~ f (g) E C. 
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Thus ~g E lVlor(Coo(G),C) and idB 0 ~g E Mor(B 0 Coo(G);B). According to 
our definition of Mor, idB 0 ~g can be extended to q E M(B 0 Coo(G)) and then 
q(g) (idB 0 ~g)q E l\!J(B). In fact, it can be seen that 

M(B 0) Coo(G)) = Cb(G, M(B)), (6.-± ) 

where on the right hand side Af(B) is equipped with the strict topology. 

Take now B B(H) in (6.4). Then M(B(H)) = B(H) with the norm topology. 

hence when requiring the norm continuity we assu~e that 


U E Jl(B(H) Coo(G)). 

Another possibility in (6.4) is B = CB(H). Then M(CB(H)) = B(H) with the 
*-strong topology, cf. Remark 3.7. Since for unitary representations U; = Ug -1, this 
corresponds simply to the strong continuity, for which we thus require 

U E JI(CB(H) 0 Coo(G) . 

Now, for a compact quantum group G = (A,~) we note that the homomorphisI11 
id 0 ~ : CB(H) 0 A ---)0 CB(H) @ A A extends to a homomorphism between the 
multipliers. Given U E M(CB(H) A) we use the following notation. U12 is such an 
element of l\!J(CB(H)0A0A) which, when viewed as an operator on CB(H) AC A. 
acts as U on the first two factors and as an identity on the last factor. Similarly. 
UI3 E l\!J(CB(H) 0 A A) acts as U on the first and last factor and as an identity 
on the middle factor. 

Definition 6.5 U E l\!J(CB(H);8 A) which is unitary (i.e. U* U = UU· = fCB(H):::A. 

in the sense of *-algebras) and satisfies 

(6 ..5 ) 

is called a strongly continuous unitary representation of a compact quantu'm group 
G = (A, ~) acting on a Hilbert space H. 

Remark 6.6 A norm continuous unitary representation is similarly defined as a uni­

tary U E M(B(H) 0 A) which satisfies (6.5). If G is compact (fA E A) then for a 

norm continuous U we have U E B(H) 0 A. 

In the classical situation (6.5) means just (6.3) . 


C NThe finite matrix representations 6.1 correspond to the case H = and 
M(CB(CN) 0 A) = l\!J(Mat NxN(C) 0 A) = Mat NxN(C) 0 A. 

As we have shown, the framework of C*-algebras has enough tools to distinguish 
quite a subtle difference between the strong and norm continuous representations. 
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7 Right regular representation 

Now we shall introduce an important right regular representation. This representation 
acts in a Hilbert space H, denoted sometimes L2(h), where h is the Haar measure on 
G. More precisely, H is obtained via the GNS construction using the Haar measure 
as a reference state w = h. Recall also that GNS representation 7r = 7rh of A assures 
the existence of a special vector n = n h E H, which is cyclic (see (2.1)) and satisfies 
(2.2). In the sequel we shall often use the Dirac 'bra' and 'ket' notation. 

Definition 7.1 The right regular representation if E M(CB(H) ® A), H L2(h). 
is defined by extending the following action of U: 

U(7r(a)ln)(xl ® c) = ((7r ® id)~(a))(ln)(xl ® c) , (7.1) 

for all x E H and a, c E A. 

In order to explain this definition we recall that U can be viewed as an operator on 
CB(H) ® A and that for a E A C .AI(A) 3 b, b(a) = ba, i.e. the action of b (as an 
operator) on a is just the multiplication of b and a in NJ(A). Then, it is shown by 
the following sequence of affirmations, that the action (7.1) of U is well defined: 

'Ti E Rep (A, H) = Mor(A, CB(H)) , 

7r ® id E Nlor(A ® A, CB(H) ® A) , 

(7r id) 0 ~ E Mor(A, CB(H) ® A) , 

(7r ® id) 0 ~(a) E M(CB(H) A). 

Thus, since In)(xl ® c belongs to CB(H) ® A, then also the r.h.s. of (7.1) belongs to 
CB(H) A. 

In addition, due to the cyclicity of n, the set 

{7r(a)ln)(xl 	 c} is dense in CB(H) ® A . 

Thus, in order to extend U as operator to the whole CB(H) ® A, we have to show 
that U is norm continuous. For that aim we search for a Hermitian conjugate of l-. 
Let q 7r(a)ln)(xl ® c and q' = 7r(a')ln)(x' I ® c'. We have: 

(UqrUq' 	 (Ix)(nl c><)(7r ® id)~(a*)(7r ® id)~(a')(ln)(x' Ie') 

(Ix) (nl \2) c-)( 7r \2) id)~(a*a')( In) (x' 1\2) c') 
Ix)(x'i ® c*(h id)~(a*a')c' 

Ix)(x'i ® c*h(a"'a')c' (7.:3) 

where in the second equality we use the fact that 7r®id is homomorphism, in the third 
equality we use (2.2) and in the fourth equality we use a property of Haar llleasure. 
This means that 

(Uq)*Uq' = q* q' 	 (7.-:1:) 
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and hence IIUql1 = Ilqll, so U is a (partial) isometry. In fact we have furthermore· 

U(CB(H) &; A) 	 {(7r &; id)~(a)(ln)(xl&; bc)}Col.so 

{(7r &; id)~(a)(f &; b)'(ln)(xl&; c)}Col.so 

{(7r &; id)(a &; b)(ln)(xl&; c)}Col.so 

{7r(a)(ln)(xl&; bc)}c.l.s. 

CB(H) &; A, 

where in the third equality we used the compact quantum group axiom (4.18) and 
in the last equality we applied (7.2). Thus, U extends to a unitary operator on 
CB(H) &; A which has an inverse [/"-1. 

Next, setting q' = U- 1 s in (7.4) we have q*(U-1 s) = (Uq)*s, which compared with 
(3.2) shows that the Hermitian conjugate of U is just U* = U- 1 

• Thus U is a (uni­
tary) element in M(CB(H) &; A). 

Now, in order to complete the explanation of Definition 7.1 we have still to show 
the representation property (6 ..S). Take ~ E A' and compute (id &; ~)U (7r(a)r1). 
Since in (7.1) the action of the operator U can be regarded as a multiplication in 
JVI(CB(H)) = B(H) we can substitute for c the unity fA obtaining 

Next since (id &; ~)U 	E M(CB(H)) = B(H), then acting with id &; ~ we obtain 

(id &; ~)U7r(a)ln)(xl (7r &; ~)~(a)ln)(xl = 7r(id &; ~)~(a)ln)(xl 

iT(~ * a)ln)(xl , 

which shows that 
(7 ..j) 

Therefore, for arbitrary ~l' ~2 E A' applying id &; ~1 &; ~2 to 1.h.s. (respectively, 1'.h.5.) 
of (6.5), we have 

(id &; (6 * ~2))U7r(a)n = 7r((~1 * ~2) * a)n 

7r(~1 * (~2 * a))n (7.6) 

and 

(id &; 6 &; ~2)U12U137r(a)n = (id 0 ~dU(id &; ~2)U7r(a)n = 7r(6 * (~2 * a))n. (7.7) 

This proofs that U is a unitary representation. 

Remark 7.2 The left regular representation is similar but technically more compli­
cated; indeed it is simpler to introduce the left regular anti-representation. 0 
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The construction of right regular representation works also in the non-compact case 
and U is 'onto', but one has to employ weights rather than Haar measures and. so 
far, to postulate, rather than deduce, its strong right invariance. 
In the classical situation, H = L2(G), n = 1 (a constant function), 7r(a) is just a 
multiplication by a, 'ga = a(g) and Ug == (id ® 'g) E B(H). Then, (7.5) with ~ = ~:J 
shows that Ug: a f--7 'g * a and 

(Uga)(g') = (id ® 'g)~(a)(g') = ~(a)(g,g') = a(gg') , 

I.e. Ug is just the right shift by g. 

Decomposition theory 

We shall investigate now unitary representations of compact quantum groups in more 
detail. We have quantum analogues of such classical concepts like a direct sum. 
decomposability, irreducibility of representations, etc. Let UI E M(CB(Hd CS A) 
and U2 E M( CB(H2) ® A) be two strongly continuous unitary representations of a 
compact quantum group G = (A,.6) in HI and H 2 , respectively. The Hilbert spaces 
HI, H2 and HI EB H2 can be connected by the following canonical embedings and 
projections. 

HI -4 HI EB H2 ~ HI 

H2 -4 HI EB H2 4 H2. 

We define a direct sum of representations UI and U2 by 

UI EB U2 = (li ® I)U1 (7rl ® I) + (l2 ® I)U2(7r2 ® I). 

It follows that UI EB U2 E l\IJ( CB(HI EB H2) ® A). Moreover it is unitary and satisfies 
representation property (6.5). 

An important role is played by intertwining operator (intertwiner for short). 

Definition 8.1 Let UI E l\IJ(CB(Hd ® A) and U2 E l\IJ(CB(H2) ® A) be two strol1g 
continuous unitary representations of a compact quantum group A in HI and H2 . 

respectively. A linear operator T from HI to H2 is an intertwiner between UI and [-2 

if 

(T ® I)UI = U2 (T ® I) . 

We say that UI and U2 are equivalent representations iff there exists invertible inter­
twiner between them. 

Let now Ii be a Hilbert subspace of a Hilbert space Hand U be a strongly continuous 
unitary representation of a compact quantum group G in H. Consider sequence 

} T H P }T\. L 1,-+ -+ 

where land P are canonical inclusion and projection, respectively. 
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Definition 8.2 We say that I{ is aU-invariant subspace of H iff P intertwinEs F 
with itself, i. e. 

(P 0 I)U == U(P 0 I). 

In such case UK == (P0I)U(t0I) is called a subrepresentation ofU in Il. 

Remark 8.3 It can be seen that UK E M( CB(I{) ® A) is a strongly continuous 
unitary representation in I{. <> 

Definition 8.4 A strongly continuous unitary representation U of G is called irrE­
ducible iff the only U -invariant subspaces are {O} and H. 

Consider now an operator T that intertwines a strongly continuous unitary representa­
tion U of G with itself. Suppose that T has a discrete spectral decomposition with dis­
tinct eigenvalues. This means that T == E)..i Pi where Pi : H -+ Hand PiPk bikPk. 
We claim that spaces Hk == PkH are invariant subspaces for U and define subrepre­
sentations UHk of U. Indeed, given T we easily see that its positive powers Tk as well 
as polynomials w(T) are intertwiners for U. Moreover, it follows from the properties 
of PjS that any polynomial w(T) has the form w(T) == Ew()..i)Pi . Thus if we take a 
polynomial Wj()") such that Wj()..i) == 8/ we find that (wj(T) ® I)U == U(wj(T) I). 
Comparing this with wj(T) == E U'j()..i)Pi == Pj we see that all Pj are intertwiners for 
U. Thus, all UHk define subrepresentations of U. It further follows that U is a direct 
sum of these (sub)representations. We denote this fact by U == EEV UHk' 

Given x E H we introduce a useful operator Q acting on H by 

Q = (id ® h)U(lx)(xl ® I)U*. (8.1 ) 

I t is easy to see that CB (H) :3 Q 2: O. Moreover, 

U(Q ® I)U* (id 0 id ® h)(U12U13(lx)(xl ® I ® I)U;3U;2) 

= (id 0 id ® h)(id ® ~)(U(lx)(xl ® I)U*) 

(id 0 h)(U(lx)(xl ® I)U*) = Q® I . 

i.e. Q intertwines U with U itself. Consequently, the eigenspaces of Q are invariant 
under the action of U. Since Q is a compact operator, the eigenspaces corresponding 
to positive eigenvalues are finite dimensional. 

Remark 8.5 In the classical case 

and it is a priori not obvious why it is compact. But in fact, it is even trace class 
with trace equal to the normalization of the Haar measure. In the quantum case Q 
is not trace class, in general. <> 
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Now, we show that we can choose such x that Q is non-vanishing. Take an orthonor­
mal basis (x n )n=l,2, ... in H. Then 

n=l 

for N -+ 00 in the *-strong topology (strict topology in M(CB(H))). Since the 
multiplication is continuous with respect to strict topology on bounded sets 

converges (for N -+ (0) to I E AJ(CB(H) 0 A) strictly and 

(id 0 h)U [t, IX n)(xnI0 I] U' (S.2) 

converges to I E M(CB(H)) strictly. Therefore at least one term in (8.2) must be 
nonzero and ::Ix E H such that Q f. o. 

Clearly, given a representation U of a compact quantum group G = (A,~) in H 
we can not 'evaluate it at a point'. But, since there exist measures, we can instead 
smear U, obtaining an operator in B(H). For instance the classical Fourier transfornl 

F f(k) = Je-ikx f(x )dx (S.:3 ) 

can be thought of as a smearing of a (one dimensional) unitary representation 
by the Haar measure dx on R. 

Now, if h is the Haar measure on G let for any a E A the product ha be defined by 
ha(b) = h(ab). (Similarly, we have ah defined by ah(b) = h(ba); in general ah f. !za. 
For any functional eE A' the products ea and ae are defined in an analogous way). 
Then, corresponding to (8.3), the quantum Fourier transform is 

Fu(a) = (id 0 ha)U* . (SA) 

We introduce 
Bu == {Fu(a) I a E A}, (S..j ) 

and formulate without proof the following results. 

Proposition 8.6 
i) Bu is a C* -algebra 
ii) An operator X E B(H) intertwines U with itself if and only if X commutes with 
all elements of Bu. 
iii) If U is finite dimensional irreducible, Bu = B(H). 
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Remark 8.7 Proposition 8.6 iii) means that for a unitary irreducible (matrix) repre­
sentation U, matrix elements Ujk (j, k = 1,2 ... N) are linearly independent elements 
of A. Otherwise the corresponding Bu would not yield all the N x N matrices in 
H = CN . Similarly, if U is reducible and U = U++ EB U-- , where U++ and U-- are 
inequivalent irreducible of dimension N1 and N2 respectively, then Bu is an algebra 
of block diagonal matrices with two blocks consisting of all the numerical matrices of 
dimension N1 and N2. Thus, utI (j, k = 1,2 ... Nd and uJ;,e (j, k = 1,2 ... lV2 ) are 
linearly independent. 0 

Let now Uet, ex E 0 be a complete family of all pairwise inequivalent unitary irre­
ducible representations of G, ie. each representation enters only once and any unitary 
irreducible representation of G is equivalent to Uet for some ex E O. Then, as a result. 
Uk!, ex E 0; k, R= 1,2 ... Na are linearly independent elements of A. 

We state now a basic theorem: 

Theorem 8.8 If U is strong continuous unitary representation of a compact quantum 
group G then U Effi Uk, where [7k are finite dimensional representations 

Proof. Take a non-vanishing Q of the form (8.1). Let P be the spectral projection of 
Q corresponding to some strictly positive eigenvalue. Clearly, P is a non-vanishing 
finite-rank projector which intertwines U with U itself. Moreover, PHis a finite­
dimensional subspace of H, H = PH EB (1 P)H, PH and (1 - P)H are U-invariant 
and U = U1 U2 , where U1 and [12 are restrictions of U to PH and (1 - P)H 
respectively. Using the transfinite induction we obtain the desired decomposition. 

c 
It is a straightforward corollary of Theorem 8.8 that the irreducible strongly con­

tinuous unitary representations of compact quantum groups are necessarily finite 
dimensional. As a matter of fact~ it is interesting to know if in Theorem 8.8 the 
adjective 'finite dimensional' can be replaced by 'irreducible' (such a much stronger 
result holds in the classical theory of compact groups). For that, it would be enough 
that the orthogonal complement of an invariant subspace is also invariant. This is 
unfortunately not always the case as the following example shows. 

Example 8.9 Take a unitary U E B(Cn) ® A Nlatnxn(A) of the block form 

U+- )u (8.6)U-- . 

If A = C then necessarily U+- = 0, but not in general. For instance let H be Hilbert 
space with orthonormal basis ek labeled by 'integers plus a half', i.e. k - ! E Z. 
Denoting H+ and H- the Hilbert spaces spanned by ek with k 2:: ~ and k::; ~. 
respectively, we have a decomposition H = H+ EB H-. Next, identifying H- with H+ 
by e_k I-t ek, to any unitary operator in B(H) we can associate a unitary elenlent 
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of Mat2X2(B(H+)). In particular to a 'shift by one', ek 1-+ ek+l, there corresponds a 
unitary element U of the form (S.6) with the following blocks 

1
U++ek ek+l? k ~ "2 

U+- el el, U+- ek = 0, k > ~ 
2" 2 - 2 

U-- 0, U--ek 

Thus, in B(H+) EB B(H+) the first copy of B(H+) is an invariant subspace while its 

orthogonal complement (the second copy of B(H+)) is not. (> 

Despite this counterexample, using Theorem S.6 and the fact that any finite din1en­
sional representation of a C*-algebra decomposes into a direct sum of irreducible 
representations, one can nevertheless prove the desired stronger version of Theoren1 
8.S. 

Theorem 8.10 Any unitary representation U of a compact quantum g1'OUp G 
(A,~) is a direct sum of finite dimensional irreducible unitary representation8. 

Compact quantum group versus Hopf algebra 

We recall the notion of a Hopf "-algebra. 

Definition 9.1 Let A be a unital ""-algebra with a multiplication m : A 0alg A A. 
Let ~ : A -4 A 0alg A be a unital" -algebra homomorphism such that 

(~®id)o~ (id0~)o~ ( coassociativity). 

A pair(A,~) is called a Hopf""-algebra if there exist linear mappings E: A.-4 C and 
S : A -4 A such that for any a E A, 

(E 0 id)~(a) a (9.1 ) 

(id 0 E)~(a) = a (9.2) 

m(S id)~(a) = E(a)I (9.:3 ) 

m(id 0 S)6.(a) = E(a)I . (9.-1) 

Relnark 9.2 A commutative *-algebra of polynomial functions on matrix group G 
equipped with m,~, E, S as in (4.7) - (4.10) provides us with such a structure. 

The following three remarks are direct consequences of the definition. 
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Remark 9.3 For a given Ropf •-algebra t (called co-unit) and S (called co-inyerse 
or antipode) are uniquely determined. 
Co-unit t is a unital *-algebra homomorphism, ie. t( a*) t(a), where bar denotes 
the complex conjugation in C). 
Co-inverse S is anti-multiplicative, anti-eo-multiplicative and satisfies 

S (S(a*)*) = a 

for any a E A. o 

We can state now an important result. 

Theorem 9.4 Let A be the set of all finite linear combinations of matrix elements 
of all unitary matrix representations of a compact quantum group G = (A,.6.). Th (;11 

i) A is a dense *-subalgebra of A 
ii) .6.(A) c A ®alg A 
iii) (A, .6.IA) is a Hopf *-algebra. 

Proof. To prove that A is dense in A we essentially have to show that G has suffi­
ciently many representations. As in the classical case, this follows from the properties 
of the right regular representation of G. Using (7.5) we have 

(7f(b)n I (id ® e)U7f(a)Q) h(b*(e * a)) = h(b*)(e * a) = e(a * hb*). 

So, the matrix elements of U are just 

(7f(b)n I U7f(a)n) = a * hb- = (hb* ® id).6.(a) (h ® id)(b* ® J).6.(a) . 

The set of such elements is dense in A due to the axiom (4.12). 

Let (Uex)exEG be the con1plete family of pairwise inequivalent irreducible unitary rep­

resentations of G (see Remark 8.7). Let Nex be the dimension of uex. To show that A 

is closed under the multiplication we observe that given uex and U{3, we have 


Na NfJ 

.6.(UklU~n) = L L ukru!s (9..5 ) 
r=ls=l 

Thus the product of two matrix elements of two representations. is a matrix element 
of another matrix representation [T"Y. It further follows that [T"Y is unitary. 
To complete the proof of i) we still need to show that if a E Gthen Vk, I 1.lkl * E A. 
Using the first equation of (6.2) (unitarity of uex), by applying the Raar n1easure~ we 
get 

Na

I: h(uk1uk/) = Nexh(J) Nex . 
k,l=l 

vVe already know that A is dense in A. Therefore there exist j3 E G and integers 
1 ::; m, n ::; N{3 such that 

(9.6) 
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Applying id 0 h to the both sides of (9.5) and using (5.2) we obtain 

Emk = I:: u~rul!nsEsr . 
rs 

Contracting from the left with u~r*, we get 

L 	Emk u%r * = I:: u~sEsr (9.7) 
k s 

for any m = 1,2, ... N/3 and n 1,2, ... No. 
Let Ar (r = 1,2, ... No) be complex numbers such that EsrAr = 0 for any 

s = 1,2, ... N/3. Then 2.:rk EmkUkr*Ar = a and using the linear independence of the 
elements ukl (cf. Remark 8.7) and relation (9.6) we get Ar 0 for all r. It sho\ys 
that Rank E = No. Similarly if j,lm (m = 1,2, ... N(3) are complex numbers such that 
2.:m j,lmEmk = 0 for any k 1,2, ... N cn then 2.:sm j,lmul!nsEsr 0 and j,lm = 0 for all 
m. 	Therefore RankE = N/3' 

In this way we have shown that E is a quadratic invertible matrix and (9.7) inlplies 
that 

a "" _Ukr - ~ (E- 1 ) /3 EL...J km ums sr (9.8) 
sm 

for any k,r = 1,2, ... N o ' 

Point ii) is straightforward. 
Point iii). We easily verify on uke that .6.IA is a co-product in A due to Definition 
6.1. To equip A with a *-Hopf algebra structure we need still the co-unit and the 
co-inverse. These are defined on the independent generators Uk,e by 

(9.9 ) 

(9.10) 

for any a E Gand k,l 1,2, ... iVa. vVe extend these relations to any a E A by 
requirement that c and S have the properties mentioned in Remarks 9.3. One can 
easily check relations (9.1) (9.4). 

o 

Remark 9.5 It can be shown that any unitary irreducible representation UO appears 
No-times in the right regular representation U. 0 

10 Example: SUj,l(2) 

Given a parameter j,l E 1,1] let A be a C*-algebra with unit I generated by t\\'o 
elements a" satisfying the commutation relations 

a,=j,l,a, a,*=j,l,*a, ,*,=,,*, a*a+,*, I, aa*+j,l2,*"/=I. (10.1) 

lVlore precise definition of A goes as follows. Consider the free (non-commutatiye) 
*-algebra with unity C[[a", a*, ,*]] generated by symbols a, "/. We say that a 
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*-representation 7r : C[[a", a"', -(]] ---+ B(H) on a Hilbert space H is admissible 
if the operators 7r( a), 7r(,) satisfy the above commutation relations. Then for any 
a E C[[a", a*,''(*]] we set 

lIall = sup{II7r(a)ll} , 	 (10.2) 
11" 

where 7r runs over all admissible representations of C[[a", a*, ,*]]. Clearly, Iiall < 00 

and II II is a C*-semi-norm. Thus the set 

N = {a E C[[a",a*,,*]] II+all O} 	 (10.:3) 

is a two-sided ideal in C[[a", Q'", -(]] and the semi-norm (10.2) provides a C"-nornl 
on the quotient algebra A = C[[a, -I, a*, ,*J]/lV. Then A is just the completion of A 
with respect to this norm. 

Remark 10.1 A is a C*-algebra with unity and two distinguished elements Q. "'; 

satisfying relations (10.1) (We use the same symbols a" to denote the lV-equivalence 
class of a" in A). The *-subalgebra A generated by a" is dense in A. For any two 
a',,' E B(H) satisfying the relations (10.1) there exists exactly one representation 
7r : A ---+ B(H) such that 7r(a) = a' and 7r(,) = I'. 0 

We introduce a representation J. of A in a Hilbert space with an orthonornlal basis 
'lj;n,k, n = 0,1,2 ... ; k E Z, by 

7r(a)'lj;n,k J-l2n 'lj;n-l,k/1 ­
7r(,) lPn,k J-ln 'lj;n,k+l 	 (10.-1) 

for -1 < J-l < 1, and by 

7rt( a )~'n,k v'f=t2 tPn-l,k 


7rt(, )tI'n.k tJ-ln '¢n,k+l (10 ..j) 


for J-l = ±l. 

Using the commutation relations 10.1 it is not difficult to guess that 


a k '),m , *n £or k -- 0 1 , , ......') 
akmn 	 (10.6)

{ '" ) - k m *n £ k 1( a " or = -, ... , 

where k E Z and m, n 0,1,2 ... form a (linear) basis in A. Indeed, one computes 
that if C = 2:kmn Ckmnakmn is a (finite) sum with coefficients Ckmn E C, such that at 
least one Ckmn i= 0, then 

where s is the smallest integer such that Ckmn i= 0, for some k, m, n satisfying m +n = 
s. 	Thus C can not be zero and the linear independence follows. 
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Remark 10.2 The ideal N actually coincides with the ideal N' generated by the fol­
lowing seven elements a, -11,0., 0."'( -11,*0., ,*, ,,*, ,0.* -Ila*" ,"'a'" -l1et"'--;"'. 
0.*0' + ,*, 1 and 0'0'* + 11 2,"', 1. In fact such elements are mapped to 0 by any 
admissible representation and thus N' C N. Conversely, let T be a subspace consist­
ing of all linear combinations of the basis (10.6). Since any element of C[[o'", aX, '"I x]] 
is equivalent modulo N' to some element of T we have C[[o'", 0'*, ,*]] T + _V'. 
Also, Tn N {O} since no nonzero element of T is mapped to 0 by by the canonical 
projection onto C[[O""O'*"*]]/lV. Hence, for a t + n E N, with t E T,n ElY' we 
have t = a - nET n N = 0 and consequently a = n. EN'. 

Now, the following theorem shows that for 11 E [-1,1]' 11 i= 0, a pair (A, u), where 

0',-11,*) 
u = ( ""'(,a'" E Mat2X2(C) ® A, (10.7) 

is a quantum matrix group denoted (in the sense of [7], where terminology 'n1atrix 
pseudogroup' is used). 

Theorem 10.3 Given a parameter 11 E [-1,1] let A be a C*-algebra with unit I 
generated by two elements a" satisfying the commutation relations (10.1) and Itt u 
be given by (10.7). Then 
i) The * -algebra A generated by a" is dense in A. 
ii) There exist a C"'-algebra homomorphism (co-product) 

such that 
(id ® ~)u u ®. u , ( 10.S) 

where ®. denotes the usual product of matrices in which the product of matrix ele­

ments is replaced by their tensor product 

iii) u is an invertible elernent of Nlat 2X2(C) ® A. If 11 i= 0 then there exists a linear 

anti-multiplicative mapping (co-inverse) 


such that S(S(a*)*) = a, Va E A and 
1(id ® S)u = u- (10.9) 

Proof. The statement i) is covered by Remark 10.1. To prove the statement ii) notice 
that (10.8) is equivalent to 

~(O')=O'®O'-I1'*®', ~(')='®O'+o'*®" (10.10) 

Now in order to show the existence of ~ assume that A C B(H). Then, one verifies 
that the operators occurring on the 1'.h.s of equations (10.10) satisfy the relations 
(10.1). Thus by the last statement of Remark 10.1, there exists an admissible repre­
sentation 7r ~: A -+ B(H H). Clearly, the image ~(A) is a C*-subalgebra of 
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A ® A C B(H ® H). 

To prove iii) one checks directly that u is a unitary element of Mat 2x2(C) 0 A. Thus 


-1 * (a*,I*)U =U = 
-ttl' a 

and (10.9) becomes equivalent to 
S(a) a*, S(-Pf·) = 1*' S(/) -ttl' S(a*) = a . (10.11) 

Assume tt t= o. In order to show the existence of a linear anti-multiplicative mapping 
S : A ---+ A, consider a' a*, " = -ttl' a*' = a, 1*' -1/P 1*' Regarded as 
ments of AOP, which is isomorphic to A as far as the linear structure is concerned but 
has the opposite product (in the reversed order with respect to A), they satisfy the 
relations corresponding to the ideal N' of Remark 10.2. Thus, the linear multiplica­
tive mapping S : [[a, I, a*, 1*]] AOP defined by sending a, I, a*, 1* respectively to 
a', I', a*', 1*' (such S exists since C[[a, I, a*, 1*]] is free) passes to the quotient n10dulo 
lV' = N and thus defines an anti-multiplicative mapping S : A ---+ AOP satisfying 

S(a) = a*', S( _PAl") = 1*" S(/) = -ttl" S(a*) = a' . (10. 

Since (10.11) coincide with (10.12) and an anti-multiplicative mapping S : A ---+ AOP 
corresponds to a multiplicative mapping S : A A (which in our case satisfies 
S(S(a*)*) = a, Va E A) we have shown the existence of the co-inverse S. 

o 

Remark 10.4 The above quantum matrix group may be defined also for Ittl 2:: 1. 
but the transformation tt ---+ 1/tt~ a ---+ a* and I ---+ -ttl, shows that it is isolTIorphic 
to the one with Ipi :::; 1. <> 

The case p ---+ 1 in SUJ.£(2) is very special. Note that for tt = 1 relations (10.1) imply 
that the corresponding algebra A is commutative. It therefore defines a con1pact 
group G with a multiplication ~•. Explicitly, given A we have a space 

G = {(id X)u I X is a character of the algebra A} 

whose elements are 2 x 2 matrices. G with the usual multiplication of matrices forn1s 
a group, isomorphic to SU(2). To see this, observe that since any character X of A 
satisfies x(a*) = x(a), X(/*) = X(/) and Ix(a)12 + IX(/)12 = 1 then the matrix 

(id®X)u= (x(a), )
/ X( I), 

is unitary and unimodular. To show that any element of SU(2) is of the above form 
we take a generic element 

( a', -I')
9 = I', a' (10.1:3) 

of SU(2). Its matrix elements a', I' are complex numbers such that la'I 2 + 1/'12 l. 
Thus they satisfy relations (10.1) for tt = 1. According to Remark 10.1 we then 
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have a I-dimensional representation (i.e. character) X of A such that X( a) = a' and 
xC,) == ,'. Then (id® X)u = g, \vhich proofs the isomorphism between G and SU(2). 
Knowing that G == SU (2), we easily identify a quantum matrix group A for It 1 
with the C*-algebra C(SU(2)) of all continuous functions on the group SU(2). in 
which co-product is defined by (.~a)(gl,g2) == a(glg2), where a E C(SU(2)) (compare 
with Example 1.8). These observations explain in which sense the quantum n1atrix 
group (A, u) provides a deformation of a classical group SU(2). 

We claim that the quantum matrix group (A, u) described above can be regarded as 
a compact quantum group SUf.J.(2) == (A,~) in the sense of Definition 4.:3. The 
only points which require a verification are (4.12) and (4.13). vVe demonstrate 
them by showing that the left hand side of (4.12) and of (4.13) contain b ® a for 
arbitrary a, b E A. In fact, by taking bj == b S(a;l») and aj af) we obtain 

b a == Lj(bj I)~(aj). Analogously, by taking bj == a (b?») and aj == b}l) 
we obtain b a == Lj(I 0 bj)D.(aj), see Theorem 4.9 of [7]. (Here, for a E A we used 


the notation ~(a) == Lj ajl) aj2) and similarly for b). 

It is also easy to check that u given by (10.7) is an (irreducible) two-dimensional 

unitary matrix representation of SUf.J.(2). 


It turns out that the Haar measure on SUf.J.(2) is defined on the basis (10.6) by 

(1 - J.L2) 
(10.1-1)h(akmn) == bkO bmn (1 _ J.L2m+2) , 

where b is the Kronecker syrrlboL vVith the help of representation (lOA) the Haar 
measure can be also written as 

(10.1.5 ) 
n=O 

From this, it can be inferred that the representation ir(a) == EB~=o 1r(a) acting on 
if EB~=o H, is equivalent to the GNS representation associated with the state h. 
The only point to be checked is the cyclicity of n == (1- J.L2) EB~=o J.Ln1f1n,o in if. For 
this purpose let P be the projection onto ir( A )n. Then Pir( a)P == ir(a)P. Replacing 
a by a* we have also Pir( a)P == Pir( a). Thus 

[P~ i(a)] == 0, \f a EA. (10.16) 

We introduce the components Pij of P, ir(a)ij bij7r(a) of ir(a) and nj of n with 
respect to the decomposition if == EB~=o H. Then from (10.16) it follows that 

[Pij,1r(a)] 0, \f a E A , 

ie. Pij are in the commutant of 1r(A). Now, note that the representation (lOA) is 
reducible. In fact, using the Fourier transform between the first factor of P(Z) P(N) 
and of L2(Sl) 0 f2(N), it can be seen that 
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where the irreducible representations 7r,\ are given by 

7r,\(a)1/Yn J1 - J-l2n 1/Yn-l 
7r:..(I )1/Yn = AJ-ln 1/Yn . (10.11) 

Thus, Pij must have the form Pij 1/Ynk = 2:£ P7j-£1/Ynt, where p7j-£ E C. Next, uSIng 
Po. = 0. we get pt-£ bij. Thus Pij = bijI, ie. P = I in iI, and 0. is cyclic. 

More details can be found in [6, 7]. 

• 
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