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Abstract: In this paper we study the map associating to a linear differential operator with rational 
coefficients its monodromy data. The operator is of the form A(z) = t - u - ~, with one regular and one 
irregular singularity of Poincare rank 1, where U is a diagonal and V is a skewsymmetric n x n matrix. We 
compute the Poisson structure of the corresponding Monodromy Preserving Deformation Equations (MPDE) 
on the space of the monodromy data. 
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o. Introduction 

Monodromy preserving deformation equations (MPDE) of linear differential operators with rational 
coefficients are known since the beginning of the century [Fu, Schl, G]. Particularly, the famous six Painleve 
equations are known [G] to be of this type. MPDE were included in the framework of the general theory 
of integrable systems much later, at the end of 70s [ARS, FNl, JMU]; see also [IN]). Many authors were 
inspired by the parallelism between the technique of soliton theory based on the spectral transform and that 
of the MPDE theory based on the monodromy transform. Another issue of this parallelism between soliton 
equations and MPDE is that, in both cases, one deals with certain classes of Hamiltonian systems, namely, 
with infinite-dimensional Hamiltonian structures of evolutionary equations and of their finite-dimensional 
invariant submanifolds in soliton theory, and with remarkable finite-dimensional time-dependent Hamiltonian 
systems in the MPDE theory. 

Recall that one of the first steps in soliton theory was understanding of the Hamiltonian nature of 
the spectral transform as the transformation of the Hamiltonian system to the action-angle variables [ZF]. 
Further development of these ideas was very important for development of the Hamiltonian approach to the 
theory of solitons [FT] and for the creation of a quantum version of this theory. 

In the general theory of MPDE it remains essentially an open question to understand the Hamiltonian 
nature of the monodromy transform, i.e., of the map associating the monodromy data to the linear differential 
operator with rational coefficients. This question was formulated in [FN2] and solved in an example of a 
MPDE of a particular second order linear differential operator. However, the general algebraic properties 
of the arising class of Poisson brackets on the spaces of monodromy data remained unclear. The technique 
of [FN2] seems not to work for more general case. The authors of the papers [AM, FR, KS, Hi] consider 
the important case of MPDE of Fuchsian systems in a more general setting of symplectic structures on 
the moduli space of flat connections (see, e.g., [AD not writing, however, the Poisson bracket on the space 
of monodromy data in a closed form. MPDE of non-Fuchsian operators and Poisson structure on their 
monodromy data were not considered in these papers. 

In the present paper we solve the problem of computing the Poisson structure of MPDE in the 
monodromy data coordinates for one particular example of the operators with one regular and one irregular 
singularity of Poincare rank 1 

d V 
A(z) = dz - U - -; 

where U is a diagonal matrix with pairwise distinct entries and V is a skewsymmetric n x n matrix. Recently 
MPDE of this operators proved to playa fundamental role in the theory of Frobenius manifolds [D, Dll. 
The Poisson structure of MPDE for the operator A coincides with the standard linear Poisson bracket on 
the Lie algebra 50(n) 3 V. The most important part of the monodromy data is the Stokes matrix (see the 
definition below). This is an upper triangular matrix S = S(V, U) with all diagonal entries being equal to 
1. Generically S determines other parts of the monodromy data. It turns out that, althogh the monodromy 
map 

V~S 

is given by complicated transcendental functions, the Poisson bracket on the space of Stokes matrices is given 
by very simple degree two polynomials (see formula (3.2) below). The technique of [KS] was important in 
the derivation of this main result of the present paper. 

We hope that this interesting new class of polynomial Poisson bracket and their quantization (cf. [R, 
Ha2D deserves a further investigation that we are going to continue in subsequent publications. 

The paper is organized as follows: after recalling some basic notations, in section 1.1 we describe the 
monodromy of the operator A(z) around the two singular points; in section 1.2 we present the MPDE for 
this operator. In section 2.1 and 2.2 we describe the related Fuchsian system and its MPDE; in section 2.3 
the Poisson structure on the space of monodromy data of the Fuchsian system is described. In section 3 we 
give the relation between the monodromy data of the two systems and we explicitely calculate the Poisson 
bracket on the space of the Stokes matrices. 
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0.1 Basic notations 

Let us consider in the complex domain a differential equation with rational coefficients 

dy
'dz =A(z)y(z) (0.1) 

where 

A(z) = 

An arbitrary solution y(z) of (0.1) is locally holomorphic but globally multivalued; the poles of A(z) 
are singularities of the solution. Fixing a basis y(l), ... , yen) in the n-dimensional space of solutions we 
construct the fundamental n x n matrix 

satisfying the matrix version of (0.1) 

dY(z) = A(z)Y(z). (0.2)
dz 

1. Systems with irregular singularity 

1.1 Stokes phenomenon 

In this paper we will concentrate our attention on the linear systems 

dY = (U + V)Y, z E <D, (1.1)
dz z 

where U is a diagonal n x n matrix with distinct entries Ub U2,' .. , Un and V = (Vij) E so(n,<D), with 
nonresonant eigenvalues (Jll, Jl2, ... ,Jln) (Le. Jli - Jlj ¢ Z \ 0). The solutions of the system (1.1) have two 
singular points, 0 and 00 . 

• Near the point z = 0 a fundamental matrix of solutions Yo(z) exists such that 

(1.2) 

where B is the diagonalization of V, B = WO-1VWO = diag(Jll,Jl2, ... ,Jln), and W(z) converges for small 
Izl. Such kind of singularities is called Fuchsian. 

IT one continues Yo(z) along a path encircling the point z = 0, the columns of the resulting matrix are 
linear combinations of the columns of Yo(z)j hence there exists a matrix Mo such that 

Yo(z) t-+ Yo (z)Mo. 

The matrix Mo is called monodromy matrix around zero. In our case Mo = exp(27riB) . 

• At 00 the solution has an irregular singularity of Poincare rank 1. This means that it is possible to construct 
a formal series r 1 r 2r(z) = 1 + - + + ... 

z 

where V = [rI, U]+ diagonal, i.e: r 1 = (Tij) = CJ.iv~i'Ui) for i # j, and to define certain sectors 6i in which 
a fundamental matrix of solutions Yi exists with asymptotic behaviour 

(1.3) 
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for Izl -+ 00 in (5i. This means that r(z) is the asymptotic expansion of Yie- zu. 
In different sectors one has different solutions, and this fact is known as Stokes phenomenon. The 

matrices connecting the solutions in different sectors are called Stokes matrices. 

A complete and detailed description of the phenomenon can be found in [BJLl], [Si] , [IN],[U]; here we will 
concentrate our attention on the particular operator A(z) = :z - u ~ (see also [D]). 

Following [D] we define an admissible line for the system (1.1) as a line 1 through the origin on the z-plane 
such that 

Vi -:j:. j. 

We denote the half-lines 
l+ = z : arg z = 'Ij; 1_ z:argz='Ij;-7r, 

where'lf; is a fixed real value of the argument. 

The line 1 lies in the intersection (5+ U (5_ of the two sectors 

(5R: 'If; - 7r - f < arg z < 'If; + f 

and 
(5L: 'Ij; - e < argz < 'Ij; + 7r + e. 

Here e is a sufficiently small positive number. ' 

Theorem 1.1: There exists a unique solution YL(Z) analytic in the sector (5L with the asymptotic behaviour 

the same holds for YR(Z) in (5L. 

Proof: See [BJL1]. 


S+ and S_ are the Stokes matrices connecting the two solutions in (5+, resp. in (5_, i.e. 


and 
YL(Z) = YR(z)S_, 

From the skew-symmetry VT = - V it follows 

Moreover, one can prove that, given an admissible line, it is possible to order the elements Ui, Le., to 
perform a conjugation 

A(z) t-1- p-1 A(z)P, 

where P is the matrix of the permutation in such a way that the Stokes matrix S == S+ is upper triangular. 

Remark: The full set of monodromy data for the operator A consists of the Stokes matrix S but also of 
the monodromy matrix at the point a and of the matrix C connecting the solution (1.2) near zero with a 
solution near the infinity: 

Yo(z) YL(Z)C. 

The monodromy data is, MOl C} satisfy certain constraints described in [Dl]. Particularly, 

C- 1ST-l S C = Mo­
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So, in the generic case (Le., the diagonalizable and nonresonant one) under consideration the diagonal entries 
of Mo e211'iJ.Ll, ••• , e211'iJ.Ln are the eigenvalues of ST-l S and C is the diagonalizing transformation for this 
matrix. The ambiguity in the choice of the diagonalizing transformation does not affect the operator A. So, 
the n(~-l) entries of the Stokes matrix S can serve as local coordinates near a generic point of the space of 
monodromy data of the operator A (see details in [D], [D1]). 

1.2 Monodromy Preserving Deformation Equations 

MPDE describe how should the matrix V be deformed, as a function of the "coordinates" Ui, in order to 
preserve the monodromy data. MPDE are the analogue of the isospectral equations in soliton theory. The 
MPDE for the operator A(z) = d~ - U - ~ are obtained (see [U], [D]) as compatibility equations of the 
system (1.1) with the system 

where Vi [Ei' rd = -adEi ad;; 1V and (Ei)b =6f6t. These equations admit the Lax form 

8V 
-8 = (V, Vi]. (1.4) 

Ui 

One can write the MPDE as a Hamiltonian system on the space of the skewsymmetric matrices V with the 
standard linear Poisson bracket for V = (Vab) E .so(n): 

(1.5) 

Indeed, the Lax equation (1.4) can be rewritten as 

8V
-8 = {V, Hi(V,U)}, 

Ui 

for the Hamiltonian function 

H· - ~,,---=-- (1.6)~-2L....Ju·-u· 
j#i ~ J 

In this case, the Poisson bracket is linear but the dynamic of the problem is very complicated; in the following 
we will show how, very much as in the case ofisospectral equations, it is possible to find a different coordinate 
system (the entries of the Stokes matrix) in which the dynamic of the evolution is trivial, but the Poisson 
structure is quadratic. The technique developed here consists in building up the monodromy map V -+- S 
passing through an auxiliary Fuchsian system. The MPDE for the system (1.1) can be represented also as 
MPD E for an appropriate Fuchsian system 

which we shall describe in the next section. The basic idea to construct the Poisson bracket on the space of 
Stokes matrices is to include the map from V E .so (n) to S E S into the following commutative diagram of 
Poisson maps 

.5o(n) -1- S 
,l- ,l- (1.7) 

AfS -1- f)RfGL(n,(~) 

where Af9 is the space of residues {Ai} of the connection A = 2:~1 .\~~. d)" modulo the action of the 
gauge group 9, as we will explain in section 2.2, and fm/GL(n,(J)) is the sp~ce of the monodromy data of 
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the Fuchsian system (section 2.3), i.e. the space of n-dimensional representations of the free group with n 
generators. 

2. Related Fuchsian system 

2.1 Fuchsian system 

One can relate the system (1.1), with one regular and one irregular singularity to a system with n + 1 
Fuchsian singularities: 

(2.1) 

where 

and 
1 

BCX) = V + 2"1. 

Such a relation is well known in the domain of differential equations, see, e.g. [BJL], [Sch). 

Now we will briefly describe the monodromy data of the system (2.1). 

In this case Uj is a Fuchsian singular points and, as in (1.2), the general solution near Uj can be expressed 
as 

<Pj(A) = W(i) (A)(A - Uj/~i , 

where W(i) (A) = W6i) + (A - Uj)wii) + ... converges for small IA - Uj I and B j = - ~Ej is the diagonalization 
of Bj . 

We denote M j the monodromy matrix along the path rj encircling the point Uj w.r.t. the basis <PCX) we 
define in (2.2) below. The matrix M j is conjugated with the matrix exp(27riBj). 

Also the point 00 is Fuchsian; the general solution can be expressed as 

<PCX) (A) = W(oo) (A) (~) Boo , (2.2) 

(00) ( ) (00) w(OO) I I (1 1)· hA.where W A = Wo + ~ + ... converges at A ~ 00 and BCX) = dzag '2 + J.Ll,· .. , '2 + J.Ln IS t e 
diagonalization of BCX). Indeed, the following relation holds in the space of the residues : 

n 1 
- ttBi = BCX) = 2":1 + V. 

2tri9In this basis the monodromy matrix MCX) = _e . We assume that the loops 11, ... , In and ICX) are chosen 
in such a way that 

(2.3) 

2.2 Monodromy Preserving Deformation equations 

We now want to deduce the MPDE for the system (2.1). This amounts to find how can the matrix Bj be 
deformed as function of Ul, U2, ... ,Un in order to preserve the monodromy matrices M 1 , .•. , Mn, MCX). The 
answer is given by 
Theorem 2.1 (Schlesinger): If the fundamental solution near infinity is normalized as in (2.2) and ACX) 
is a constant diagonal matrix with nonresonant elements, then the dependence of the Aj on the position of 
the poles of the Fuchsian system 
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d~ = t ~i ~ 
dA i=l A U. 

is given, in order to preserve the monodromy, by 

Ml. - _l_[A· A·] i 4 ' 
aUi - Ui-U;i t, J f J 

{ ~ __ ""' [Ai,AiJ 
au; - L..Jii=j Ui-U;i , 

Proof: it can be found in [Silo 

Note that system (2.1) does not satisfy the hypotheses of the Schlesinger theorem, because Boo = 
(V + ~1) is not diagonal. 

In order to apply the Schlesinger theorem it is sufficient to perform the gauge transformation 

(2.4) 

where Wo is the matrix of eigenvectors of V normalized in such a way that 

(2.5) 

Indeed, substituting ~ =WoX, the system (2.1) transforms into 

dX n Ai
--"'-X (2.6)dA - L..J A - U· 

i=l ~ 

and the Schlesinger system follows from the compatibility of (2.6) with 

(See [D]). 

The Schlesinger system can be rewritten in the Hamiltonian form 

with the Hamiltonians 

w.r.t. the linear Poisson bracket 

(2.7) 

This corresponds to taking, for every Ui, the residue Ai E g[(n,<C) with the natural Poisson bracket on 
g[(n,<c). The residues relative to different singular points commute. In other words (see [KS],[FR],[A]) 
this corresponds to read the matrices Ai as residues of a flat connection (with values in the Lie algebra 
9 = g[(n,<C)) on the Riemann surface with n + 1 punctures: 

A=t~dA 
. 0 A-Ui 
~= 
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(in our case Uo = 00). On the space of fiat connections modulo gauge transformations it is defined the 
Poisson bracket 

where Ieab 
are the structure constants of g w.r.t. the basis {ea} ana. 

Aa(Jj)=t~, 
i=O Jj - Ui 

This Poisson bracket gives (2.6). 

Now we can perform the first step in the construction of the map between V and S, that is we pass from 
.5o(n) to the space A/9, where 

n 

A = {V,AI , ... ,Ani LAi = o} 
i=O 

is the family of the residues of A('x) and 9 is the gauge group. 

Lemma 2.1 : The map V E .5o(n) ~ (V, AI, ... ,An) E A/9 is a Poisson map. (Cf. [Ha1],[Hi]) 

Proof: We must compare the Poisson brackets on the two spaces. In .5o(n) one has the natural coordinates 
{Vab}, with the Poisson bracket (1.5). The natural coordinates in the quotient space A/9 are the traces of 
the products of the matrices Ai, so that we consider the brackets 

{Tr(AiAk), Tr(AjAz)} = {(Ai)b(Ak)!, (Aj ):i(Al)~} = 

= (Ai)b(Aj):i{(Ak)~' (Al)~} + (Ai)b(Al)~{(Ak)~' (Aj):i}+ 

+ (Ak)~(Aj)d{(Ai)b' (Al)~} + (Ak)~(Al)~{(Ai)b' (Aj)d} (2.8a) 

and 

{Tr(AiV),Tr(AjV)} = {(Ai)bVd\ (Aj):iVc 
d

} = 

= (Ai)b(Aj):i{V;, V/} + V;V/{(Ai)b, (Aj):i}. (2.8b) 

On A/9 by direct calculation, using the bracket (2.7), one obtains 

{Tr(AiAk), Tr(AjAz)} = 8klTr(AiAjAk - AkAjAi) + 8kjTr(AiAlAk - AkAlAi) + 
+ 8ilTr(Ak Aj A i - AiAjAk) + 8ijTr(Ak Al A i - AiAlAk) = 


= 2 (dklTr(A;AjAk) + dkjTr(AiA,Ak) + dilTr(AkAjAi) + dijTr(AkA,Ai)) .(2.9) 


Indeed, Ai = -Ei (V + ~Jl) implies 

(2.10) 

{Tr(AiAk), Tr(AjAl)} = 4VikVjz{ Vik, vjd 

= 4(8klVijVjkVki - 8kjVikVklVli + 8ilVikVkjVji + 8ijVikVklVli) (2.11) 

where we have used the bracket (1.5). By means of (2.10) it is easy to check that it coincides with (2.9). 
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The same can be done for equation (2.8b). Indeed, using the bracket on the Ai matrices and observing 
that 

Tr(AiAjV)= -Tr(VAjAi) :L VijVkiVjk, 
k:#;i::I;j 

one finds 
{Tr(AiV), Tr(Aj V)} =2Tr(AiAjV). 

On the other hand Tr(AiV) = - Ek:#;i vl i , that gives 

{Tr(AiV), Tr(Aj V)} =4:L:L VkiVlj{Vki, Vlj} =-4 :LVkiVkjVij 
k:#;i l:#;j k:#;i 

which coincides with (2.8b). Q.E.D 

Lemma 2.2 : The MPDE for the system (1.1) and its related Fuchsian system coincide. 

Proof: It follows immediately from Lemma 2.1 by a straightforward calculation using (2.5), that MPDE 
for the Fuchsian system (2.6) after the gauge transformation (2.4) coincide with (1.4). Actually, one can see 
that the pull back of the Hamiltonian 

is exactely equal to Hj, as defined in (1.6). 

2.3 Poisson structure on monodromy data 

In this section we will perform the second step of our construction, that is we will map the Poisson 
structure of A /9 into the space of monodromy data of the Fuchsian system; this is shown in the following 
well-known (see, e.g., [Hi]) 

Theorem 2.2: The monodromy map 
A/9 -+ SJJt/SL(n,<D) 

To actually compute the Poisson bracket on the space of monodromy data, i.e., on the space of n-dimensional 
representations of the free group with n generators we will use, following [KS] (Th. 4.2), the following 
technique. We construct the skewsymmetric bracket 

{(M,n, (Mj)~} = i1l" (MjM,)gO~ + (M,Mj)~og (M,n(Mj)~ - (Mj)g(M')~) i < j (2.12a) 

{ (M,)~, (Mi)~} = i1l" (M;lbO~ (Mf)~og). (2.12b) 

on the space SJJt of the monodromy matrices. As it was proved in [KS], when restricted to the space 
of representations SJJt/SL(n,<D), this bracket defines a Poisson structure on the quotient induced by the 
monodromy map. Observe that the eigenvalues of the matrices Mi are the Casimirs of the Poisson bracket, 
i.e., the functions Poisson commuting with all others (see [KS]). 
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3. Poisson structure on the Stokes matrices 

3.1 Connecting the monodromy data of the two systems 

In the previous section we have seen that the space of monodromy data of a Fuchsian system carries a natural 
Poisson stucture. In this section we will show that this structure induces a Poisson bracket on the space of 
Stokes matrices of the related system we studied in chapter 1. To this end we consider the relation between 
the monodromy matrices M I , M 2 , ••• , Mn of the Fuchsian system and the Stokes matrix S. 

In section 2.1 we claimed that the two systems 

and 

dif! = t~if! 
d)" . )..-u. 

l=1 • 

are related, in the sense that, (see Lemma 2.3), the MPDE for the operator A(z) = tz - U - f can be 
represented also as MPDE for the operator A()") = dd).. - E~=I )..~~i • 

For a detailed analysis of the transform connecting the two system see [D1]; here we will concentrate 
our attention on the relation between the monodromy data of the two systems. 
Following Theorem 2.2, we are interested in the quotient of the space of the monodromy data of the Fuchsian 
system w.r.t. the GL(n,<c) conjugations. So, we can choose a particular basis of solution of the system and 
work with the corresponding monodromy matrices. 

Theorem 3.1 : Suppose that (S +ST) is nondegenerate; then there exists a unique basis of solutions (which 

depends on the particular choice of the branchcuts in the complex )..-plane) {if! (j) ()..)} of the Fuchsian system 
(2.1), such that 

- Near Ui the solution has the behaviour 

- the monodromy matrices are reflections, i. e., going around the singularity Ui the solutions transform 
as 

if!(i) -+ _if!(i) 

;r;.(j) ;r;.(j) 2 ;r;.(i)

'*' -+ '*' - gij '*' 

where G = (9ij) = ~ (S + ST) is the Gram matrix of the following invariant bilinear form w. r. t. the chosen 
basis 

9'j = ( <T> (il , <T>(;)) := <T> (ilT (u -A) <T> (;). 

Invariance means that 9ij does not depend on ).. neither on UI, ... , Un. 

Proof: See [D1], Th.5.3. 

Remark: if! and YL are related by the Laplace transform 
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where 1(j) is a fixed path in the A-plane; analogously for YR. 

In the {q>(i) ( A)} basis the i-th monodromy matrix Mi has the form 

1 0 0 0 
0 1 0 0 

Mi= -2g1i -2g2i -1 -2gn i 

0 0 0 1 

2gij = 2gji = Sij for i < j. 

This is a reflection w.r.t. the hyperplane normal to the vector q>(i). 

The Coxeter identity ([B]) gives 

Lemma 3.1: The following relations hold (all the indices are pairwise distinct) 

Tr(M·M·) = n - 4 + s~. (3.1a)1. 3 1.3 

Tr(MkMiMjMi) =n - 4 + (Skj - SijSik)2 (3.1b) 

Tr(MiMjMlMk) =n - 8 + S;j + S;k + Srl + S~k + S1l + S~l - SijSikSjk+ 

- SikSilSkl - SjkSjlSkl - SijSilSjl + SijSilSjkSkl· (3.1e) 

Proof: The fact that the Mi are reflections and that S + ST = 2G geometrically traduces into 

-2 COSaij = Sij 

. al (i) (i)where aij IS the angle between the two hyperplanes norm to q> and q> • 
On the other hand, the products MiMj are rotations by the angle 2aij and this provides the relation 

(3.1a), indeed 

To obtain relation (3.1b) we observe that the product MiMjMi is still a reflection, w.r.t. the mirror normal 

to the vector Mi(q>(i). This means that the product MkMiMjMi is a rotation by the angle 2/3, where 

Finally, (3.1c) can be obtained directely in the case of the 4 x 4 reflection matrices Mi. Indeed, for 
ordered indices i, j, k, 1, the Coxeter identity gives 

where 
Sik 
Sjk SjtSit ) 

1 Skl . 
o 1 
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An easy calculation gives the result. 
The same result holds also in dimension n > 4. Indeed, one can observe that, for every n, the product of four 
matrices acts nontrivially in the 4-dimensional subspace spanned by the vectors normal to the mirrors of the 
reflections Mi, Mk, Ml, Mj . It is equal to the identity in the orthogonal complement to the 4-dimensional 
subspace. 

·Q.E.D. 

Combining all the above facts, we can conclude our construction proving the following main 

Theorem 3.2: 1. The following formulae 

i7r 
{Sik' Sil} = 2"(2Skl - SikSil) i < k < 1 	 (3.2a) 

l7r 
{Sik' Sjk} = 2"(2sij - SikSjk) i<j<k 	 (3.2b) 

i7r 
{Sik,Skz} = 2"(Sik Skl - 2Sil) i<k<l 	 (3.2c) 

{Sik' S jl} = 0 i < k < j < 1 (3.2d) 


i<j<l<k (3.2e) 


i<j<k<l. (3.2f) 


define a Poisson bracket on the space S of Stokes matrices. 
2. 	 The monodromy map 


so(n) -+ S 


associating the Stokes matrix S E S to the operator A = lz - u - ~, V E so(n), is a Poisson map. 
3. The eigenvalues of S-l ST are the Casimir functions of the Poisson bracket. 
4. The Poisson bracket {3.2} is invariant w.r.t. the action of the braid group Bn on the space of braid 

matrices. 

Proof: 1. As a first step we explicitely write the restriction of the bracket (2.12) to the space of 
representations. By direct calculation one obtains 

{Tr(MiMk),Tr(MjMz)} = {(Mi)b(Mk)~' (Mj):t(Mz)~} = 

=(Mi)b(Mj):t{(Mk)~' (Mz)~} + (Mi)b(Mz)~{(Mk)~' (Mj):t}+ 

+ (Mk)~(Mj):t{(Mi)b' (Ml)~} + (Mk)~ (Ml)~{(Mi)b' (Mj):t}. (3.3) 

where we mean summation over repeated indices; using (3.1a), one can rewrite the left hand sides of (3.3) as 

(3.4) 

Now one has to distinguish between three essentially different cases, in correspondence with the different 
order of the indices . 

• i < k < j < 1 or i < j < 1 < k: 

For i < k < j < 1 all the addenda in the right hand side of (3.3) involve a Poisson bracket of the form 
(2.12) with correctly ordered indices. Here we write explicitely only the first one: 

The others have a similar form, and it is easy to see that they cancel pairwise (the first with the second and 
the third with the fourth).· 
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The same happens when i < j < l < k, since the only difference is a change of sign in the two last 
elements. Hence it follows 

{Tr(MiMk) ,Tr(MjMt)} =0 i<k<j<l (3.5a) 

{Tr(MiMk) , Tr(MjMt)} = 0 i<j<l<k (3.5b) 

Using (3.5) one immediately obtains equations (3.2dJe) 

ei<j<k<l 

Here the different order of the indices induces a change of sign in the second addendum, which becomes 
equal to the first. Equation (3.3) gives 

{Tr(M,Mk)' Tr(MjM1)} =2i7rTr(M,MjMIM. + M,MkMtMj - M,MIMjMk - MiM.MjMt) 

=4i7rSikSjl(SijSkl - SilSkj), 

where the last equality follows from Lemma 3.1. Using eq.(3.4) we obtain immediately eq. (3.2f) 

e i = j < k < l or i < j = k < l or i < j < k = l 

If two indeces coincide, for instance i = j < k < l, the other two cases are analogous, we find 

{Tr(MiMk),Tr(MiMI )} = {(Mi)b(Mk)!, (Mi)d(Ml)~} = 

= (Mi)g(Mi)d{(Mk):, (Ml)~} + (Mi)g(Mz)~{(Mk):' (Mi)d}+ 

+ (Mk): (Mi)d{(Mi)b, (Mt)~} + (Mk):(MI)~{(Mi)g, (Mi)d}' 

The first and the third addendum cancel, the last is zero (because Ml = I), and it remains: 

{Tr(M,Mk)' Tr(M,MtJ} = 2i7r((Tr(M1M1M.) - Tr(M,M.M,M1)) 

=2i7r[(n - 4 + SZI) (n - 4 + SZI + SrkS;l - 2SklSikSit)] 

= 2i7rSikSil(2skl - SikSil), 

where the second equality follows from (3.1a) and (3.1b). Using (3.4) this leads to (3.2aJbJc). 

2. It follows from the commutativity of the diagram (1.7), where all the arrows are Poisson maps 

3. As we have said above, the eigenvalues of the monodromy matrices are the Casimir functions 
for this Poisson structure. Particularly, applying to Moo we obtain, due to (2.3), the needed statement. 
Practically it is more convenient to use the coefficients of the characteristical polynomial det(S-1 ST - J.LI) 
as the basic Casimirs. 

4. Recall [D], that the natural action of the braid group Bn with n strands on the space of Stokes 
matrices is generated by the following transformations corresponding to the standard generators 0"1, ••• , 

O"n-1 

where the matrix Ki = Ki (S) has the form 

K jj = 1, j = 1, ... , n; j =1= i, i + 1 


Kii = -Sii+1, Kii+1 =Ki+li = 1, K i +li+1 = O. 
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Other matrix entries of Ki vanish. According to [D] this action describes the structure of analytic 
continuation of the solutions of MPDE. Our Poisson bracket is obviously invariant w.r.t. analytic 
continuation. 

Q.E.D. 

Example 1. n 3. In this case the space of Stokes matrices has dimension 3. Denoting x = 812, 

Y = 813, Z = 823 we obtain, 
in 

{x,y} = "2(2z - xy) 

in 
{y, z} = "2(2x - yz) 

in 
{z,x} = (2y - zx). 

Our Poisson bracket coincides, within the constant factor - i; , with that of [D]. 

Example 2. n 4. For convenience of the reader we write here down, omitting the constant factor 
i; , the Poisson bracket on the six-dimensional space of the Stokes matrices of the form 

S = (~ i ; ~)o 0 1 z . 
o 0 0 1 

{p, q} = (2x - pq) {x,y} = (2z - xy) 

{p,r} = (2y - pr) {y,z}=(2x yz) 

{q, r} = (2z - qr) {z,x} (2y-zx) 

{x,p} = (2q - xp) {q,x}=(2p qx) {r,x}=O 


{y,p} = (2r - yp) {q,y} = 2(pz rx) {r,y} = (2p - ry) 


{p,z} = 0 {z, q} = (2r zq) {r,z} = (2q - rz) (3.6) 


The Casimirs of this Poisson bracket are 

and 

On the 4-dimensional level surfaces of the Casimirs the Poisson bracket (3.6) induces a symplectic 
structure. These surfaces and the symplectic structures on them are invariant w.r.t. the following action of 
the braid group B4 : 

0'1: (p,q,r,x,y,z) I--'t (-p,x pq,y-pr,q,r,z) 

0'2 : (p,q,r,x,y,z) I--'t (q - pX,p,r, -x,z - xy,y) 

0'3: (p,q,r,x,y,z) I--'t (p,r-qz,q,y-xz,x,-z) 
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