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VARIATIONAL PROPERTIES OF AN IMAGE SEGMENTATION 

FUNCTIONAL DEPENDING ON CONTOURS CURVATURE 


G. BELLETTINI(t) AND M. PAOLINI(*) 

Abstract. We study a problem of image segmentation involving the lenght and the curvature of the 
contours. The (possibly linear) curvature term in the energy functional is introduced to reconstruct the 
hidden parts of the image occluded by regions which are closer to the observer. To deal with corners and 
cusps, which are viewed as points where curvature is concentrated, we introduce the class of the continuous 
curves having derivative of class BV, and we study their arguments. The proof is based on the techniques 
of relaxation theory in the Calculus of Variations. We estimate the lower semicontinuous envelope of the 
energy functional, and we compute it in some special cases. 

AMS(MOS) subject classifications (1985 revision). 49J45, 49Q20 

1. Introduction. A great attention has been recently devoted to the reconstruction 
of the contours of a picture given by a camera. One of the approaches considered to solve 

this problem if of variational type (see, among others, [16,6,24,23,21,13,19,25,26,27,12,1, 
4,10]), where the solution is viewed as a minimum point of suitable energy functionals. 
More recently, in a paper by Mumford and Nitzberg [22] an integral term depending on the 
curvature of the contours has been added in the energy, in order to reconstruct the hidden 
boundaries, that is those parts of the image which are occluded by other regions closer to 
the observer. In this paper, starting from the suggestions of [22], we study the behaviour 
of a functional involving lenght and curvature of boundaries of (possibly non smooth) sets, 
from the viewpoint of relaxation theory. More precisely, let1/;: R x R -; [0, +00] be a 
Borel function having the following properties: 

(i) 1/;(TJ, .) is convex on R for any TJ E R; 

(ii) 1/; is lower semi continuous on R x R; 

(iii) .,p(., 0) is locally bounded; 

(iv) there exist two constants a > 0 and b 2: 0 such that 

(1.1) 


(v) 1/;(TJ, e) == 1/;(TJ + 7r,e) for any (TJ,e) E R x R; 

(vi) .,p(1], (.) = .,p(1], -e) for any (1], e) E R x R. 
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Let n E N, n > 1, and let 9 E L<X>(R2) be a function with compact support. The aim 
of this paper is to study the functional P", defined by 

where E l , ... ,En ~ R2 are bounded open sets of class C2
, O:i(Z) is the angle that the 

tangent unit vector of 8Ei at z E 8Ei forms with the positive direction of the x-axis, ,q(z) 
is the curvature of BEi at z, 1-£1 denotes the one-dimensional Hausdorff measure in R2, 
and 

i-I n 

E~ El, E~ == Ei \ UEj, i == 2, ... ,n, E~+l == R2 \ UE j , 
j=l j=l(1.2) 

Ui == f 9 dz, i == 1, ... ,n, Un+l == 0 
E~ 

I 

(see Section 7). Note that conditions (v) and (vi) ensure that the functional P", is inde
pendent of the orientation of the boundaries BEi. 

In [22] the function 1/1 has the specific form 

Cle2 if lei < T,
(1.3) 1/1(TJ, e) == 1/1(lel) == { c2lel- C3 if lei ~ T, 

with T > 0, Cl > 0, clT 2 == C2T - C3, C2 == 2cl T. Each partition El, ... , En is endowed 
with the following ordering: Ei > Ej (i.e., Ei is closer than Ej to the observer) if i < j. 
This ordering represents relative depth (or occlusion); in this context, if i == 1, ... , n, the 
sets E: defined in (1.2) are the "visible" part of Ei, and E~+l stands for the background. 
The partition minimizing the energy is called an optimal overlapping segmentation of the 
Image g. 

The special case 1/1(TJ, e) == lel2and n == 1 has been studied in [3J. Here the quadratic 
growth of 1/1 at infinity is the main difference with (1.3), and reveals very different effects 
with respect to the linear case (see also [2]). 

To study the functional P"" which, in our approach is considered as a function of the 
sets EI, .. . ,En rather than of their boundaries BEl, ... ,BEn, we need a detailed study of 
the variational properties of the functional 

F",(E) == r [1 + 1/1 (0:, K)] d1-£l.J8E 
As usualin the relaxation method (see [7]), if M denotes the class of all Lebesgue mea
surable subsets of R2, we define F", : M ~ [0, +00] as the lower semicontinuous envelope 
of F", with respect to the Ll(R2 )-topology, i.e., 

(1.4) 
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The main purpose of this paper is to study the functional Ftf; and to compute Ftf;(E) for 

some special sets E. 

Simple examples show that there exist sets E E M with Ftf;(E) < +cx>, whose boundary 

is not smooth, as polygons and sets with cusp points. In particular, let us consider the set 

of Figure 1.1, and let 1/J be as in (1.3). Then the approximating sequence {Eh}h of Figure 

1.2, constructed by smoothing the corner p with circular arcs, shows that 

Note that the corner p is penalized, in terms of the energy, of a factor which is proportional 

to 7r - Q. 

Fig. 1.1: A set E with Ft/J(E) < +00 and whose boundary is not smooth. 

\ 

Fig. 1.2: This approximating sequence {Eh}h shows that F1/J(E) < +00. 

This penalization corresponds to the variation made by the unit tangent vector of the 

curves parametrizing 8Eh in a neighbourhood of p, in the limit as h --t +cx>. This example 
shows that, if one deals with curves parametrized by arc lenght, it can be useful to identify 

the tangent vectors as points of the unit circle 8 1 and to consider the jumps at the corners 
in terms of the corresponding angles. We are then led to look at the set BE of Figure 
1.1 as the trace of a continuous closed curve'Y with i' E BV (the space of the functions 

of bounded variation) and with the constraint Ii'I = 1 (see also [17]). ·The convergence in 

this class of curves must be considered (mod 27r), as explained in Section 4, thus showing 

that some care is needed in the definition of the energies. 

We describe now in detail the content of the paper. 
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In Section 2 we fix some notation and, in particular, we define the concept of system 
of curves of class B, that is a finite family of closed curves of class Wl,l whose derivatives 
are functions of class BV (Definition 2.2). 

In Section 3 we introduce the argument of t (see Lemma 3.1), where I is a curve of 
class B parametrized with constant velocity. 

In Section 4 we study some properties of the space BV([a, b]; R/2;r), which, in turn, 
are useful for the definition of the energy functional given in Section 5. 

Section 6 is devoted to the study of the lower semicontinuity of F,p. Precisely, we prove 
(Theorem 6.1) that given a sequence {Eh}h of bounded open sets of class C2 converging in 
Ll(R2) to a bounded open set E of class C2 , then 

F,p(E) S; liminf F,p(Eh).
h-+oo 

A similar result holds if we localize F,p on an open subset n of R2 (Corollary 6.1). 

In Section 7 we show how to reduce the study of the functional P,p to the study of the 

simpler functional Ft/J. 

In Section 8 we show that, if E is a bounded open set that can be written, locally, as 
the subgraph of a Lipschitz function having derivative of class BV, then F,p(E) < +00. 

Finally, in Section 9 we focus our attention to the case (1.3), and we prove the following 
results (see Theorem 9.1 and Corollary 9.2): let E be the disjoint union of a finite number 

of curvilinear polygons P l , .•. , Pq • For any i = 1, ... ,q denote by a~, ... , a~( i) the angles 

of the polygon Pi. Then 

q h( i) 

1£1 (BE) + l 1/>(11<1) d1£1 (z) + C2 L L min(at, 271" - af, 171" - ail) :s: Ft/>(E) :s: 
8 r E i=l j=i 

q h(i) 

:s: 1£1 (BE) + l 1/>(11<1) d1£l(Z) + C2 L L 171" - ail, 
8 r E i=l j=i 

where 8r E denotes 8E without the vertices, and K denotes the curvature of 8r E. If in 

particular ¥ S; a1 < 3; for any i = 1, ... , q and any j = 1, ... ,h(i), then 

(1.5) 

Moreover, we show that (1.5) does not necessarily hold if a1 < ¥ or a1 > ~;r for some 
i,j, the result depending on the relative distance between the corners. Indeed (Theorem 
9.2) let E = El U E2 be the set of Figure 9.11. and assume that 

(1.6) 
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Then if the distance D betweeen P1 and P2 is sufficiently small one has 

F1/J(E) = 1{1(8E) + f ,p(I~1) d1{1(Z) + 2D + 2C2U,
J8 r E 

where 8r E 8E \ {P1,P2}' 

In particular, if D is sufficiently small, 

F1fJ(E) < 1{1(8E) + f ,p(I~1) d1{1(z) + 2C2(1I" - u).
J8r E 

As the proof of this result has local character, we deduce that there are non convex sets E 
having some angles Ui verifying condition (1.6) such that the their energy (Le., the value 
of F1fJ(E)) is strictly less to the energy of the smooth part of the boundary 8r E plus the 
extra term C2 :Li(11" - Ui). This lower value of the energy can be reached, ideally, by joining 
properly the angles with a "hidden" line. 

Acknowledgements. We want to thank Professor Gianni Dal Maso for some useful 
discussions. 

2. Notations and preliminary definitions. 

1{h denotes the h-dimensional Hausdorff measure in R2 for h = 0, 1 [15]; £2 denotes 
the Lebesgue measure in R2. For any Zo E R2 and e > 0, Be(zo) = {z E R2 : Iz - zol < e} 
is the ball centered at Zo with radius e. 

M denotes the class of all Lebesgue measurable subets of R2. We shall identify M 
with a closed subset of L1(R2) by means of the map E ~ XE' where XE denotes the 
characteristic function of E, Le., XE(z) = 1 if z E E, XE(z) = 0 if z f/:. E. The L1(R2)_ 
topology on M is, therefore, the topology on M induced by the distance d(E1 , E2) = 

£2 (E1.6.E2), where E1, E2 E M and .6. is the symmetric difference of sets. 

For any subset C of R 2 , we denote by int(C) the interior of C, by C the closure of C, 
and by 8C the topological boundary of C. Let E ~ R 2 ; we say that E is of class C2 if E is 
open, and, near each point z E 8E, the set E is the subgraph of a function of class C2 with 
respect to a suitable orthogonal coordinate system. Note that, if 8E can be parametrized, 
locally, by arcs of regular curves of class C2 , and E lies locally on one side of its boundary, 
then E is of class C2. We denote by Cl(R2) the class of all bounded sets of class C2. 

2.1. Systems of curves. A plane curve'Y : [0,1] -+ R2 of class C1 is said to be regular 
if d~~t) -j. 0 for every t E [0,1]. Each closed regular curve, : [0,1] -+ R2 will be identified, 
in the usual way, with a map, : 8 1 -+ R2, where 8 1 denotes the oriented unit circle. By 
(,) = ,([0,1]) = {,(t) : t E [0, I]} we denote the trace of, and by 1(,) its length; 8 denotes 
the arc length parameter. 

If z E R2 \ (,),1(" z) i~ the index of z with respect to i (see, for instance, [5], and [S, 
IlLS]). 
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mDEFINITION 2.1. A system of curves is a finite family r = {~/, ... " } of closed curves 

of class Wl,l such that 1dd~i 1 is constant almost everywhere on [0,1] for any i = 1, ... ,m. 
The trace (r) ofr is defined as U;:l (,i), and its lenght l(r) as I;~l l(Ii). If z E R2 \ (r), 
we define the index I(r, z) of z with respect to r as I;;:l I(Ii, z). 

We say that a system of curves r = {II, ... '1m} is disjoint if (Ii) n (,i) = 0 for any 
i, j = 1, ... ,m, i i= j. 

Let E E C~ (R2 ); we say that a disjoint system r of curves is an oriented parametrization 
of BE if any curve of the system is simple, (r) = BE, and 

E = {z E R2: I(r,z) = I}, R2 \E = {z E R2: I(r,z) == o}. 

It is not difficult to prove that each E E C~(R2) admits an oriented parametrization of 
class C2

• 

2.2. The space BV. If ,\ is a scalar or vector-valued Radon measure, its total variation 

will be denoted by 1,\ I. Let I be a real interval, B ~ I be a Borel set and f : B ~ R be 
a Borel function; the integral of f on B with respect to ,\ will be indicated by IB f,\. By 
,\LB we mean the measure defined by '\LB(F) = '\(B n F) for any Borel set F. 

If fL is a scalar Radon measure on I, we have a unique decomposition ,\ = ,\a + ,\B , 

where ,\a is absolutely continuous and ,\S is singular with respect to fL. The density of ,\a 

with respect to fL, which is a function belonging to L~, will be indicated by :~ or by ~, 
and will be called the Radon-Nikodym derivative of ,\ with respect to fL. Then 

d'\ (t) = lim ,\(Bg(t))(2.1) for fL - a.e. t E I,
dfL Q-O fL(Bg(t)) 

and '\(B) = IB :~dfL ,\B(B) for every Borel set B ~ I. 

The space BV(I) is defined as the space of the functions f E L[oc(I) whose distri
butional gradient j is a Radon measure with bounded total variation in I. We say that 
f = (f1,f2) E BV(I;R2) if fi E BV(I) for any i = 1,2. We recall that any function in 
BV(I) coincides with a function of bounded variation in the classical sense. 

If f E BV(I) we indicate by Sf the jump set of f, and by f(t-), f(t+) the approximate 
lower and upper limits of f at the point t E I. It is well known that SJ is at most countable. 

If f = (fl,f2) E BV(I;R2), by Sf we mean Sft U Sh' We shall write 

Here ja denotes the density of the absolutely continuous part of j with respect to the 
Lebesgue measure dt and coincides almost everywhere with the pointwise derivative of the 
function f( t+); the singular part js can be written on a Borel set B C I as 

jB(B) = r (f(t+) f(t-))d1iO(t) + (Cf)(B),
lBns, 
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where C f is the so-called Cantor part, and is a measure such that (C f)( {t}) = 0 for any 

t E B. 

We say that a sequence {fh}h ~ BV(I; R2) is weakly convergent in BV to a function 

f E BV(I; R2) if Ih ~ 1 in LI and jh ~ j weakly as measures as h ~ +00. 
We recall the following result (see [28, Sec. 13.2]). 

THEOREM 2.1. Let f E BV(I), and let 4> E Cl(R) be a Lipschitz continuous functic:n. 
Then the composite function 4>(/) is of class BV(I), and its distributional derivative 4>(/) 
can be written as 

(2.2) 4>(f) = ¢(/)iL(I \ Sf) + E [4>(f(t+)) - 4>(f(t- ))]St, 
tES, 

where St is the Dirac mass at the point t E Sf ~ I. 

For the definitions and the main properties of the functions of bounded variation we 

refer to [28,9,18,15,20]. 

2.3. Systems of curves of class B. 

DEFINITION 2.2. We say that a system of curves r = {,I, ... , ,m} is of class B if,i E W 1 ,I([0,1]) and Ei- E BV([0,1];R2 ) foranyi 1, ... ,m. 

DEFINITION 2.3. We say that a sequence {rh}h of systems of curves of class C2 is 
weakly convergent to a system of curves r = {,I, ... , ,m} if the number of curves of 

each system r h is the same as the number of curves of r for h large enough, i.e., r h = 
1m} •. . i i ' . 0 d'l~ d'li

{'h"" "h for any h, and, m additlon, 'h ~, unlformly m C , (It ~ dt weakly in 
BV as h ~ +00, for any i == 1, ... ,m. 

DEFINITION 2.4. We say that r is a limit system of curves if r is the weak limit of a 
sequence of oriented parametrizations of bounded open sets of class C2

• 

It follows from the definitions that, if r is a limit system of curves, then rEB, and 
I(r,z) E {0,1} for any z E R2 \(r). 

Note that if the sequence of systems {rh} h of class C2 is weakly convergent to r == 
{,I, ... "m} E B, then, for any i 1, ... , m we have 

I(",(U = [I d1~ 1dt ~ [I dIti 1dt l("'(i) as h ~ +00. 

did i
hPossibly passing to a subsequence, we have that I it I~ I d~ I almost everywhere on [0,1] 

as h ~ +00. Hence Idd~i I is constant almost everywhere on [0,1], so that each curve ,i can 

be parametrized by arc lenght. 

2.4. Relaxation. Given a functional £, .: M ~ [0, +00], we denote by £, the lower 
semicontinuous envelope (or relaxed functional) of £, with respect to the topology of LI(R2) 
(see (1.4)). For the main properties of the relaxed functionals we refer to [7]. 
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3. The argument functions. 

Let us prove the following Lemma. 

LEMMA 3.1. Let [a, b] ~ R be a bounded interval, and let I E BV([a, b]; R2) be such 
that I/(t)1 = R for almost every t E [a, b], for a suitable R > O. Then there exists a function 
o : [a, b] ~ R, that we shall call an argument of I, having the following properties: 

(a) 0 E BV([a,b]) and I(t) = (Rcos0(t),Rsin0(t)) for almost everyt E [a,b]; 

(b) Se = Sf; 

(c) 10(t+) - 0(t--)1 :::; 7r for every t E]a,b[. 

Moreover condition (c) can be replaced by one of the following stronger conditions: 


(3.1) -7r < 0(t+ ) - 0(t-) :::; 7r Vt E]a, b[, 

or 

(3.2) -7r:::; 0(t+) - 0(t-) < 7r Vt E]a, b[. 

When (3.1) or (3.2) hold then 0 is unique up to a global translation of an integer multiple 
of27r. 

PROOF. Set 0 1 = 8BR(O)n{~ > O}, O2 = 8BR(O)n{y > O}, 0 3 = 8BR(O)n{~ < O}, 
0 4 = 8BR(O) n {y < O}. If the image of I = (/1,/2) is contained in one of the sets Oi, for 
instance in 017 then the function 0 is simply defined as 0(t) = arcsin( 1/2(t)). 

Let us consider now the general case. Let us fix 0 < u < ~. We claim that there exists 

a finite set {Sb"" sm} of points of la, b[ such that 

. R 
(3.3) I/I(J) < 2u < 2' 

where J is any open interval contained in [a,b] \ {Sb'" ,sm}' 

The set Sf = {t E]a,b[: lil({t}) > O} is at most countable, and we denote it by {ti}i, 
for i E N,i 2: 1, and ti < ti+l. Hence there exist a sequence {Vi}i R2 and an R2-valued 
Radon measure JL on [a, b] such that 

+00

L Ivil < +00, and JL( {t}) = 0 Vt E [a, b], 


i=1 i=1 

where Si is the Dirac mass at the point tie 

Let kEN, k > 1, be such that 

+co . 

(3.4) L IVil < u. 
i=k 
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Let 9 : [a,b] -} R be defined by g(t) IJLI([a,t]) == IJLI(]a,t[). Since JL({t}) 0 for 
any t E [a, b], 9 is continuous, and hence uniformly continuous on [a, b]. As a consequence, 

there exists a finite number of points {T1, ... ,Tr } ~]a, b[ such that, if I denotes any interval 

contained in [a, b] \ {T1,'" ,Tr }, then 

(3.5) IJLI(I) < O'. 


Denote by {S1' •.. , sm} the ordered set of points of la, b[ given by the union of {tl' ... , tk} 

and {Tl,'" ,Tr }, m :::; k + r. Set So == a, Sm+l == b. Then, for any i == O, ... ,m and any 

t E]sj, Sj+l], by (3.5) and (3.4) we have 

R 
(3.6) " lv-I < 20' < L...J a - 2' 

f?:,k:ti E]sj ,t[ 

and this proves claim (3.3). 

From (3.6) it follows that 

Vi == O, ... ,m 3n E {1, ... ,4} such that !()Sj,Sj+1[) CC On. 

It is then sufficient to define the function 0 separately on each interval ]s j, S j+l [ by means 

of functions 0 j, °:::; i :::; m, and then to glue together all these functions, possibly adding to 
the values of 0 j suitable integer multiples of 211"', in order to fulfill condition (c). Assertion 

(3.1) (respectively (3.2)) can be easily obtained by properly gluing the functions 0j. The 

uniqueness of 0 (up to global translations of an integer multiple of 211"') follows from the 
previous contruction. 0 

Let, be a curve of class B such that 11'(s)1 == 1 for almost every S E [0,1(,)] = I. Let 
o be an argument of 1'. Using formula (2.2), (a) of Lemma 3.1, and the uniqueness of the 
Lebesgue decomposition of a measure, it is not difficult to show that 

(3.7) 1'a == (- sin 0, cos 0)0a a.e. in I 

and, if B ~ I is a Borel set, then 

(1'S)(B) == r (- sin 0, cos 0)0 S + 
JBn(I\Se)

(3.8) L (cos 0(s+) cos 0(s-), sin 0(s+) - sin 0(8- ))88 , 

sEBnSe 

Therefore (3.7) yields 

a.e in I. 

Note also that 

Vs ESe. 

Indeed, for any sESe, using (3.8) and the equality 2(1- cos¢) = 4sin2(~}, we have 

(l1's l ( { S}))2 1 ( cos 0 ( S+ ) - cos 0(S- ), sin 0 ( S+ ) sin 0 ( S_ )) 12 == 

4 sin2( 0(8+) 0(s-)) (0(s+) _ 0(s-)f == (10 S I({s}))2.
2 

4. The space BV([a, b]; R/211"'). 
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DEFINITION 4.1. Let th,82 E BV([a,b]). We say that 81 and 82 are equivalent, and 
we write 81 r-..; 82 if for almost every t E [a, b] there exists k(t) E Z such that 81 (t) = 
82 (t) + 2k(t)71". 

Given 8 E BV([a, b]), we denote by [8] the equivalence class of fJ, i.e., [fJ] = {fl E 

BV([a, b]) : fl r-..; 8}. We set 

BV([a, b]; R/271") = {[fJ] : fJ E BV([a, b])}. 

Let I E BV([a, b]; R2) be such that I/(t)1 = R > 0 for almost every t E [a, b]. Note that, if 
fJ 1 , fJ2 : [a, b] ~ R are two arguments of I, then fJ 1 r-..; fJ 2 • Even more, the function fJ 1 - fJ2 

is constant on each open interval contained in [a,b] \ {t E [a,b] : I(t+) = -/(t-)}, and its 
values are integer multiples of 271". 

DEFINITION 4.2. Let [8] E BV([a, b]; R/271") , and let {[fJh]}h ~ BV([a, b]; R/271") be a 

sequence. We say that [fJh] ~ [8] in Ll([a, b]; R/271") as h ~ +00 if, for any fl E [fJ] and any 
hEN, there exists flh E [fJh] such that flh ~ fl in Ll([a,b]) as h ~ +00. 

Note that if fJ E BV([a,b]), {fJh}h ~ BV([a,b]), and fJh ~ fJ in Ll([a,b]) as h ~ +00, 
then [fJh] ~ [fJ] in Ll([a,b];R/271") as h ~ +00. 

THEOREM 4.1. Let [fJ] E BV([a, b]; R/271"). Then there exists a function 0 E [fJ], that 
we shall call a minimal representative of [fJ], such that 

(4.1) 101([a, b]) = inf{I~I([a, b]) : fl E [8]}. 

PROOF. Let fl E [fJ]; as fl E BV([a,b]), the set {t E]a,b[: Ifl(t+) -fl(t-)I > 71"} has a 
finite number of elements {t 1 , ••• , tlV}, where a < tl < ... < tN < b. Starting from fl, we 
construct 0 fl, with Se ~ S!b by adding to fl separately on each connected componentr-..; 

of [a, b] \ {t!, ... , tN}, a suitable integer multiple of 271", in such a way that 

(4.2) 10(t+) - 0(t-)1 ~ 71" Vt E]a, b[ 

(for instance, set 0 = fl on [a, tt[, and 0 = fl + 2nl71" on ]tl' b], where nl E Z is such that 
10(tl +) - 0(t1 -)1 < 71", and continue). 

Let us prove (4.1). Assume by contradiction that there exists 81 E [8] such that 

(4.3) 1811([a, b]) < 101([a, b]). 

As 0 E BV([a, b]), there exists a finite set of points a < 'To < ... < 'Tn < b such that 

(4.4) Vi = 1, ... ,no 
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As 81 ~ 0, for any i = 1, ... , n there exists ki E Z such that 81 (Ti+) - 81 (Ti-) = 
0(Ti+) - 0(Ti-) +2ki'lr; since 10(Ti+) - 0(Ti-)I ~ 7r by (4.2), we get Ilh (Ti+) - 01 (Ti-)I 2:: 
10(Ti+) - 0(Ti- )1. Therefore, by (4.3) we deduce that there exists j E {I, ... , n} such 

that, letting I =]Tj_l,Tj[, 

(4.5) 

Using (4.4), we have that 0(1) is contained, up to a set of zero Lebesgue measure, into a 

real interval of lenght less than f, and by (4.5) the same property holds for 01 (1). Let us 
fix T E 1 a continuity point of 0 and 81 , let k E Z be such that 81 (T) = 0(T) + 2k7r, and 

"Jlet O2 = 01 - 2k7r. Then O2 "J 81 0,82 = ih, and O2 (1) n 0(1) is non empty, since it 
contains 0(T). Hence O2 (1) U 0(1) is contained, up to a set of zero Lebesgue measure, into 

2 "Ja real interval of lenght less than 7r. As O 0, we necessarily have that O2 (1) coincides 
with 0(1) up to a set of zero Lebesgue measure. It follows that 181 1(1) = 182 1(1) = 101(1), 
and this contradicts (4.5). 0 

We shall denote by M[8] the set of the minimal representatives e of [8] E BV([a, b]; R/27r) 

such that 0(a+) E [0, 27r[. 

Let 8 E BV([a,b];R/27r), and let flE [8]. Observethat,iffl(a+) E [0,27r[and Ifl(t+)
fl(t-)I ~ 7r for any t E [a,b], then fl E M[O]. In addition, if 0 1 ,02 E M[O], then 

(4.6) for any Borel set B ~ [a, b]. 

Note that, given [0] E BV([a, b]; R/27r) and {[8h]}h BV([a, b]; R/27r) , then [8h] --? [8] 
in L1([a, b]; R/27r) as h --? +00 if and only if for ,any 0 E M[8] and any hEN there 
exists flh E [8h] such that flh --? e in L1([a, b]) as- h --? +00. Note also that, in general, if 

0h E M[OhJ, the sequence {0h}h does not converge to a minimal representative 0 of [0] 
in L1 ([a, b]), unless all jumps of 0 are less than or equal to 7r and 0(a+) E [0, 27r[. 

LEMMA 4.1. Let [0] E BV([a,b];R/27r) and let 81 ,82 E [8]. Then 

(4.7) a.e. in [a, b]. 

PROOF. As 81 , 82 E BV([a, b]) there exists a finite set of points a = TO < T1 < ... < 
Tn < T n +1 = b such that 18il(]Tj,Tj+1[) < ~ for any i == 1,2 and any j = O, •.. ,n. The 
assertion then follows reasoning as at the end of the proof of Theorem 4.1 (see (4.5) and 
below). 0 

We conclude this section with a result that will be useful in the proof of Theorem 6.1. 

PROPOSITION 4.1. Let I E B, let {,h}h ~ B be a sequence of curves such that '7h --? '7 
in L1([0, 1]; R2) as h --? +00. Assume that I and Ih are parametrized with constant 
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velocity on [0,1], for any hEN. Let O,Oh E BV([O, 1]) be arguments of t,th respectively, 
for any hEN. Then Oh -? 0 in L1([0, 1]; R/211") as h -? +00. 

PROOF. Write t(t) = (RcosO(t),RsinO(t)), and th(t) = (Rh cosOh(t),Rh sinOh(t)) 
for almost every t E [0,1] and any hEN (see Lemma 3.1). We have limh_+oo Rh = R. 

Using the notation of Lemma 3.1, there exists a finite set {81, ... , 8 m } of points of ]0, 1[ 
such that, if J is any open interval contained in [a, b] \ {81, ... ,8m }, then 

(4.8) t(J) cc A Cc On, 

for a suitable arc A ~ 8BR(0) and a suitable n E {I, ... ,4}. Let fl E [0]; we have to prove 
that for any hEN there exists flh E [Oh] such that flh -? fl in Ll ([0,1]) as h -? +00. It 
will be sufficient to construct the sequence {flh } h on each interval J, and to prove that 
flh -? !l. in L1 (J). Let us fix such an interval J; without loss of generality, we can assume 
that t(J) cc A CC 0 1 • Let B 8BR(0) be an arc such that A cc B CC 0 1 and, for 

any hEN, let Ah CC Bh CC Of = 8BRh (0) n {~ > O} be the corresponding arcs on 
BBRh (0) omothetic to A, B, and 0 1 , respectively. Let TEl be a continuity point of fl. 
For any hEN, define flh : J -? R, flh E [Oh], as follows: 

Oh(t) for a.e. t E J such that th(t) E Bh,
flh (t) { Oh(t). for a.e. t E J such that th(t) fi Bh, 

where Oh E BV([O, 1]) is an arbitrary function belonging to [Oh] such that 

(4.9) for a.e. t E J. 

To prove that flh -? fl in Ll (J) as h -? +00, we show that there exists a constant M > 0 

such that 

(4.10) for a.e. t E J, \;IhE N. 

Let hEN and t E J; if th(t) E Bh, then (4.10) follows from the lipschitzianity of arcsin 
(see the definition of the argument in the proof of Lemma 3.1), since B h is relatively 
compact in Of, and Rh -? R as h -? +00. If th(t) fi Bh, then, as t(J) Cc A and 
Rh -? R as h -? +00, there exists a constant c > 0 depending only on B \ A such that 
Ith(t) - t(t)1 ~ c. From (4.8) we have that \fl(T) - fl(t) I < 11"; hence, using (4.9), we obtain 

and this concludes the proof of (4.10)~ 0 
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5. The energy functionals. 

Let1/;: R x R ~ [0, +00] be a Borel function satisfying properties (i)-(vi) listed in 
Section 1. Denote by 1/;00 the recession function of1/; with respect to e, i.e., 

Let fJ E BV([a, b]; R/27r) , fl E [fJ] and e E M[fJ]; for any open interval I ~ [a, b] define 

Kt/J(fJ,I) = K~(fJ,I) + K¢(fJ,I), 

where 

K:i,(8,I) = 17{J(H.,l) dt, 

and 

1ie(s+) des . 
K¢(fJ,I) = 1/;oo(r, -.-) dr dlesl. 

I 8(s-) dlesl 
Observe that by condition (v) and by (4.7) the term K~(fJ,I) does not depend on the choice 
of fl E [fJ], and by (4.6) the term K ~ (fJ, I) does not depend on the choice of 0 E M [fJ]. In 
addition 

;,i!t(8+) di/ .8 

(5.1) K~(fJ,I) ~ 1/;oo(r, ~) dr dlfl I v fl E [fJ]. 
1 !t(s-) dlfl I 

Note that, using condition (vi), 

(5.2) 	 K$(8,I) =;, 7{Joo(0(s+),1) diesl + L r0 

(8+) 7{Joo(r,l) dr, 
1\5e sEln5 Je(s-)e 

and, if fJ E C2([a, bD, then 

K",(8, I) = K:i,(8, I) 7{J(8, 9) dt.1 
5.1. Semicontinuity and relaxation of K1/J(fJ, [a,b]). 

THEOREM 5.1. Let1/;: R x R ~ [0, +00] be a Borel function satisfying properties 

(i)-(vi), and let I ~ [a, b] be an open interval. Let [fJ] E BV(I; R/27r), and let {[fJh]}h 
BV(I; R/27r) be such that [fJh] ~ [fJ] in Ll(I; R/27r) as h ~ +00. Then 

(5.3) 	 K 1/J ( fJ ,I) ~ lim inf K 1/J ( fJh,I) . 
. h---++oo 
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PROOF. We can suppose that the right hand side of (5.3) is finite, otherwise the result 
is trivial. Let {[8k]}k be a subsequence of {[8h]}h such that 

Let 0 E M[8] and Ilk E [8k] be such that Ilk ~ 0 in Ll(I) as k ~ +00. By (1.1) we have 

sup 10kl(I) ::; sup IBkl(I) < +00. 
k k 

Hence [18] there exist a subsequence (still denoted by {0k}k) and a function 0: E BV(I) 
such that 0k ~ 0: in Ll(I) as k ~ +00. It follows that [0k] ~ [0:] in L1(I; R/27r) as 
k ~ +00, so that 0: E [8]. Note that 0: does not necessarily belong to M [8]. Using (5.1) 
and [11] we then have 

o 
THEOREM 5.2. Let "p : R x R ~ [0, +00] be a Borel function satisfying properties 

(i)-(vi). Let I ~ [a, b] be an open interval. For any [8] E BV(I; R/27r) we have 

PROOF. Let [8] E BV(I; R/27r); by Theorem 5.1 we deduce 

Let us prove the opposite inequality. Let G : BV(I) ~ [0, +00] be the map defined by 

r""(8 8) dt if 8 E Wl,l(I),
G(8,I) =: JI If' ,{+00. elsewhere on BV(I). 
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In view of properties (i)-(iv), by [11] we have, for any 0 E BV(1), 

K1jJ( 0, I) = G(e, I) = 

inf{liminfG(Oh,1): {Oh}h ~ Wl,l(1),Oh ~ e in Ll(1)} = 


h-++oo 

inf{liminf K1jJ(Oh, I) : {Oh}h ~ W I,l(1),Oh ~ e in LI(1)} ~ 
h-++oo 

inf{liminf K1jJ(Oh' I) : {Oh}h ~ BV(1),Oh ~ e in Ll(1)} ~ 
h-++oo 

inf{liminf K1jJ(Oh,1) : {Oh}h ~ BV(1), [Oh] ~ [0] in Ll(1; R/27r)},
h-++oo 

and this concludes the proof. 0 

Let r = {II, ... '1m} be a system of curves of class B parametrized by arc lenght, and, 
for any i = 1, ... ,m let ei be an argument of i'i on [0, I(I i )]. We define 

F1jJ(r) = I{r) + K1jJ(r), 

where 
m m 

K~(r) = :E K~(ei' [0, I(/ i 
)]), K~(r) = :E K~(ei' [0, I( Ii)]). 

i=1 i=1 

Fix i E {I, ... ,m}, and let for simplicity Ii = I' ei = e, A = I(I i ) > 0. Let TA : 
[0, 1] ~ [0, A] be the map defined by TA(t) = At for any t E [0,1], and denote by g the 
reparametrization of I on [0,1], i.e., get) = I{TA(t)). Let w be an argument of iJ on 
[0,1]. It is not difficult to prove that weB) = 0(TA(B)) for any Borel set B ~ [0,1]. 
From the uniqueness of the Lebesgue decomposition of a measure, it follows that wS(B) = 
08 (T A(B)). Hence, by (2.1), for almost every t E [0,1], we have 

and, for Iwsi-almost every t E [0,1], we have 

We then have 

(5.4) 

and 

1(/) j0(S+) d0 s ·• 11 jW(t+) dW s 

(5.5) K~{/) = 1/Joo{r, -.-) drdiesl = 1/Joo(r, -dl·
S 
I) drdlwSI·1o 0(s-) dle s \ 0 w(t-) W 
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6. Definition and semicontinuity of Ft/J(E). 

Let E E C~ (R2 ), and let r == {1'1, . .. , I'm} be an oriented parametrization of BE. The 
normal vector n(z) at z E BE will point towards the inside of E. For any z E BE let a(z) 
be the angle that the tangent unit vector at z E BE forms with the positive direction of 
the x-axis, and let K(Z) be the curvature of BE. If 1f; is a function satisfying properties 
(i)-(vi), we define the map Ft/J : M -+ [0, +00] as 

1£1 (BE) + r 1f;(a,K) d1£1(z) if E E Cl(R2), 
(6.1) F",(E) = J8E 

{ 
+00 elsewhere on M. 

We set Ft/J(0) == O. Note that if E E C~(R2) and r == {1'\ ... ,l'm} is an oriented 
parametrization of BE of class C2 such that each I'i is parametrized by arc lenght, i.e., 
I'i(s) == (cos0i(s),sin0i(s» for any s E [0, 1(l'i)] , then 

m l( Ii)
1lE .jJ(0:, K)cfH. (z) ~1 .jJ(0;, Gi ) ds = K",{r), 

Ft/J(E) == l(r) + Kt/J(r) . Ft/J(r). 

Note that if p > 1 and 1f;(7], e) == lelP for any (7], e) E R x R, then 

F-.p(E) == f [1 + IKIP] d1£1 (z),J8E 
which reduces to the case studied in [3]. 

LEMMA 6.1. Let r == {1'1, . .. ,I'm} be a system of curves of class C2. Then 

m :::; max(l,b) F-.p(r) ,(6.2) 
211'"a 

where a and b are defined in (1.1). 

PROOF. For any i E {I, ... ,m}, if 0i is an argument of i'i, we have ([14, Th. 5.7.3]) 

rl(Ii) 

211'" :::; Jo 19i(S)1 ds. 

Using (1.1) it follows 

l( Ii) 

211"a < 1 .jJ(0i,0 i ) d,Cl(s) + /(-yi)b ~ max(l, b)F", (-yi). 

Summing over i == 1, ... ,m we get 

211'"am < max(l, b) F-.p (r), 

which is the assertion. 0 
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PROPOSITION 6.1. Let",,: R x R -+ [0, +00] be a Borel function satisfying conditions 
(i)-(vi). Let {fh}h be a sequence of systems of curves of class C2 such that 

(6.3) sup l(fh) < +00, 
h 

and such that 

(*) the traces (fh) are contained in a bounded subset of R2 independent of h; 

(**) there exists a positive constant c such that each curve 11 of the system rh satisfies 
l(11) 2:: c, for any h. 

Then {fh}h has'a subsequence weakly convergent to a system of curves f of class B. 

PROOF. From (6.2), using (6.3) it follows that the number mh of the curves of the 
system rh is uniformly bounded with respect to h. Hence, for a subsequence {rh}h, there 

exists an integer m such that fh = {Ik,'" ,Ih} for any h. Let us fix i E {I, ... ,m}; 
using condition (**) and (6.3) we have c ~ 1(11) ~ C for any h, where C is an absolute 

positive constant. Hence the curve 11 can be parametrized with constant velocity on [0,1], 
d21 i 

and from (1.1) and (6.3), we get sUPh fa I d~h I dt < +00. Therefore, using (*), the family 
{Il}h is uniformly bounded in H 2 

,1 with respect to h. It follows that ([18, Th. 1.19]), for a 

subsequence, there exist m curves 11, ... '1m of class B such that 11 -+ Ii uniformly in Co, 

dIt~ --'- dlt 
i 

weakly in BV for h -+ +00, for any i = 1, ... , m. The system r = {II, ... '1m } 

verifies the assertion. D 
The following result gives some properties of those sets E such that F1/J(E) < +00. 

LEMMA 6.2. Let E ~ R2 be a measurable set, let {Eh}h ~ C~(R2) be a sequence 
satisfying 

(6.4) 

and suppose that Eh -+ E in Ll(R2) as h -t +00. Let us define 

E* == {z E R2 : 31' > 0 £2(B r (z) \ E) OJ, F* == {z E R2 : 31' > 0 £2(B r (z) n E) == OJ. 

Then E* and F* are open, E* is bounded, £2(E6.E*) 0, E* == int(R2 \ F*), F* == 
int(R2 \ E*), and 

Moreover there exists a limit system of curves r of class B with the following properties: 

E* == int(Ar U (r)) 2 Ar , where Ar'= {z E R2 \ (r) : I(r,z) == I}; 

F* = int(Br U (r)) 2 Br, where Br == {z E R2 \ (r) : I(r,z) = OJ; 
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8E* = 8F* = 8Ar n 8Br (r). 

PROOF. We shall prove the existence of the limit system of curves rEB such that 
C2 (EllAr) = 0, since all the remaining assertions can be proven as in [3, Lemma 3.3]. 

For any h, from (6.3) and from Lemma 6.1 we have that 8Eh has an oriented parametri

zation tl.h of class C2 
, and the number mh of curves of the system tl.h is uniformly bounded 

with respect to h. Hence, for a subsequence (still denoted by {tl.h}h), there exists an integer 

m such that tl.h = {-1'~, ... ,1'h} for any h. 

For any h, we want to replace the system tl.h with a suitable disjoint system of curves 

rh satisfying all hypotheses of Proposition 6.1. 

Following [3, Lemma 3.3], we can replace tl.h with a disjoint system of curves Ah = 
{,~1 , ... ,,~/c} of class C2 , with 1 S i1 < ... < i k S m, having the following properties: 

(6.5) there exists R > 0 such that (Ah) ~ B R(0) for any hj 

for any M > 0 there exists hl\[ E N such that 

(6.6) 

for any h ~ hl\[ and any Z E Bl\[(O) \ (tl.h). Note that from (6.5) and (6.6) it follows that, 
if h is large enough, I(Ah' z) E {O, I} for any z E R2 \ (Ah). 

For simplicity, write Ah = {,~, ... ,,:}. We need a further substitution, in order to 

fulfill hypothesis (**) of Proposition 6.1. 

Let us consider the sequence {'~}h' If lim l(,~) = 0, replace Ah by the sysf 
h--+oo 

A~ = {,~, ... ,,:}. Observe that (6.5) yields (,~) ~ BR(O) for any h, so that, po' 

passing to a subsequence {'~}h' we can find T1 > 0 e Z1 E BR(O) such that, for any 
0< T S Tl) there exists hr EN with (,t) ~ Br(Zl) for any h ~ hr. Thus I(,t,z) = 0 for 
any h ~ hr and any z E R2 \ Br(Zl). 

If {l('~)}h does not converge to zero as h -7 +00, there exist a subsequence {'~}h and a 
constant Cl > 0 such that l(,~) ~ C1 for any h. In this case, let us define A~ = Ah. Starting 

from {A~}h, we repeat the same procedure for {'~}h, and we obtain a new sequence of 
systems of curves {A~}h. After k steps, we end up with a sequence of systems of curves 

{A~}h' which we shall denote by {rh}h. 

By construction, for any h, r h is a disjoint system of curves of class C2
, with r h = 

{,~l, ... ,,~n}, 1 S i1 < ... < in S k, and (rh) ~ BR(O). Let us suppose that 1 = k - n 

eliminations have been made to replace the system Ah with the system rh, and let Tl, ••• , T, 
be the corresponding numbers (respectively Z1, ••• , z, be the corresponding points) defined 

above. Then, for any 0 < T S . min ri, there exists hr E N sufficiently large such that 
)=1,,,.,' . 

(6.7) 
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for any h 2 hr and any Z E (R2 \ U~=1 Br{zj)) \ (Ah). Using (6.6), for any M > 0 and 

any 0 < T ::; . min T j, there exists hr ,}.[ E N such that 
)=1, ... ,1 

(6.8) 

for any h 2 hr,Al and any Z E (B1U(0) \ U~=1 Br{zj)) \ (Llh). Define Ah = {z E R2 \ (rh) : 
I{rh,z) = 1}. Then Ah E C~{R2), and BAh = (rh)' Since SUPh FtP{rh) ::; SUPh F,p{Eh) < 
+00 by (6.4), by Proposition 6.1 there exists a subsequence {rh}h weakly convergent to 

a limit system of curves rEB; moreover (r) ~ BR{O) and, using (6.7), we have that, if 

Z E R2 \ (r), then I{r,z) E {0,1}. Let Ar = {z E R2 \ (r) : I{r,z) = 1}. It is clear that 

Ar ~ BR(O). Since XAh(Z) = I(rh'z) for any z E R2 \ (rh), and XAr{z) = I(r,z) for any 
z E R 2 \ (r), by the continuity properties of the index and by the Dominated Convergence 
Theorem, we have Ah -t Ar in L1(R2) as h -t +00. 

Let us prove that £2(E6Ar ) O. By (6.8), for any M > 0 and any 0 < T ::; 

minj=I, ...,/Tj, we have (Ah n BAl{O)) \ U~=1 Br{zj) = (Eh n B1U(0)) \ U~=1 Br{zj) for 
h 2 hr,Al large enough. Passing to the limit as T -t 0, we get £2 ((E6Ar) n BAl(O))) O. 

As M is arbitrary, we deduce £2(E6Ar) = O. 0 

The next comparison result is crucial for the proof of the semicontinuity Theorem 6.1. 

LEMMA 6.3. Let"p: Rx R -t [0, +00] be a Borel function satisfying conditions (i)-(vi). 
Let E E C~{R2), let rEB be a system of curves such that (r) ;2 BE. Then 

(6.9) 

PROOF. Let r = {{I, ... ,{m}, and, for any i = 1, ... ,m let Si be an argument of i'i. 
For any measurable set T BE and any i = 1, ... ,m let 

Since BE ~ (r), we have T U:l Ti. To prove the thesis it will be enough to show that 

(6.10) hi 1fJ(a, 11:) d1l1(z) :<:; K~(0i' V;) for any i = 1, ... ,m, 

where T varies over a suitable finite measurable partition P of BE. In fact, from (6.10) it 
follows that 
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hence 

that proves the assertion. We choose the finite partition P of BE as follows. Any element 
of P must be contained in a rectangle in which BE is a cartesian graph. This means that 
for any T E P we can choose a suitable orthogonal coordinate system, two bounded open 
intervals I, J, and a function I : I -+ J of class C2 such that 

(I X J) n E == {(x,y) E I X J : Y < I(x)}, 

(I X J) n BE == {(x, I (x)) : x E I}, T ~ (I X J) n BE. 

Let us fix i E {I, ... ,m} and let ,i(s) == (,f(s),,~(s)). For any s E Vi we have ,~(s) 
1(,I(s)). Hence 1'~(s) == fsl(,f(s)) for almost every 8 E Vi, and, since 11'(s)1 == 1, we have 

for almost every s E Vi. 

Set 
± .V - {s E v,. . ,.yl (s) 
i-I' 11 

±1 - } 
- .}1 + (I' (,~ (s)))2 ' 

± i ±Ti ==, (Vi ). 

Note that, from 1'~(s) == f81(,~(s)), we have 

(6.11 ) 

iAs 1'l E BV, and vi ±l. E Wl,1 and these two functions coincide almost everywhere
1+(f'("YD)2 

on Vi±, it follows (see [15, Th. 4.5.9]) that their approximate derivatives (i.e., the absolutely 
continuous part of these derivatives with respect to the Lebesgue measure) must coincide 
almost everywhere on Vi±. We then have 

=t= I" (,t (s) )1'~ (s) 
for a.e. 8 E Vi±. 

(1 + (1'(,f(s)))2)~ 

Similarly, by (6.11), 
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It follows that 

for a.e. s E Vi±. 

On the other hand, from (3.7) we have 

1'ia ( s) = ( - sin e i ( s), cos e i ( s ) ) ei ( S ) for a.e. s E Vi±, 

so we conclude 

· a(s) - ±ffl(,~(S)) - ±JI<!>( i(s)) v±(6.12) e . - 3 - ,,, 'V 
.tlor a.e. s E • 

, (1 + (f'(,~(s)))2)2 
l' 

I 

Since 

(6.13) 

by (6.13), (6.12) and properties (v) and (vi) (see Section 1) we find 

(6.14) 

But [15, Th. 3.2.6] ensures 

This, together with (6.14), gives (6.10) and concludes the proof of the Lemma. 0 

THEOREM 6.1. Let 1/J : R X R -;. [0, +00] be a Borel function satisfying properties 
(i)-(vi). Let E E C~(R2), and let {Eh}h ~ C~(R2) be a sequence converging to E in 
L 1 (R2 ). Then 

(6.15) 

PROOF. We can suppose that the right hand side of (6.15) is finite, otherwise the 
result is trivial. Let {Ehk}k be a subsequence of {Eh}h with the property that 

For simplicity, this subsequence (and any fur,ther subsequence) will be denoted by {Ek}k. 
Using Lemma 6.1, we have that, for any k, 8Ek has a finite number of connected com
ponents. Let ll.k be an oriented parametrization of 8Ek. Since {Ek}k satisfies (6.4), the 
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sequence {~k}k satisfies (6.3). Reasoning as in the proof of Proposition 6.1, we can sup
pose that ~k = {I'~, .•. ,I'f} with m independent of k. Let {rk}k = {I'!l, ... , I'!n} be the 
sequence and let rEB be the limit system of curves constructed in the proof of Lemma 6.2. 
Then n m, r = {l'i 1 , ••• ,I'in}, and, for any j 1, ... ,n we have I'k ii ~ I'ii uniformly 

in CO and d~~ij ~ dJ:i weakly in BV as k ~ +00. Denote by e~ (respectively eij) an 

argument of i!i (respectively of iij). From Proposition 4.1 we have that e~ ~ eij in L1 
as k ~ +00. We have 

liminf F1J1(Eh) = lim F-.p(Ek) ~ lim L
n 

l(l'!i)+
h-+oo k-+cx:; k-+oo .

}=1 

n rl(i!i) '. . n. 

~~i~L Jo -,p(e~, e~) ds = L l(I"i)+ 
;=1 0 ;=1 

liminf t l(,,~) r 1 

'I/>(e~ ,l(-y~ )-1 e~) dt > 
k-++oo . Joo

}=1 

l(r) +t l("ij ) lim inf t 'I/>(e~ , l(-y!j )-1 e~) dt. 
. k-+oo Joo

}=1 

Using (5.3), (5.4), and (5.5), we then get 

n 

Recalling that Lemma 6.2 ensures that (r) ~ 8E, from Lemma 6.3 we obtain F1J1(r) ~ 
F1J1(E), and this concludes the proof. 0 

THEOREM 6.2. Let E ~ R2 be a measurable set such that F-.p(E) < +00. Then E* 
satisfies the following properties: 

E* is bounded, open, and £2(E6.E*) = 0; 

?-l1 (8E*) < +00; 
there exists a limit system of curves r of class B such that (r) 8E* and E* = 
int(Ar U (r)), where Ar = {z E R2 \ (r) : I(r, z) = I}; 

F1J1(E) ~ inf{F1J1(r) : r E A(E)}, where A(E) is the collection of all limit systems of 
curves r of class B satisfying (iii). 

PROOF. The first three assertions follow from Lemma 6.2. Let us prove the last 
assertion. Since F1J1(E) < +00, there exists a sequence {Eh}h ~ C~(R2) satisfying (6.4) 
and converging to E in L 1 (R2 ). Using the same notation as in the proof of Theorem 6.1, 
for a subsequence {Ek} k we have 

liminf F-.p(Eh) = lim F1J1(Ek) ~ l(r) + liminf K-.p(rk) > l(r) + K1J1(r) F1J1(r).
h-+cx:; k-+oo . k-++oo 
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Taking the infimum first with respect to the system r E A(E) and then with respect to 

the approximating sequence {Eh}h, the last assertion follows. 0 
6.1. Localization. Let 0 R2 be an open set. We say that a measurable set E ~ R2 

is of class C2(0) if E is bounded, open, and 0 n aE is of class C2 
• We define 

COROLLARY 6.1. Let E be a set of class C2 (0), and let {Eh}h be a sequence of sets 
of class C2 (0) converging to E in Ll (0). Then 

(6.16) 

PROOF. We can assume that the right hand side of (6.16) is finite, otherwise the result 
is trivial. It will be enough to show that 

(6.17) 

for any open set A which is relatively compact in O. Let {Ehk}k be subsequence of {Eh}h 
such that 

For simplicity, this subsequence (and any further subsequence) will be denoted by {Ek}k. 
Since 

sup 1£1 (0 n aEh) < +00, sup r 1/J(ah,K.h) d1£1(z) < +00, 
h h Jnn8Eh 

it follows that, for any k, 
mlc ric 

An aEk ~ U(1'1) u U cat), 
i=1 j=1 

where 

{1'l, ... ,1'r lc 
} is a disjoint system of curves of class C2 such that A n (1'1) =f. 0 for any 

i=l, ... ,mk; 

{,B~, ... , ,B~Ic} is a finite family of simple regular curves of class C2 such that Id~! I is 


constant, ,Bt(O),,Bt(l) E ao and (,B~) n aA =f. 0 for any j = 1, ... ,Tk; 


the sets (1'~), ... , (1';;11:), (,B~), . .. , (,B~Ie) are mutually disjoint; 


ric rle' l(l3i ) 

(6.18) F",(-yl) + L [(Pi) + L 1 1/J(!3l,~t) ds < +00.k 

j=1 . j=1 0 
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Using Lemma 6.1 it follows that {mk}k is uniformly bounded with respect to k. As 

l(f3t) 2: 2dist(aA, an) > 0 for any j = 1, ... ,Tk, using (6.18) we have that {Tk}k is also 
uniformly bounded with respect to k. Possibly passing to a suitable subsequence, we 
can suppose that mk and Tk are independent of k. Denote these numbers by m and 1', 

respectively. As all curves of the family {/k, ... , Ik ,13k, ... ,13k} meet A, from (6.18) it 
follows that their traces are contained in a bounded subset of R2 independent of k. Let 

us consider only the subfamily {/~l, . .. '/~n} of {/k, . .. 'Ik} of those curves which do not 

have infinitesimallenght; repeating the arguments of Proposition 6.1, by compactness there 

exists a family r = {IiI, . .. 'lin, 131
, ••• ,f3r} of curves of class B such that I~j ~ lij and 

I I d ij d ij d{3' d{3'13k ~ 13 uniformly in CO, ~~ -->. Jt and Tt -->. dt weakly in BV as k ~ +00, for any 

j = 1, ... ,n and any 1 = 1, ... ,1'. Therefore, as E E C2 (n), it follows that An(r) 2 AnaE 
(see [3, Th. 7.1]). Repeating the last part of the proof of Theorem 6.1 relatively to A, we 

get (6.17). 0 

7. Energy of an ordered partition. 

In this section, following the approach of [22], we study the lower semicontinuous 

envelope of the functional P 1fJ defined in Section 1. 

Let n E N, n 2: 1, let 9 E LOO(R2) be a function with compact support, and let us 
define the map P1fJ : (Ll(R2))n ~ [0, +00] by 

P1fJ(E
1

, • •• ,En) = {_ ~ F",(Ei) + ~h, (Ui - g? dz if E1 , ••• ,En E (C~(R2))n, 
+00 elsewhere on Mn, 

where, for any i = 1, ... ,n + 1, the sets E~ and the numbers Ui are defined in (1.2). 

THEOREM 7.1. If P1fJ denotes the lower semicontinuous envelope of P1fJ with respect 
to the product topology induced on Mn by (Ll(~2))n, we have 

PROOF. By the definition of the product topology and the continuity of the term 

JE~(Ui - 9)2 dz with respect to the Ll(R2)-topology, one easily obtains 
I 

n . n+l 
:F",(E1 , ••• ,En) ~ ~ F",(Ei) + ~1,(U; - g? dz. 

1=1 ,=1 Ei 

Let us prove the opposite inequality. Let (E1 , ••• ,En) E Mn; we can assume that F1fJ(Ei) < 
+00 for any i = 1, ... ,n, otherwise the result is trivial. For any i = 1, ... ,n let {Ef} h ~ 
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~ 'Pt/J(E1 , ••• ,En). 

This concludes the proof. 0 

This result shows that, to compute 'Pt/J, one needs to compute Ft/J. This will be the 
goal of the next sections. 

8. An upper bound for Ft/J. 

LEMMA 8.1. Let / be a closed regular curve of class C2 parametrized by arc lenght, 

and set 1'(s) = (cos0(s),sin0(s)) for any S E [0,/(/)]. Let S1,S2 E [0,/(/)], SI < S2, be 
such that /(SI) = /(S2). Then there exist 0"1,0"2 E [S1,S2] such that 10(0"1) 0(0"2)1 > 1r. 

In particular, J88121elds 1t". 

PROOF. Since /(s) JoB(cos0(r),sin0(r))dr+/(0) for any S E [0,/(/)], and /(SI) = 
/(S2), we have 

8 2 8 2 

cos 0(r)dr sin 0(r)dr = O.J. J.81 81 

Therefore J:12sin(0(r) - o)dr = 0 for any 0 E [0,27r]. It follows that, for any 0 E [0, 27r], 
there exists 0"0. E [SI,S2] such that sin(0(0"0.) 0) = 0, hence 0(0"0.) = 0 + k7r, for some 
k E Z. Since this equality holds for any 0 E [0, 27r], we have that, given p E 8 1 , then either 
p E 0([S1, S2]), or p + 7r E 0([SI,S2]). This easily implies that there exist 0"1,0"2 E [S1,S2] 
such that 10(0"1) - 0(0"2)1 ~ 7r. D 

LEMMA 8.2. Let, E B and let 0 be an argument of7 on [0, 1(/)]. Let S1, S2 E [0, 1(/)], 
SI < S2, be such that /(SI) = /(S2). Then J8812 lei ~ 7r. 

PROOF. We can suppose that there exists k E Z such that 10(0+) - 0(1(/)-) - 2k7r1 < 
7r. Let us extend 0 on R as follows: 0(s + 1(/)) = 0(s) + 2k7r. Let {Uh}h be a sequence 
of symmetric mollifiers, and define oh = 0 * Uh. Then oh ~ o weakly in Bllioc(R) as 

0(s+) - 0(s-)
h -+ +00, h~:roo Oh(S) 2 for any S E R, and oh(si + 1(/)) = oh(s) 2k7r. 

Set 

Vs EiR. 

We have that Jh is parametrized by arc lenght, limh-++oo Jh I uniformly on [0,/(,)], 
limh-++ooih = l' in Ll([O,/(,))], limh-++ooih(s) = 7(8+)~:Y(8-) for any S E [0,/(,)], and Jh 
is, in general, neither closed nor simple. For any h define 

Vt E R. 
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By definition it follows that limh-++CX) Idh I == 0, limh-++CX) 9h == , uniformly on [0, 1(,)], 
limh_+CX)9h" == i' in Ll([O, 1(,))], limh-++oo9h(09) == 1'(8+);1'(8-) for any 09 E [0,1(,)], and 

9h(09l) == 9h(092), so that 9hl[sIJS2] is a regular closed curve of class C2. Let us reparametrize 
9h I[ S 1,S2] by arc lenght, that is, write 

where th(09) is the inverse of the map o9h == o9h(t) == fst} 19h1 dr for any t E [091,82]' Set 

i'h(09) (cos <Ph(09),sin <Ph (09)) for any 09 E [O,l('h)]. Let {o9~}h' {o9~}h be two sequences of 
points of [0, l(,h)] converging to 091 and 092, respectively. By Lemma 8.1 we have 

D 
In the sequel of this section E R 2 will be a bounded open set that can be written, 

locally, as the subgraph of a Lipschitz function having derivative of class BV, with respect 
to a suitable orthogonal coordinate system. As DE is locally Lipschitz continuous, DE 
can have corners but can not have cusp points. One can prove that there exists a disjoint 
system of Lipschitz curves r == {,I, ... "m} such that i'i E BV for any i == 1, ... ,m, 
(r) == DE, and 

E == {z E R2 \ (r) : I(r, z) =1 (mod 2)}. 

For any i == 1, ... , m let 0i be an argument of i'i. Note that, as DE is locally Lipschitz, we 
have that 10i(09+) - 0i(09-)1 < 11" for any 09 E]O, l(,i)[ and any i == 1, ... , m. Moreover we 
can suppose that for any i == 1, ... ,m there exists ki E Z such that 10i(0+) - 0i( l(,i)_) 
2ki7r1 < 11". The aim of this section is to prove 

m 

(8.1) F1jJ(E) < L F¢(0i, [0, l(,i)]), 
i=l 

which in particular gives F¢(E) < +00. 
As 0i E BV([O, l(,i)]), we can find S > °such that 

(8.2) Vs E [O,l(,i)], Vi == 1, ... ,m. 

We shall use the same notation and some arguments of Lemma 8.2, with, replaced by ,i, 
and 0 replaced by 0i. Let us extend 0i by periodicity (mod 211") on R. Inequality (8.2) 
holds then for any 09 E R. 

Fix i E {I, ... ,m}; define af == 0i * l!h. Then af ~ 0i weakly in BVioc(R) as 
h -..:; +00, 

(8.3) 
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for any bounded open set A ~ R such that lE>i\(8A) = 0. Follow~ng [11, Section 3) one 
can check that {af}h is a minimizing sequence for KtP(0i, [0, 1(../)]1), i.e., 

Vi = ~, ... ,me 

Set 

Vs E IR, 

Vt E R. 

By definition it follows that limh_+oo Id~1 = 0, that 91 is closed, i.e.~ 91(0) = 91(1(/ i )), and 

that limh_+oo 91 Ii and limh_+oo 1~11 = 1 uniformly on [0, 1(Ii)]. Let us reparametrize 
91 by arc lengh, that is, write 

11(s) = 91(th(S)), 

where th(S) is the inverse of the map Sh = Sh(t) = J; Igil dr. Tqen, using the fact that 
j~ . j~ = 0, we have 

Hence 

Since lim th = 1 uniformly and lim Id~1 = 0, setting i'~(s) = ~cos 4>~(s),sin 4>~(s)) for 
h-+oo h-+oo 

any S E [0,1(/1)], then {4>~}h is also a minimizing sequence for Ktjl(0 i , [0, 1(/i )]), i.e., 

lim K tP ( 4>~ , [0, 1(I ~ ) ]) = K tj; ( 0 i, [0, 1(1i)] ) Vi = , ... ,me
h-+CX) 

In addition, by (8.3), we have also 

(8.4) 


for any bounded open set A R such that lE>il(8A) = 0. 

Let us prove that the curves 11 are simpl~ for h large enough. Assume by contradiction 

that there exist two sequences {Sh}h,{O"h}h of points of [0, 1(/~)] suth that 1~(Sh) = 11(O"h) 
for any h, and such that 11 is simple between Sh and O"h, for any h. Since Ii is simple by 
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assumption, it follows that limh-++oo ISh - lTh I = 0. Let p E (Ii), p = limh-++oo I~( lTh), 
and So = li-I(p). Possibly passing to a subsequence, we can assume that there exist tPI = 
liIilh-++ootP~(Sh),tP2 limh-++octP~(lTh)' By Lemma 8.1 we have ItP~(sh)-tP~(lTh)1 ~ 1rfor 
any h, so that ItPI - tP21 ~ 1r. Hence 10i(SO-) - 0 i (so+)1 ~ 1r, a contradiction with (8.2). 

We conclude that {/~}h is a sequence of closed simple curves of class Coo; moreover, 

since I~ ~ Ii uniformly for any i = 1, ... , m we have that (/~) n (It) = 0 for any i =1= j, 

provided h is sufficiently large. Consider the disjoint system of curves r h = {/k, ... 'Ih}' 
and define 

By the continuity property of the index and by the Dominated Convergence Theorem (see 
also [8,111.8.8 (v)]), it follows that Eh ~ {z E R2 \ (r) : I(r,z) = 1 (mod 2)} in LI(R2) 
as h ~ +00. 

In addition F,p(Eh) = F,p(rh), so that 

which proves (8.1). 

Note that 

provided that li(O) is not a corner. Indeed, it sufficient to observe that, in this case, 0i(0) 
in not a jump point for 0 i (extended on R), and to apply (8.4) with A =]0, 1(l i )[. 

9. Computation of F,p in some model examples. 

Let T > 0; in what follows we shall consider the convex function 'if; : R x R ~ [0, +oo[ 
defined by 

(9.1) 

where CI > 0, cI T 2 == C2T - C3, C2 ~ 2c1T. 

This function has been recently suggested in [22] to study some problems in image 
segmentation (see Section 1). Obviously 1/100(1], e) = c2lel, and 1/1 is of class CI if and only 
if C2 = 2c1T. As 1/1 depend only on lei, we shall write 'if; 1/1(lel). 

Let r == {/I, ... ,lm} E B, and for any i 1, ... ,m let 0i be an argument ofi'i; for 
any p E (r) we set 

F,p(r, {p}) C2 L
m 

L 10 i(S+) - 0i(S- )1, 
i;=1 sE-yi- 1 (p) 
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and 
m 

T(r)(P) = U U ..yi(s+) U (-~/(s-)). 
i=1 BE1'i-l(p) 

THEOREM 9.1. Let "pbe defined as in (9.1), and let E be the set of Figure 1.1, with 

o~ a < 27r. Then I 

1[1 (8E) 0:, 17r r ,;,( IKI) d1[l (z) + C2 min(0:, 27r - o:p ::; F"'(E) ::; 
JerE i 

1[1 (8E) + r ';'(IKI) d1[l(Z) C217r - 0:1, i 

JerE ! 

where 8r E = 8E \ {pl. 

PROOF. It is not difficult (see Figure 1.2) to find a sequence {Eh}h C~(R2) converg
ing to E in Ll(R2) and such that 

Consequently 

F1{;(E) ~ rr.t(8E) + r "p(I~1) d1i1(z) + C217r al. 
JerE 

It remains to show 

(9.2) F",(E) > 1[1(8E) + r ';'(IKI) d1[l(Z) + C2 min(0:,27r +0:, 17r - 0:1).
JerE 

Let {Eh}h ~ C~(R2) be a sequence converging to E in Ll(Rr) such that F1{;(E) = 
limh_+oo F1{;(Eh) < +00. For any h let rh be an oriented par"metrization of 8Eh of 
class C2, let r = {,I, ... "m} be the limit system of curves of c~ass B given by Lemma 
6.2. For any i = 1, ... ,m let 0 i be an argument of ..yi. We recall (ree Lemma 6.2) that 

(9.3) E {z E R2 \ (r) : I(r,z) = 1}. I 

Theorem 5.1 gives 

(9.4) F1{;(E) = lim F1{;(Eh) = lim F1{;(rh) ~ F1{;(r) = l(r) r+- K~(r) + K~(r).
h-+oo h-+oo I 

Using the inclusion 8E (r) proven in Lemma 6.2 and reaSOni~g as in Lemma 6.3 we 
I

deduce 

(9.5) l(r) + K~(r) 1[1 (8E) r ';'(IKI) d1l1(~).
JerE 
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Moreover, the definition of K~ yields 

(9.6) K~(r) ~ F1/J(r, {p}). 

From (9.4), (9.5) and (9.6) it follows 

(9.7) 

In view of (9.7), to conclude the proof of (9.2) it remains to show 

(9.8) 

We shall restrict ourselves to the case m = 1, i.e., when the system r reduces to one closed 
curve 1 of class B (the case m > 1 is similar). We denote by 0 an argument of". 

Observe that there exists a positive constant w such that 

(9.9) ve E R, 

hence, if So, SI E [0, 1(/)], So < St, we have 

Using the previous inequality and Lemma 8.2, one can show that the set I-l(p) is finite. 

If j E {±1}, as a notation we set 

if j = 1,. ( . ( ")) {,,(S+ )1 S sIgn J = . 
I(S-) if j = -1. 

For any v E 8 1 , let 

Av = {(s,j) : S E 1-1(P), j E {±1}, v = j,,(s sign(j))}. 

In the sequel we shall consider only those unit vectors v such that Av ¥- 0 (which exist by 
the inclusion BE (i)). 

Then Av is a finite set, it is composed by distinct elements, and VI ¥- V2 => AVt nAV2 = 

0. If So E I-l(p) and 1 is of class Cl in a neighbourhood of So, then, if v = ,,(so), and if 

"(s+),,,(s-) ¥- v for any s E l- l (P), s ¥- So, we have Au = (so,+). 

If 1 stops at p and goes back along the ~ame direction Rv, i.e., v = ,,(s+) = -,,(s-) 
for some s E l- l (P), the corresponding elements of Av are (s, +1) and (s, -1), which are 
obviously distinct. Geometrically, given v E 8 1 , each element of Av is in correspondence 
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with a small arc of (,) containing p lying on the same part of v and [having v as the tangent 
unit vector at p, considered with its orientation. Define N(v) as l'he number of elements 

of Av. "" 
Let 7"}, 7"2 be the two tangent unit vectors of BE at p chosen as .n Figure 1.1. We claim 

that for any v E 8 1 such that v =/::. 7"1,7"2, then N(v) is even, while N(7"1) and N(7"2) are 
odd, unless 7"1 = 7"2 (Le., p is a cusp point of BE, and 0 = 0). Letfv E 8 1

, v =/::. 7"}, 7"2, and 
assume that v points towards the complement of E (the case in hich v points towards 
E is similar). Suppose by contradiction that N(v) is odd. Since '. 1 (p) is a finite set and 
since there exist i(8+), i(8-) at each 8 E ,-I (p), we can find a ~mall half-cone 0 with 

vertex at p, in the direction of v, with 0 ~ R 2 
\ E, in such a way thf" tOn (,) contains only 

the small arcs of (,) having Rv as the tangent line at p (which ar in an odd number by 
assumption). Choose two points ZbZ2 in 0 \ (,), one on each side of v, and close enough 
to v. Then (see [5, Lemma 9.2.5]) 

and this contradicts (9.3). Similarly, one can prove that N(7"1) anq N(7"2) are odd. Hence 
the claim is proven. 

! 

Set ,-I(p) = {81,"" 8k}, k 1, and define the unit vectors 1I{, ... ,112,1, by 

(9.10) Vk+i=-i(8i-), Vi 1, .... ,k. 
! 

O.bserve that, for any v E 8 1 there is a one to one correspondence ~etween Av and the set 
{~E{1, ... ,2k}:vi=v}. I ' 

We want to construct a finite subfamily {VOl"'" v Qh , VP1' ••. , VPh} of {VI, • •• , V2k}, 

with 1 ::; h ::; k, such that 

a 1 , ••• , a h, 131 , ... ,13h are distinct indices between ~ and 2k j 

VOl 7"1, VPh 7"2, 

Vn = 1, ... , h, if On < k then f3n = On + k, 


Vn = 1, ... , h, if On > k then f3n = On - k; 


VOn = VPn_1 Vn = 2, ... ,h. 


We shall suppose 7"1 =/::. 7"2, since the case 7"1 7"2 can be treatfd similarly. We shall 
reason inductively. As N(7"1) is odd, there exists I E {1, ... , 2 } such that VI 7"1; 

set 01 I. If 01 ::; k, set f31 = 01 + k. If 01 > k, set f31 = 01 - k. If VP1 7"1, 
then, as the set {I E {1, ... ,2k}: VI 7"1} has an odd number o~ elements, there exists 
02 E {I E {1, ... ,2k}: VI = 7"1}, with 02 =/::.. OI,f3b such that V 02 7"1. In this case we 
delete the indices 01, f31, and we restart the algorithm by defining ~2 = 01. Therefore we 
shall assume that VPI =/::. 7"1. If VP1 = 1"'2 then the algorithm stops. ptherwise, if VPl =/::. 7"2, 
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as the set {I E {I, ... , 2k} : VI == V,81} has an even number of elements, there exists 
0:2 E {I E {1, ... ,2k}: VI V,81}' with 0:2 O:1,{31, such that Va2 == V,81' Assume that 
the sequence 0:1, ••• , O:q, {31, ••• ,{3q-l of indices has been constructed, with the required . 
properties. Set {3q == O:q + k if O:q ~ k, and (3q == O:q - k if O:q > k. If v,8q == T2 then the 
algorithm stops, thus verifying all required properties. Ifv,81 =1= T2, since N(v,8q) is even if 
v,8q =1= T1, and is odd if v,8q == T1, there exists an index O:q+l =1= 0:1, ••• , O:q, {31, ••• ,{3q such 
that v aq +1 v,8q' The procedure stops after h steps, for some integer h. 

Note that the indices 0:1, ••• , O:h, {31, ••• ,{3h are not necessarily ordered. 

Let (}1, (}2 E R/27r; we set d( (}t, (}2) == min( 1(}1 - (}21, 27r -1(}1 - (}21). Then 0 ~ d( (}l , (}2) ~ 

7r, and by (c) of Lemma 3.1 we get 

(9.11) d(0(8-), 0(8+)) == 10(8+) - 0(8-)1 for any 8 ESe. 
• 

(9.12) 

and 

(9.13) 

It is readily verified that S is a distance on R/27r. If nl, n2 are unit vectors, by identifying 
ni with the corresponding angle (}i (hence -ni corresponds to (}i + 7r), we shall use the 
notation d(nl, n2) and S(nl, n2) in place of d( (}l, (}2) and S( (}1, (}2)' In particular 

(9.14) 

Observe that 

(9.15) 

Then, using the fact that {vap ••. ,Vah , v,8p ... ,V,8h} T(-y)(p), recalling (9.10) we deduce 

C;l F1jJ(" {p}) == :E 10(8+) - 0(8-)1 == 
sE-y-l(p) 

(9.16) k h

:E 10(8i+) - 0(8i-)1 2:: :E d(va q, -v,8q). 

i=l q=l 

Consequently, using (9.13), (9.14), the triangular property of S, and (9.15), we have 

h h 

(9.17) c2" l F,p(,,{p}) 2:: :E S(vaq ,-V,8q) :E S(vaq ,V,8q) 2:: S(T1, T2)' 
q=l q=l 
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This, in view of (9.15), shows (9.8) (recall that m = 1), and con ludes the proof of the 

theorem. 0 

Note that, if in the proof of Theorem 9.1 one has T(1')(p) {r ,T2} then 
! 

(9.18) Ft/J(l',{p}) = C2 L 10(s+) - 0(s-)I2:: C2d(TI'-r2) = C217r - al· 
SE1'-l (p) 

COROLLARY 9.1. Let "p be defined as in (9.1), let E be the! set of Figure 1.1, and 

assume that 
7r < a < 37r. 
2 - - 2 

Then 

Ft/J(E) = 1-[1(oE) + r "p(I~1) d1-[I(Z)J8 r E c217r al. 

COROLLARY 9.2. Let "p be defined as in (9.1), let E be the disjoint union of a finite 

number of curVili.near polygons PI, ... ,Pq • For any i = 1, ... ,q delote by a}, • •• ,a~(i) the 
angles of the polJ;.gon Pi. Then 

q h(i) 

re(8E) + 1 '1/1(11£1) d1l1 (z) + C2 L L min(a{, 271" - a{, 171" i- a{l) ~ F.p(E) ~ 
8r E i=1 i=i ! 

q h(i) I 

1h.E'I/I(II£I) d1l (z) + C2 ~f; 171" 1a11, 

where orE denotes oE without tbe vertices, and '" denotes the curvature of orE. If in 
particular ¥ ~ a1 ~ 321r for any i = 1, ... , q and any j = 1, ... , h(i), then 

(9.19) 

Reasoning as in Theorem 9.1 one can prove the following result. 

PROPOSITION 9.1. Let E ~ R2 be a bounded open set of cla~ C2 up to a countable 
set of points {Pi}~I' Assume that each Pi is a corner point of oE ith angle ai such that 
o < c O'.i ~ 27r - C< 27r for any i. Then Ft/J(E) = +00. . 

Let us prove now the following result, which shows that equali~y (9.19) does not hold 

in general if a1 < ¥ or a1 > 3 for some i,j., and shows also that ~he functional Ft/J(E, .),1r2

if considered as a set function, is not a measure and, in particular cannot be represented 
as an integral of the form (6.1) (see [3]). 

33 



Fig. [ 
• 

THEOREM 9.2. Let E = EI U~~ p.~ :' that 

o <: 

Then if the distance D betweeen PI and ~as 

Ft/J(E) = 1l1(8E) +- r YUKI) d'lt.-lZj ~li + 2C2U,
J8r E 

where 8r E = 8E \ {PI,P2}' 

In particular, if D is sufficiently~ f&mall, 

Ft/J(E) < 1l1(8E,} -+ r "p(\ltl) d1l1(z) + 2C2(7r - a).
}8r E . 

PROOF. It is not difficult' to s-hQ\w that the sequence {Eh}h ~ CC(R2) of Figure 9.2 
converges to E in LI(R2) and 

Consequently 

(9.20) Ft/J(E) $ 1l1 (8E}-+l,t "p(11t1) d1l1(z) + 2D + 2c2a. 
8r E 

Let us prove the opposite inequality•. JLet {Eh}h ~ CC(R2) be a sequence which converges 
to E in LI(R2) and such that limh~+oo Ft/J(Eh) = Ft/J(E) < +00. Let r = {,I, ... "m} 
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IIfIIII'" - - ....... 

......... -...,- - 

Fig. 9.2: An approximation of E. 

be the limit system of curves of class B given by Theorem 6.2. R asoning as in (9.4) and 
(9.5) we deduce 

(9.21 ) F.p(E) ;::: 1[1 (8E) +1 ""(Iltl) d1[l(z) + l(rE) + K!(rE) + K;'(r), 
8 r E 

where rE = {z E R2 : z ¢:. BE, z E (r)}. It will be enough to show that, if D is sufficiently 
small, then 

(9.22) 


Let T1 (Pi), T2(pd be the two tangent unit vectors of BE at Pi, i = I ,2, chosen as in Figure 

9.1. We claim that there is no loss of generality if we suppose that T(I"')(Pi) strictly contains 

{T1(Pi),T2(Pi)}, for i = 1,2. Assume by contradiction that {T1(~1),T2(p1)} ;2 T(I"')(P1)' 
Then by (9.18) we have 

Moreover (9.17) yields F-,p(r,{p2}) 2:: C20:, so that K~(r) 2:: C27r. Hence, from (9.21) we 
deduce 

F-,p(E) 2:: 1£1 (BE) + r .,p( IK,I) d1£1 (z) + K¢(r) 2:: 1£1 (BE)
JarE 

Then (9.20) yields 2D 2C20: > C27r, which is a contradiction, pJovided D is sufficiently 
small (recall that 0 < 0: < f). Obviously, the same argument can be applied by inter
changing P1 with P2, and the claim is proven., Therefore, using the arity of the elements ofI 

T(I"')(Pi) (see the proof of Theorem 9.1) there are at least two vect rs belonging to T(I"')(Pi) 
which do not belong to {T1 (Pi), T2 (Pi)} for i = 1, 2. 
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Let us show that at least two of the elements of T(r)(Pi) are contained in a cone G 
having direction P2 - PI with vertex at Pi and of amplitude 0 + o(D), for i = 1,2. Indeed 
by (9.17) we have Ft/J(r,{P2}) 2:: C20 (respectively Ft/J(r,{PI}) 2:: C20), so that (9.20) forces 
F t/J (r, {PI}) ::; C2 (0 2D) (respectively Ft/J(r, {P2} ) C2 (0 + 2D)). The assertion follows 
from (9.16) with I replaced by r. 

Let v E T(r)(PI), v =f. 'TI(PI),'T2(PI), be one element of T(r)(PI) which is contained in 
the cone G. Without loss of generality, we can assume that v points towards E 2 • Let 

i E {I, ... , m} and So E [0, l(Ii)] be such that v = i'i(So +). There are two possibilities, 
either (Ii) n 8E2 = 0, or (Ii) n 8E2 =f. 0. Suppose that (Ii) n 8E2 = 0, and denote by I~ 
the :v-component of the curve Ii. Let er E [0, l(li )] be such that 11(er) = max{/1(s) : s E 
[O,l(l i )], li(]so, er]) n 8EI = 0}. If i'f(er+) = i'{(er-), then i'i(er) is vertical. Therefore 

l(rE) + Kt/J(rE) 2:: l(/il]sO!u[) Kt/J(/i l1so,u[) 

2:: w 1.u 

leil 2:: wlei(so+) - ei(er)1 > 2D, 
So 

where w is defined in (9.9), and D is sufficiently small (recall that v is contained in the 
cone G). 

If i'~ (er+) =f. i'f (er-), then using the same arguments we have 

Assertion (9.22) then follows by recalling that K~(r) 2:: Ft/J(r, {PI}) +Ft/J(r, {P2}) 2:: 2C20. 

On the other hand, if (Ii) n 8E2 =f. 0, then Ft/J(rE) 2:: 2D, and this concludes the 
proof. D 
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