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Abstract ~ 

This paper is devoted to the solutions of differential in lusion vi­
able in a compact set and continuously depencJng on C'. pa an:Leter. It 
contains the inequality of Filippov-Gronwall type for sue solutions 
and the version of relaxation theorem uniformed by param ter. 
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Introduction 

Let S and X be, correspondently, metric separable and Ba 
S ~ X be a multifunction admiting the continuous selection 
the family of Lipschitzean differential inclusions 

x Er(t,:v,e)i 

:v(t) E K(e); 

:v(o) = :vO(e), 

where the right-hand side r is defined for all :v E K(e), eE S 
bounded, not necessary compact or convex values. The purp 

ach spaces, K : 
:vO(e). Consider 

(1.1) 

(1.2) 

(1.3) 

and has closed, 
se of this paper 

is to study the solutions of the problem (1.1)-(1.3) which a e continuous in 
eas the mappings from S to the space of absolutely continu us functions. 

The first results on existence of such solutions without ·able constraint 
(1.2) were obtained in [1-4] when X = Rn and the right-h nd side r does 
not depend on e. In [5] they were generalized to the case of a separable 
Banach space X and the multifunction r being lower semi ontinuous in e. 
Recently [6] Cellina and Staicu proved the existence of soluti to differential 
inclusion :C E F(t,:v) viable in a compact subset of finite-di ensional space 
and continuously depending on initial point from this subset. 

Now by combining Fillippov's technique of the succes ive approxima­
tions [7] and some modification of Lyapunov's theorem on onvexity of the 
range of vector measure, we investigate the existence of soluti n continuously 
depending on a parameter for the more general problem (11)-(1.3). More­
over, we give here the inequality of Filippov-Gronwall type hich allows us 
to obtain the relaxation result for continuous selections from he solution set 
of the viability problem (1.1)-(1.3) uniformed by the param ter e. Remark 
that for the problem without phase constraints the inequalit es of such kind 
are contained in [4,5] and the continuous version of the rela ation theorem 
was proved by Fryszkowski and Rzezuchowski in [8]. 

Preliminaries 

Denote by T the segment [0, a], a > 0, of the number line wit the Lebesgue 
measure Iko(dt) and the u-algebra £, of measurable subsets Let X be an 
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arbitrary Banach space with the norm II . II. 
For the main notions and facts of multivalued analysis, differential in-_ 

clusions and viability theory we refer to [9]. Remind that a multifunction F : 
T ~ X is said to be measurable if the set F-l(G) = {t E T : F(t) n G =f. 0} 
belongs to £, for any closed G eX. If Y is a metric space then a multivalued 
map F : Y ~ X is called lower semicontinuous (by Vietoris)in the case when 
the set F-l(U) is open for any open U C X. Also we say that F : Y ~ X 
is Hausdorff upper semicontinuous (Hausdorff lower semicontinuous) if fixed 
any point Yo E Y and e > 0 one can find a neibourhood U of Yo such that 
F(y) C F(yo)+eB (correspondently, F(yo) C F(y)+eB) for all y E U. Here 
i3 means the unique closed ball with the centre in zero from X. Notice that 
for compact-valued maps the notions of lower semicontinuity by Vietoris and 
Hausdorff coincide. We denote by D(.,.) the Hausdorff metric on the space 
of all closed bounded subsets of X. -­

Define the contingent cone TK(3.:) and Clarke's tangent cone CK(3.:) to 
a closed set K C X in a point 3.: E K (see [9]) 

TK(3.:) = n n u (A-1 (K - 3.:) + eB); 
e:>0 6>0 O<A<6 

CK(3.:) = nun n (A- 1(K y) + eB). 
e:>O 6>0 O<A<6I!y-xl!=:;6 

Consider two simple properties of these cones. 

Proposition 2.1 If K is a compact subset of X then there exists a separable 
Banach subspace Z C X with K c Z and T K( 3.:) c Z for all 3.: E K. 

Obviously the separable Banach space Z generated by the set K satisfies 
this Proposition. 

Proposition 2.2 Let K C X be closed and a multifunction F : K ~ X be 
lower semicontinuous. Then the following statements are equivalent: 

(i) F(3.:) c TK(3.:) for all 3.: E K; 

2 

... 




3 

Proof. Since CK(X) C TK(X), x E K, it is enough to show that (i) implies 
(ii). Fix x E K and u E F(x). By lower semicontinuity for ny e > 0 there 
exists such S > 0 that F(y) n (u + eB) i= 0 for each y E ,I\x - YII ::; S. 
Hence u E F(y)+eB C TK(y)+eB. Consequently, u E limi fy-x,YEK TK(Y) 

.where by definition ' . . 

Therefore it follows [10] that u E CK(x) and the propositio is proved. 
Denote by Ll(T, X) (Lw(T, X)) the Banach space of t e classes of all 

Bochner integrable functions u : T --t X with the norm Ilull = IT Ilu(t)l\dt 
(correspondently, Ilullw SUPtET /I I~ u(r)drID and by Bw t e open unIque 
ball with the centre in zero from Lw(T, Xl' 

Remind that a subset A C L1(T, X) is called decompos Ie [11,12] if for 
any u, v E A and E E {, the cut-function UXE +VXT\E bel ngs to A. Here 
XE stands for the characteristic function of E. 

Further we shall use also the space AC(T, X) of all absol tely continuous 
functions x : T --t X, having almost everywhere derivative (.) E Ll (T, X), 
with the norm IlxllAC = Ilx(O)1\ + IT Ilx(t)lIdt. 

Hypotheses and formulation of 

Consider multivalued maps K : 3 --t 

r : T x grK --t X, grK = {(x, e) : x E K(e)}. Assu e the following 
hypotheses: 

(Ht) K is compact-valued and lower semicontinuous. 

(H2) r has closed, bounded values. 

(H3) The mappingt ~ r(t,x,e) is measurable for any (x,e E grK. 

(H4) (x,e) ~ r(t,x,e) is lower semi continuous on grK for .a. t E T. 
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(H5) There is a continuous function k : E ~ L1(T,R) such that 

D (r(t, x,e), r(t,y,e)) ~ k(e)(t)lIx - yll 

for all e E S, x, y EK(e), a.a. t ET. 

(Hs) r(t,x,e) C TK(e)(x), (x,e) E grK, a.a. t E T. 

We say that a function y : T X E ~ X satisfies the hypothesis (Hr) if 
et-+ y(., e) is the continuous mapping from E to AC(T, X) and there exist 
continuous functions w : E ~ Rand p : E ~ L1(T,R) with 

dK(e) (y(O, e) ~_w(e); (3.1) 

dr(t,b(t,e),e)(Y(t, e)) < p(e)(t), (3.2) 

eE S, a.a. t E T, where dK (·) means the distance from a point to the set K 
in the space X and for any e E :=: the measurable function b(., e) is such that 
b(t, e) E K(e), lIy(t, e) - b(t, e) II = dK(() (y(t, e)) a.e. in T. 

The main result of this paper is the following 

Theorem 3.1 Suppose the hypotheses (Hd (Hs) are valid and y : T x '3 ~ 
X, yeO, e) = yO(e), is an arbitrary function satisfying (Hr ). Then for any 
continuous function xO : E ~ X, xO(e) E K(e), eE:=:, and continuous 
v : '3 ~ (0, +00), there exists a continuous mapping e t-+ xC·, e) from '3 
to AC(T, X) such that x(., e) is the {Caratheodory} solution of the problem 
{1.1}-{1.9} for every eE '3 and 

llli;(T, e) - y(T,e)lIdT ~ l p(e)( T)~ (m(O(t) - m(e)(T)) dT+ 

(lixOce) - yOCe)11 +wce) + vee») <}(m(e)(t») (3.3) 

for all eE E, t E T, where m(e)(t) = J~ k(e)(r)dr and <} : R+ ~ R+, R+ = 
[0, +00), is some continuous, nondecreasing function does not depending on 
the conditions 0/ the problem. 

The following section contains the main tool of the proving of this the­
orem. 
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4 Some properties of measures 

The results of this section continue investigations [8,11-15. They will be 
true also when T is an arbitrary space with a finite nonneg tive nonatomic 
measure J.Lo and the u-algebra {, of J.Lo-measurabie subsets. 

For S = 1,2, ... denote by Ms the Banach space of ector measures 
J.L : {, ~ RS of bounded variation, absolutely continuous reI tive to J.Lo [16], 
with the norm 1J.Lls == IJ.LI(T), where IJ.LI : {, ~ R is the variation of J.L, 
IJ.LI(E) == SUPn EnEn 1J.L(f2) I , E E {" and supremum is taken 0 er all partitions 
II of E into a finite number of pairwise disjoint measura Ie subsets. Let 
Bs == {J.L E Ms : 1J.Lls ~ I}. We shall consider the u- alg bra {, with the 
pseudometric J.Lo(E'llE"), E', E" E {" where 1l stands for the symmetric 
difference! 

The following statement is some modification of Lemm 1 [12]. ­

Lemma 4.1 For any sequence of measures J.Ln E Msn, n 1,2, ... , where 
Sn ~ 1 are arbitrary integer numbers, there exists a mapping : R+ X [0, 1] ~ 
{" possessing the properties: 

A(z, a) C A(z,{3), z ~ 0, a ~ {3; (4.1) 

J.Lo (A(z,a)llA(y,{3)) ~ la - {31 + 41z - yl, z,y 0·, (4.2) 


J.Lo (A(z, a)) == aJ.Lo(T), z ~ 0; (4.3) 


J.Ln (A(z, a)) == Cl.J.Ln(T), Z ~ nSn, n == 1,2, ... (4.4) 


Proof. By Radon-Nikodym theorem [16] every measure J.Ln may be repre­
sented as J.Ln == (J.L~, ... ,J.L~n), where J.L~(A) == fA f~(t)dJ.LO' A E {" i == 1, "',Sn, 
for some J.Lo-integrabie functions f~ : T ~ R. Denote by s~ == 0, s~ == Ei=l Sj 

and consider the sequence 9o(t),91(t), ... of J.Lo-integrabie fun tions: 

t E T; i == 1, ... ,Sn; n = 1,2, ... , where f~+(t) == max{f~( ),O}, f~-(t) ­
- min{f~(t), o}. In accordance with Lemma 1 [12] there e sts a mapping 
W: R+ x [0,1] ~ {, with: 

W(z, a) C W(z,{3), z ~ 0, a ~ {3; (4.5) 
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JLo (llt(z,o:)L\llt(y,,8)) ::; 10: -,81 + 21z - yl, z,y ~ 0; (4.6) 

f 9s(t)dJLo = 0: 19,(t)dJLO, z > s. - -- (4.7) 
iw(z,a) iT 

Put A(z,o:) = 'l1(2z,0:),z 0,0: E [0,1]. Then (4.1), (4.2), (4.3) follow 
from (4.5), (4.6) and (4.7), correspondently. Moreover, if z ~ s~ then 2z ~ 
2S~_1 +2sn and for i = 1, ... , Sn we have 

f f~+(t)dJLO = 0: f f~+(t)dJLO; f f~-(t)dJLo = 0: f f~-(t)dJLo.iA(z,a) iT iA(z,a) iT 
Hence JLn(A(z, 0:)) = O:JLn(T), 0: E [0,1]. Since without loss of generality one 
may assume Sn Sn-l then z ~ nSn implies z ~ s~ and lemma is proved. 

Further we shall study numerical measures depending on a parameter 
e E 3. For a pair of sets C and U, C cUe 3, C is closed and U is open in 3 
denote by h[C, U] the continuous function from E to R, 0 ::; h[C, U](e) ::; 1, 
equal to 1 for eE C and 0 for e¢ U. 

Lemma 4.2 Let P : 3 ~ Ml be a Hausdorff upper semicontinuous multi­
function with nonempty relatively compact values. Then for any e > 0 there 
exists a continuous mapping A : 3 x [0, 1] ~ C such that 

A(e, 0:) c A(e,,8), e E 3, 0: < ,8; (4.8) 

JLo(A(e, 0:)) = O:JLo(T), e E 3, 0: E [0,1]; (4.9) 

IJL(A(e, 0:)) - aJL(T) I ::; e, e E 3, JL E p(e), 0: E [0,1]. ( 4.10) 

Proof. Fix e E 3 and choose a neibourhood U(e) of the point e so that 
P«() c p(e) + ~:Eh for all ( E U(e). Since 3 is the metric separable space 
there exists ([17], p.537) a countable locally finite covering {Un}~=l of 3 by 
open sets with the further property that for any n = 1,2, ... one can find 
en E 3, Un c U(en). Let {JL~}i~l be some finite ~ -net of the relatively 
compact set P(en), n = 1,2, .... Denote JLn = (JL~, ... , JL~n) E M'n and by 
using Lemma 4.1 construct the continuous mapping A : R+ X [0, 1] ~ £, 
satisfying (4.1)-(4.4). 

It follows from ([17], p.540), that there exists an open covering {Vn}~=l 
of the space S, Vn C Un, n 1,2, .... Then the number function 

00 

u(e) = 2: nSnh[Vn, Un](e), e E 3, 
n=l 
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has the finite values and is continuous. Put A(e,a) = A( (e),a), e E 3, 
a E [0,1]. In accordance with (4.1)-(4.3) the map A : 3 X [0,1] --t £, is 
continuous and the properties (4.8), (4.9) are valid. 

Let eE 3 and IL E p(e). Find n = 1,2, ... so that eE v: C Un C U(en), 
p(e) c p(en) + ~Bl and choose v E p(en), IlL -vir ~ ~. Th n Iv - IL~h ~ ~ 
for some i = 1, ... , Sn and by (4.4) we have 

IIL(A(e, a)) - aIL(T)1 ~ IlL - vir + Iv - IL~ll 

IIL~(A(u(e), a)) - aIL~(T)1 + aIIL~(T) - IL(T)I e 

because h[Vn, Un](e) 1 and u(e) 2:: nSn' Lemma is proved. 

Theorem 4 • .1 Let {Un}~=1 be an open locally finite coverin of the space 3 
and {en(e)}~=~ be a continuous partition of unity, subordinated to this cover­
ing. Assume also that Pn : Un --t Mb n = 1,2, ... , is a seque ce of Hausdorff 
upper semicontinuous multifunctions with nonempty relativ ly compact val­
ues. Then for any e > 0 there exists a sequence of conti uous _mappings 
En : 3 --t £', n 2:: 1, satisfying 

(i) 	{En(e)}~=l is the measurable partition of T for every e 3, i. e the sets 
En(e), n = 1,2, ... , are pairwise disjoint and ILo (U~=l n(e)) = ILo(T); 

(iii) 	 IIL(En(e)) - en(e)IL(T)1 ~ e for any n 2:: 1, eE Un a 
Pn(e)· 

Proof. Consider for each n 1,2, ... the map hn(e) = h[ upp en, Un](e), °~ hn(e) ~ 1, eE 3, supp hn C Un, where supp means su port set of the 
function. Since I(e) = {n 2:: 1 : hn(e) > O} is finite, the set 

p(e) = U {hn(e)IL: IL E Pn(e)} 
nEI(e) 

is relatively compact for any eE 3. Prove the Hausdorff uppe semicontinuity 
of the multifunction P : 3 --t MI' 
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Let e E Sand S > O. Choose a neibourhood V(e) of the point e for 
which the set J(e) = {n ?: 1 : V(e) n Un =I- 0} is finite. Take M > 0 from 
the condition IJLll ~ M, JL E Pn(e), n E J(e). By the properties of hn and 
Pnthere is a neibourhood W(e) of e such that Ihn(() - hn(e)1 ~ 2~[ and 
Pn(() c Pn(e) + fBI, whenever ( E W(e), n E J(e) .. If ( E W(e) n V(e) 
and v E P(() then v = hn(()JL for some n E I(e) and JL E Pn((). Since in 
this case n E J(e) we have Ihn(() - hn(e)1 ~ 2~J and there exists JL' E Pn(e), 
IJL - JL'II ~ ~. Hence 

.. 
Iv - hn(e)JL'h ~ Ihn (() - hn(e)1 'IJL'II + hn(()IJL - JL'II ~ S. 

Therefore P(() c p(e) + S13 1 , ( E W(e) n V(e)· 
By using Lemma 4.2 find a continuous mapping A : 3 X [0,1] -+ .c 

satisfying (4.8)-(4.10) where ~ stands instead ofe. Put zo(e) = 0, zn(e) = 
Zn-l(e) + en(e), n ?: 1, and 

En(e) A(e,zn(e))\A(e,Zn-l(e)), n = 1,2, ... , e E 3. 

It is easy to verify that the mapping En : S --t .c is continuous. Also the sets' 
En(e), n = 1,2, ... , are pairwise disjoint and 

The property (ii) follows from (4.9). 
Take n ?: 1, e E 3 and JL E Pn(e). Then hn(e)JL E p(e) and from (4.10) 

e 
Ihn(e)JL(A(e,Zn-l(e))) - zn-l(e)hn(e)JL(T)1 ~ 2' 

Therefore Ihn(e)JL(En(e))-en(e)hn(e)JL(T)1 ~ e and (iii) follows since always 
either en(e) = 0 or hn(e) = 1. Theorem is proved. 

Proof of the main theorem 

At the beginning we prove one statement generalizing the Proposition 2.1 
[8] . 
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Proposition 5.1 Let X be separable, r : T x grK -? X sat sfy the hypothe­
ses (H2 ) - (H4) and continuous functions; : 3 -? L1(T, X), ;(e)(t) E K(e), 
1 : 3 -? L1(T, R) be such that 

r(t,;(e)(t),e) n l(e)(t)B # 0 (5.1) 

for all e E 3, a.a. t E T. Then the mapping G, : 3 -? Ll T,X), G,(e) = 
{u(.) E L1(T,X) : u(t) E r(t,;(e)(t),e) a.e. in T}, e E 3 has nonempty, 
closed, decomposable values and is lower semicontinuous. 

Proof. We show that for each e E 3 the map t 1-+ r(t,;( )(t),e) is mea­
surable. To this purpose take a sequence ;n : T -? K (e of measurable 
step-functions, converging to ;(e)(t) almost everywhere in . By (H3) the 
mappings t 1-+ r(t';n(t),e), n ~ 1, are measurable. Then (s e [18], Proposi­
tions 2.3, 2.6 and Theorem 3.5) so is the multifunction ­

00 00 

t 1-+ Lsr(t,;n(t),e), Lsr(t,;n(t),e) == n U r(t, (t),e),
n=1 m=n 

where bar over means the closure in X, but from (H5) a d ([19], p.342), 
it follows that Lsr(t,;n(t),e) = r(t,;(e)(t),e). Now by uratowski and 
Ryll-Nardzewski theorem on measurable selections (see [18 , theorem 5.1) 
using (H6) and Proposition 2.1 we obtain G,(e) # 0. Th closeness and 
decomposability are _obvious. 

In order to prove the lower semicontinuity of G, take a equence en E 3 
converging to e and u(.) E G,(e). By using Theorem 6.4 [18] choose measur­
able selections un(t) of t 1-+ r(t,;(en)(t),en) with 

1 
Ilun(t) - u(t)11 ~ dqt.,(en)(t),en)(u(t)) + - (5.2)

n 

a.e. in T. This inequality together with (H4) implies that so e subsequence 
of {un (·)} converges to u(.) a.e. in T. Without loss of gen rality one may 
assume un(t) -? u(t) for a.a t E T. By (5.1) and (5.2) we ha 

Ilun(t) - u(t)11 ~ l(en)(t) + Ilu(t)11 +~ 
n 

a.e. in T, n == 1,2, .... Since l(en) -? l(e) in L1 (T, R) for an e > 0 there is 
5 > 0 such that 
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whenever E E £, with JLo(E) ~ 5, n 2:: 1. Choosing a set T6 C T, JLo(T\T6) ~ 
5, and N so that lIun(t) u(t)1I ~ ;6 for all t E T6, n > N, we shall write 

lr\T. (l(en)(t) + lIu(t)11 ;) dt ~ E, n ~ N. 

It means that un (·) converges to u(.) in Ll(T,X). Hence the mapping G, is 
to 

lower semicontinuous. Proposition is proved. 

Put zo(t, e) = y( t, e), bo( t, e) = b(t, e), 

1Jo(O(t) = w(O l p(e)(T)dT, 'Po(O(t) = p(O(t), 

eE S, t E T, and denote by 

the projection of a point z to the set K. For fixed e E S the function 
io("e), io(t,e) = dK(e)(zo(t,e)), is absolutely continuous and its derivative 
by Lemma 1 [20], Proposition 2.2 and (3.2) almost everywhere in T satisfies 

~ b.EnK(~~(~O(t,e)) dCK«()(b) (xo(t, e)) ~ dr(ttbO (t,e).e)( xo(t, e)) cpo(e)(t). 

Hence (see (3.1)) dK(e)(ZO(t,e)) ~ 1]o(e)(t), e E S, t E T. 
By considering the continuous functions "po, 1]1 : :=: -+ AC(T, R); CPl : 

S -+ L1(T, R), 

1/Io(e)(t) = l ['PO(O(T) +2k(e)(T)1Jo(e)(T») dT +4v(e)m(e)(t) +v(e)j (5.3) 

1Jl(e)(t) = 10' [1JO(e)(T) +1/IO(e)(T) + lIy°(O - :z:0(e)1I 3v(O] x 

(5.4) 
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'Pl(e)(t) = k(e)(t)[1]o(e)(t) +1]l(e)(t) +7/JO(e)(t + 
IlyO(e) - xO(e)11 +3v(e)], (5.5) 

construct the continuous mapping e ~ Xl(·,e) from 3 to AC(T,X), 
Xl(O,e) = xO(e), such that 

l' 1I:i:1 (r, e) - :i:o(r, Olldr ~ 1f>oW(t); (5.6) 

dK(e)(Xl(t,e)) ~ 1]l(e)(t); (5.7) 

dqt,bt{t,e),e)(X1(t, e)) ~ 'Pl(e)(t), (5.8) 

where b1(·,e) is some measurable selection of the map t ~ II (e)(Xl(t,e)) for 
each eE 3. 

Fixed any eE 3 we find its neibourhood yeo such that 

IIXo(·,e) - xo(·,()11.4C < v«(); (5.9) 

KW C K() + /J~O B; (5.10) 

sup 1770 (e)(t) ­ 1]0(() (t) 1< v (() 
t€T . 

(5.11) 

for all ( E veo. Since the space 3 is metric and separable t ere exist ([17], 
p.537, 540) an open locally finite covering {U?}~1 of 3 a d the sequence 
of points ep E 3 with Up C ve~, i ~ 1. Let {e?(e)}:l be a locally finite , 
continuous partition of unity subordinated to {UP}:1' 

Denote by K(e) = {u(.) E L1(T,X): u(t) E K(e) a.e. in T} and 

K?(e) = {u(.) E K(e) : lIu(t) - bo(t,e?)11 < v(e) a.e. in T}, 

e E 3, i ~ 1. If e E Up then dK(e)(bo(t, ep)) ~ v1e) and K?(e) 0. Therefore 
it follows from (HI)' Proposition 4 and Theorem 3 [12] that t multifunction 
e t-4 Kp(e), e E Up (Kp(e) means the closure of K?(e) in L 1( ,X)), admits a 
continuous selection b?(e), 

eE Up, a.a. t E T. Furthermore, 
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~ cpo(e)(t) +k(e)(t)[llb?(e)(t) - bo(t,e?)11 + Ilbo(t,e?) - xo(t,e?)11 

+llxo(t,e?) - xo(t,e)1I +Jlxo(t,e) - bo(t,e)lI] ~ 

~ cpo(e)(t) + k(e)(t)[3v(e) +21/o(e)(t)], (5.13) 

eE Up. By combining Propositions 2.1 and 5.1 we obtain that the multifunc­
tion G? : Up ~ LI(T,X), G?(e) = {u(.) E LI(T,X) : u(t) E r(t,b?(e)(t),e) 
a.e. in T}, eE Up, has nonempty, closed, decomposable values and is lower 
semicontinuous. Consider the multivalued map gp : Up ~ L1(T,X), 

g?(e) = {u(.) E G?(e): lIu(t) - :i:o(t,m < ~.,po(e)(t) a.e. in T}, 

eE Up. By (5.13), (5.3) and PropositioI.l4 [12] g? is also lower semicontinuous 
with nonempty values. Then (see theorem 3 [12]) there exists a continuous 
selection vl(e) E gp(e), vl(e) E r(t, b?(e)(t), e); 

IIvJ(e)(t) - :i:o(t, m::; ~ .,po(e)(t) , (5.14) 

eE up, a.a. t E T. 
For eE Up let P?(e) be the family of"all measures 

which is relatively compact in MI' It is clear the multifunction P? : Up ~ 
Ml is Hausdorff upper semicontinuous (even continuous). Since the function 
TO(e) = L~I h[supp e?, UPHe) is finite, positive and continuous on S applying 
Theorem 4.1 one can find continuous mappings EP :S ~ £, i ~ 1, such that 
{Ep(e)}~l is the measurable partition of T for each eE S; E?(e) = 0 if and 
only if e?(e) = 0 and 

(5.15) 

for all i 2:: 1, e E Up, I.t E pp(e). Finally put 

:/ll(t,e) = :/l0(e) + fo' L VJ(e)(T)XE?(e)(T)dT, (5.16) 
iE1o(e) 
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t E T, e E 3, where Io(e) = {i 2:: 1 : e E UP}. 
From (5.16), (5.15), (5.14) and (5.3) 

L1I:i:t{r,e) - :i:o(r, mdr ~ L i I/vl(e)(r) - :i:o(r, e IIx[o,tj(r )dr ~ 
o iElo(e) E?(e) 

v(e) + L e?(e) (t I\vJ(e)(r) - xo(r,e)lldr 
iElo(e) 10 

v(e) + l' :r '<Po (0(r )dr = '<Po(e)( t), eE S, t E T. 

Fixed e E 3 take an arbitrary measurable selection b1 ·,e), b1(t,e) E 

ITK(e)(Xl(t,e)), and consider the function fl(·,e), fl(t,e) = dK(e)(Xl(t,e)), 
t E T. By Lemma 1 [20] and Proposition 2.2 

(5.17) 


a.e. in T. Furthermore for a.a. t E T and i E Io(e) such th t t E E?(e) we 
have Xl(t,e) = vl(e)(t) E r(t,b?(e)(t),e). Then in accord ce with (H5 ), 

(5.9), (5.11), (5.12) and (5.6) 

dr(t,b1(t,e),e)(Xl(t,e)) ~ k(e)(t)llb?(e)(t) - b1(t,e)11 ~ 

~ k(e)(t)[llb?(e)(t) bo(t,e?)11 + Ilbo(t,e?) - xo(t,e )11+ 

+llxo(t,e?) - xo(t,e)11 + Ilxo(t,e) - xl(t,e)1I + II xl(t,e) - b1(t,e)11J ~ 

~ k(e)(t) [fl(t,e) + lIyO(e) - xO(e)11 + .,po(e)(t) +7]o(e)(t) + 3v(e)]. (5.18) 

From (5.17), (5.18) applying the Gronwall inequality and (5. ) one immedi­
ately obtain (5.7). Finally (5.8) is the consequence of (5.7), ( .18) and (5.5). 

Define the sequences of continuous functions .,pn,7]n : :=: ~ AC(T, R); 
'Pn : 3 ~ L 1(T, R) by the following recoursive relations: 

'<Pn(e)( t) = 31' CPn (O(r )dr + 4~~e) m(e)(t) + v~ ); (5.19) 

1)n+l(e)(t) = l [1)n(O(r) + 'ifin(e)(r) + 3~~e)] k(O(r)em(e) t)-m(e)(T)dr; 

(5.20) 
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I"n+1(e)(t) = k(e)(t) [T/n(e)(t) +T/n+1(e)(t) + 'I/In(e)(t) + 3~~e)], (5.21) 

t E T, eE B,n = 1,2, .... 
We claim that there exist sequences Zn : T x B ~ X, zn(O, e) = zO(e), 

-and bn : T x B ~ X such that e~ zn(', e) is the continuous mapping from 
:::: into AC(T, X); 

10'11 :Vn +l (T, e) - :Vn (T, e) II dT ::; 'I/In(e)( t)j (5.22) 
• 

bn(·,e) is measurable for each e E 3, bn(t,e) E K(e); 

Ilzn(t,e) - bn(t,e)11 = dK(e)(xn(t,e)) < 17n(e)(t) (5.23) 

and 
(5.24} 

t E T, eE B, n = 1,2, .... 
Suppose that the functions xn(t, e), bn(t, e) are found for some n ~ 1. In 

order to construct Xn+l : T X 3 ~ X choose for each eE :::: its neibourhoodVr such that 
v«()

Ilxn(·,e) - xn(',()IIAC < ~; (5.25) 

K(e) c K(() + ;~:; Bj (5.26) 

sup l17n(e)(t) -17n«()(t)1 < v2(~) (5.27) 
tET 

whenever ( E ¥en. By the same argument as above we find an open locally 
finite covering {Ur}~l of S; a locally finite continuous partition of unity 
{ei(e)}~l subordinated to this covering and points er E :::: with Ur C Vir., 
i ~ 1. The multivalued map Kr :Ur ~ L 1(T,X), 

KiW {u(.) E K(e) : lIu(t) bn(t,ClIl < 1I~~) a.e. in T}, 
~ E S, i 2:: 1, has nonempty values by (5.26) and is lower semi continuous (see 
Proposition 4 [12]). For the continuous selection br(e) E Ki(e), e E Ur, we 
have 

bi(e)(t) E K(e), IIbi(e)(t) b (t t~)11 < v(e) (5.28)
n '~, - 2n 
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a.e. in T. Then by (H5 ), (5.24), (5.28), (5.25), (5.23) and (5. 7) 

drct,bf(e)(t),e)( xn(t, e)) ~ drct,bn(t,e),e)( Xn( t, e)) + k(e)(t) Ilbi(e (t) - bn( t, e) II 

~ 'Pn(e)(t) + k(e)(t)[llbi(e)(t) - bn({,e~)11 + IIbn(t,e~) - n(t,e~)I1+­

Ilxn(t,ei) - xn(t,e)11 + Ilxn(t,e) - bn(t,e)11J ~ 'Pn( )(t)+ 

k(e)(t) [3~~e) +211nW(t)] ::; 3I"n(e)(t) + 3~~O k(e)( ), (5.29) 

eE Ur. The last inequality follows from (5.5) for n = 1 and from (5.21) for 
n 2:: 2. Denote by Gr(e) = {u(.) E L1(T,X) : u(t) E r(t,br e)(t),e) a.e. in 
T} and 

giW = {u(.) E G7(e) : lI u(t)- :i:n(t,m < :t ,pn(e)(t) .e. in T} , 

eE Ur. In accordance with (5.29), (5.19), Proposition 4 [1 ], Propositions 
2.2 and 5.1 the multifunctions Gr :Ur -+ L1(T, X) and Qi: r -+ Ll(T, X) 
have nonempty values and are lower semicontinuous. Take f, reach i 2:: 1 a 
continuous selection v~+l(e) E Qr(e), v~+l(e)(t) E r(t, br(e)( ), e); 

d 
Ilvi+1(e)(t) - xn(t,e)11 ~ dt'ifJn(e)(t), (5.30) 

eE Ur, a.a. t E T, existing by Theorem 3 [12]. Fixed eE r consider the 
set Pi(e) of all measures 

It is relatively compact in Ml and the multivalued map P : Ur -+ Ml 
is Hausdorff upper semicontinuous. Therefore using Theore 4.1 we may 
construct continuous mappings Ei : :=: -+ C, i 2:: 1, with th further prop­
erties that for any e E 3: the sets Ei(e), i 2:: 1, are pa rwise disjoint, 
JLO(Ui:l Ei(e)) = JLo(T); Ei(e) = 0 if and only if er(e) = 0 a d 

Ip(Ei(e)) - ei(e)p(T)1 ::; 2:"~le) (5.31) 

15 . 



whenever i > 1, eE Ur, p- E Pice). Here Tn(e) = 2::1 h[supp ei, Ur](e) , 
eE 3. Define the function 

t E T, e E 3, In(e) = {i ~ 1 : e E Ur}. Continuity of e I-i- Zn+1(·,e) follows 
from continuity of .the mappings zO : 3 -+ X, vi+ 1 

: S -+ Ll (T, X) and 
Ei : S -+ £, i ~ 1. 

By (5.32), (5.31), (5.30) and (5.19) we have 

lIlZn+1(T'~) - zn(T,~)lIdT::; L i Ilv;,+l(~)(T) - Zn(T,e)IIX[O,tj(T)dT 
o iE/nee) Ei(e) . 

~ V2(~) + L e;'(e) In' IIV;'+l(~)(T) - xn(T,~)lIdT < ..pn(e)(t). 
iE/nee) 0 

Let bn+1(·,e) be a measurable selection of the map t I-i- IIK(e)(zn+1(t,e)) for 
any fixed eE 3 and fn+1(t,e) = dK(e)(Zn+1(t,e)), t E T. By using Lemma 1 
[20] and Proposition 2.2 one can write 

(5.33) 

a.e. in T. Take i E In(e) such that t E Ei(e). In this case Xn+l(t,e) = 
vi+1(e)(t) E r(t,b?(e)(t),e) and recalling (5.28), (5.25), (5.23), (5.27), (5.22) 
we obtain 

dqt,bn+dt,e),e)(Xn+l(t,e)) ~ k(e)(t)llb?(e)(t) - bn+1(t,e)1I ~ 

k(e)(t)[llb?(e)(t) - bn(t,e?)11 + Ilbn(t,er) - zn(t,er)lI+ 

Ilzn(t,ei) - zn(t,e)11 IIZn(t,e) - Zn+l(t,e)11 + Il zn+1(t,e) - bn+1(t,e)lI] ~ 

k(~)(t) [fn+l(t,~) + ..pn(e)(t) + lIn(e)(t) + 3~~~)] . (5.34) 

From (5.33), (5.34), (5.20) and (5.21) it follows now that 

fn+1(t,e) < 1Jn+l(e)(t); dqt,bn+dt.e).e)(Xn+1(t,e)) ~ Cf'n+1(e)(t), 
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t E T, eE 3. Since n ~ 1 is arbitrary and the function Xl ( ,e) is given by 
(5.16) the claim is proved. 

The equalities (5.7), (5.5) imply 

171 (O(t) = fa' ['P1 (O(T) ~ k(O(T)171 (O(T)] em(e)(t)-m( )(T)dT. 

Hence <Pl(e)(t) = ;t l1l (e)(t) a.e. in T, e E 3. By the similar ay from (5.20), 
(5.21) we obtain <Pn(e)(t) = -9tl1n(e)(t) a.e. in T, e E 3, fo n ~ 2. Conse­
quently, 

1/ln(O(t) = 317n(e)(t) + 4~~e)m(e)(t) + v~:) (5.35) 

and 
17n+1 (O(t) = 4fa'17n(O(T)k(O(T)em(e)(t) -m(e)(T) d + 

+4~~e) [2(em (e)(t) ~ 1) ~ m(O(t)] , (5.36) 

t E T, eE 3, n ~ 1. 
From (5.3), (5.4) it is easy to see that there exists a cont nuous function 

c: 3 -+ R, 111(e)(t) ~ c(e) for all t E T, e E S. Then by indu tion we find 

11 (e)(t) < c(e)em(e)(t) (4m(e)(t) )n-l + 41/(e) e5m( )(t) (5.37) 
'In - (n _ I)! 2n - 1 ' 

n ~ 1, eE 3, t E T. The estimation (5.37) and (5.35) im ly the conver­
gence of the serieses L:~l17n(e) and L:~l1/Jn(e) in the spac C(T, R) of all 
continuous functions with the sup-norm uniformly in each ompact subset 
from 3. Recalling (5.22) we conclude that the sequence {xn( ,e)}~l is fun­
damental in the Banach space AC(T, X) and therefore it co verges to some 
function x(., e) E AC(T, X), x(O, e) = xO(e), e E 3. Moreov r the mapping 
e~ x(., e) is continuous from :=: into AC(T, X). 

In accordance with (5.23) x(t,e) E K(e) and bn(t, e) -+ X t,e) as n -+ 00 

for any eE S uniformly by t E T. Using (5.24) we have 

l dqT.X(T.e).e)(ilhe))dT ~ lot [dqT,bn(T.e).ej{iln(T,e )+ 

Ilzn(T, e) - X(T, e)11 + k(e)(T )llx(T, e) - bn(T, eJII]d < 
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l1n(e)(t) + IIzn{-, 0 - z(., e)Ii.4C + 10' k(e)(T) II z(T,~) - bn(T,~)l!dT. (5.38) 

Hence x(t, e) E r( t, x(t, e), e) for a.a. t E T, eE 3, because the right-hand 
side of the inequality (5.38) tends to zero. 

Finally from (5.22) and (5.35) we obtain 

+3 L
00 

17n(e)(t) + 4v(e)m(e)(t) + v(e)· (5.39)
n=l 

By (5.36) the function S(e)(t) = E:=l 1]n(e)(t) satisfies 

S(e)(t) = 111 (e)(t) + 410' S(~)(T)k(e)(T)em(e)(t)-m(e)(T)dT+ 

4v(e) [2(em (e)(t) - 1) - m(e)(t)] . 

Find the solution of this integral equation 

rt [ rm(e)(t)-m(e)(r) ]
S(e)(t) = 2 Jo p(e)(T) e5(m(eHt)-m(e)(r)) Jo (1 + 8)e58d8 dT 

rm(e)(t) ­+(2w(e) + 8v(e)) e5m
(e)(t) Jo 8e-58d8 

+~ (w(o + Ilz°(e) - y0(e)1! +8v(e)) (e5m(e)(t) -1), (5.40) 

t E T, eE 3. Thus from (5.39), (5.40) and (5.3) the inequality (3.3) follows 
with some continuous nondecreasing function q> : R + -4 R +. Theorem is 
completely proved. 

Uniform relaxation property 

Assumed the existence of a continuous function xo(e) E K(e), eE 3, we 
consider now the convexified problem 

XE cor(t, x, e); (6.1) 

18 . 

i 



(6.2)x(t) E K(e); 

x(O) = xO(e), (6.3) 

where co stands for the closed convex hull of the set. Applying Theorem 3.1 we 
_ shall prove that any solution z(·, e) of the problem (6.1)-(6. ) contionuously 

depending on emay be approximated by the similar solution of the original 
problem (1.1)-(1.3) uniformly by the parameter. 

In the following 1ir(e) (1icor(e)) denotes the family of all Caratheodory) 
solutions to the problem (1.1 )-( 1.3) (correspondently, (6.1)-( .3)), eE 2. 

Theorem 6.1 Suppose that K : B ~ X and r : T X gr ~ X satisfy 
the hypotheses (HI) - (Hs) and there exists a continuous nction 1 : B ~ 
LI(T, R) with 

-r(t, XO( e), e) n l(e)(t)fJ i= (2) (6.4) 

whenever e E B, a.a. t E T. Then for any continuous sel ction z(·, e) of 
the mapping eH> 1icor(e) from B to AC(T,X) and any cont'nuous function 
e : B ~ R+, e(e) > 0, there exists a continuous mapping e x(., e) from 2 
to AC(T,X) such that x(·,e) E 1ir(e), eE B, and 

for all t E T, eE B. 

......
E .::.~Proof. Since z(t, e) E K(e), t T, e E 

LI(T,..tY), 

G(e) {u(.) E LI(T,X) :u(t) E r(t,z(t,e),e) a.e. 

eE B, is well defined, lower semicontinuous and has none 
composable values by (6.4) and Proposition 5.1. Put 

vW = c~O min { [<T>(mW(a)) + 2 fom(e)(a) <T>(O)dO] 1, 1 } 

where cP : R+ ~ R+ is taken as in Theorem 3.1. Notice th t by Corollary 
1.1 [21] the set G(e) n (i(·, e) +v(e)Bw) is not empty for each e E 3, because 
z(t, e) E cor(t, z(t, e), e) a.e. in T. Therefore it follows fro Theorem 3.1 
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[22] that there exists a continuous function v : S -t L1(T,X), V(~)(t) E 
r(t, z(t, ~), ~), 

(6.5) 


t E T, ~ E S. Denote y(t,~) = ~O(~) + J~v(~)(T)dT, t E T, ~ E S, and choose 
for each ~ E S a measurable function b(.,~), b(t,~) E nK(e)(y(t,~)), t E T. 
By using (6.5) and (H5) write the inequality 

dr(tlb(tle)!e)(1i(t,~)) ::; k(~)(t)llz(t,~) ­ b(t,~)11 ::; 

~ k(~)(t)(lIy(t,e) ­ z(t,e)11 + Ily(t,e) ­ b(t,e)II)::; 2v(e)k(~)(t), 

t E T, eE S. It means that the function yet, e) satisfies the hypothesis (Hr). 
Applying Theorem 3.1 we find the continuous mapping ~ I-t ~("~) from S 
to AC(T,X) such that ~(·,e) E 1ir(e) and 

• 

lllx(T,e) ­ :ri(T,e)lIdT < 211(0 101 

k(O(T)<p(m(e)(t) - m(O(T))dT+ 

1I(O<p(m(O(t)) :<::: 11(0 [<p(m(O(a)) +2 fom{()(a) <P(B)dB] :<::: e~), 

t E T, e E S. Finally, recalling (6.5) we obtain 11~(t,e) ­ z(t,e)1I ~ 11~(t,~)­
y(t, e) II + Ily(t,~) ­ z(t,~)" ~ e-(~) for all t E T, eE S' Theorem is proved. 
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