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Abstract

An architecture for on-wafer processing is proposed for
central silicon-strip tracker systems as they are currently
designed for high energy physics experiments at the S8C,
and for heavy ion experinients at RHIC. The data com-
pression achievable with on-wafer processing would make
it possible to transmit all data generated to the outside of
the detector system. A set of data which completely de-
scribes the stare of the wafer for low occupancy events and
which contains important statistical information for more
complex events can be transmitred immediately. This in-
formation could be used in early trigger decisions. Addi-
tional dara packages which complete the description of the
state of the wafer vary in size and are sent through a second
channel, By buffering this channel the required bandwidth
can be kept far below the peak data rates which occur in
rare but interesting events.

I. INTRODUCTION

The purpose of this paper is to propose an architecture
wlich accomplishes significant data processing in the core
of detectors under consideration for use at the SSC [1-3]
and at RHIC [4].

The principal function of the central tracking system is
to measure precisely the trajectories of particles generated
in the interaction region. The detectors considered here
are silicon strip detectors on silicon wafers. Track local-
ization is accomplished by using a large number of small
wafers (O(10%)). A wafer. however. is large compared to
the localization required for each trajectory. Higher reso-
lution in direction is achieved by partitioning each wafer
into a large number of strips. In some designs each wafer
cousists of two layers of strips on the opposite wafer sur-
faces. offset by a small angle. In this case it is possible.
at least for an isolated track, to determine the intersection
poiut completely.

Even though the event rate in the wafers under consid-
evation is high (up to 60 M[Hz). the nuniber of hits per wafer
per event is small. typicaily of order one or less. However.
tlhese low hit rates are interspersed with sudden bursts of
high muitiplicity (30 and higher) in jer events at the SSC
{5. 6] and wirth central heavy ion collisions in the RHIC
derector [4].

The raw data flux generated in these detectors can be
reduced dramartically because most eveuts are not of inter-
est aud can he discarded once recognized. This is accom-
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plished with a trigger. Current designs do not utilize the
information from the central track detector in the initial
{level I} trigger decision because. in its unprocessed forin.
the data flux cannot be transniitted in the available tine.

Making the information from the central core silicon
tracker subsystem available prior to a level [ trigger deci-
sion will have several advantages for the detector design.
Most importantly, this information could add significantly
to the efficiency of the level I trigger and thereby help to
reduce the data stream at the earliest possible level. We
cousider a numiber of potential filters which are based solely
on data from the central tracker. These are listed roughly
in order of increasing computational effort.

e Very stiff jets. High multiplicity jets with narrow cross
sectional areas cal be extracted from single wafer in-
formation. A simple cross-check with other wafers on
the same radial line can rule out an unusually large
response of a wafer to a single track.

¢ Very stiff single particle tracks. Massively parallel road
building algorithms [7] can be used efficiently to find
stiff tracks of single particles.

¢ Tagging of back-to-back stiff jets and particle tracks.

s Tagging semileptonic events by correlating jets with
nearby stiff single particle tracks. e.g. inuons.

e Vertex reconstruction  This should put ragging of
heavy quark events within reach of the level I trigger
system.

s Missing momentum. For a small number of very sriff
jet or particle tracks it may be possible to register the
presence or absence of large amounts of missing mo-
mentum.

¢ Fast detection of multiple beam interactions in a single
event cycle by locating the primary vertices.

Another class of filters can be designed by combiniug sili-
con tracker information with data from other subsysrems.
® Separation of large electroniagnetic energy deposition
in a calorimeter into photon and electron events. Qune
can distinguish between these events by searching for
the corresponding track in the silicon-wafer subsystem.

s Iniproving timing resolution. Mlany of the other de-
tector subsystems lack the timing resolution necessary
to identifv uniquely the event cycle which generated a
particular signature. As a result these eveut fearures
make poor level I triggers. This situation could be sig-
nificantly improved by making use of correlatious with
data from the silicon tracker systemn.



Finally we note that for some designs currently under
consideration. direct readout of all data may be unavoid-
able. For example, if some of the descoped detector designs
rely exclusively on the end caps of the silicon tracker for
particle detection in the forward and backward direction,
a data read out prior fo the level I trigger decision would
appear to be mandatory.

II. THE PROCESSING ARCHITECTURE

Our scheme for preprocessing data on individual wafers
in the detector core is based on the following ideas [8].
Data are separated into a prompt component and a de-
layed component. The proinpt component which would
be available for the level I trigger would contain statisti-
cal information such as the number of hits on the wafer
and the centroid of the position of their distribution. or a
coarse resolution map of all hits, For events with only a
limited number of hits, the prompt channel may provide
a complete description of the state of the wafer, The de-
layed component would carry any information needed to
complete the description of the event.

The delayed channel is accessed through a queue of vari-
able length. Hence it is not possible to predict the pre-
cise transmission time for delayed data, Low multiplicity
eveuts do not strain the delaved channel. High multiplic-
ity events are sufficiently rare that they do not clog the
channel. Prompt and delayed information are recombined
on the outside of the detector to give a complete record of
the event,

II1.ON-WAFER PROCESSING AT THE SSC
A. Data Rates

Here and in the following sections. we discuss a concrete
example which is based on the preliminary SDC design for
a central silicon tracker. The analysis can easily be applied
to other designs.

Based on a machine cycle of 16 ns, and a design lumi-
nosity of £ = 103 cm~%s~%. the number of particle tracks
crossing a single wafer 12cm by 3.2cm in area during one
machine cycle can be estimated to be
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with r the distance from the beam-axis, Included are
particle trapping in the 2 Tesla magnetic field as well as
secondary tracks from photon couversions [9]. At a mini-
mum radius of 9cm one therefore expects 0.75 tracks per
wafer per event cycle.

The double-sided wafers are divided on both sides into
640 strips. The orientatious-of the strips on the two sides
differ by 3 milliradians allowing for some spatial resolution
along the average strip direction. Each particle hitting a
wafer will cause a small cluster of strips to respond on ei-
ther side of the wafer. A simple description of the state of
the wafer ts given by the state of all strips. For simplicity
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Fig. 1: Example of strip encoding. The long and short bars represent
the state of the strips on a wafer. The sequence of numbers below
the bars is transmitted, These numbers are the numbers of consec-
utive strips in the same state. Note that we include two “phantom™
strips. one on each end. which are taken to be in the “off” state.
These strips make it possible to identify unambiguously the state of
the strips at the edge of the wafer.

we shall assume in the following that no statistical corre-
lation between the frout and the back data of the wafer
is attempted and that for data compression purposes we
treat the raw data as a string of single bits each reflect-
ing the state of a single strip. The first half of the string
reflects the state on one side of the wafer, the second half
tlie state on the other side.

B. Bandwidth Requirements after Compression

To estimate the bandwidth requirements for transmit-
ting the state of the wafer for every event cycle, we begin by
estimating the data compression which might be achieved.
Instead of sending the bit string representing individual
strips we propose to send a string of numbers which rep-
resent the numbers of consecutive strips in the same state
(Fig. 1). In effect we give the distances between consec-
utive cluster edges. For a low number of hits this will
lead to an encoding which is significantly shorter than the
1280 bits required for the raw input. We can estimate the
length of this encoding as function of the number of hits
and the distribution of cluster widths. For a random dis-
tribution of hits with a hit probability of (1} = 0.73
and a cluster width given by a distribution generated with
GEANT [5. 10-12} (Fig. 2) we obtain the distribution
of edge distances shown in Fig. 3. An encoding using
b = —log,{ Prob(d)) bits for the distance d requires an aver-
age (bedge) = 6.6 bits for the encoding of a single distance.
If distances were uncorrelated this would indeed be the op-
timum encoding. Considering that each hit generates two
clusters. one on the front and one on the back of the wafer.
a simple estimate yields (4(nni:) + 1){bedge} = 26.5 bits for
the average event which agrees with our numerical simula-
tion. Doubling the average number of tracks on a wafer. for
exainple due to an increase in luminosity, would lead to an
optimal encoding using 6.8 bits per distance and 17.6 bits
per event.

This analysis indicates that for a luminosity of £ =
10*% em~257! the average data transmission rate at opti-
maj compression is approximately 1.7 Gbit/s compared to
a raw data stream at 80 Gbit/s. This estimate sets a lower
lmit for the data transinission rate.

The handwidth of the data channels must exceed the
average data transmission rate for three reasons: statistical
fluctuations in the kit rate. jets. and redundancy for error
correction. There is a trade-off between excess bandwidt



to—! -
>
=

B 1072 - -1
[=]
£
4

o 1~ -1

to-‘ - -

I ! L i ] I

[ 5 16 t5 20 25

Cluster Width

Fig. 2: Distribution of cluster widths.

to process peak data rates and buffering requirements.

For practical reasons it is desirable to transmit the
prompt information through a single fiber; a second fiber
may be used for the delayed channel. For low occupancy
rates. it is the fixed block size of this prompt channel which
sets the minimum bandwidth of a single fiber. At higher
occupancy it is the average transmission rate of the de-
layed channel which determines the bandwidth of a single
fiber.

Given that the prompt channel is unbuffered. the band-
width must allow for the maximum number of prompt bits
per event cycle. At a minimum. the prompt channel must
transmit the mimber of tracks in order to determine what
is transmitted in the delayed channel. In addition, the
prompt channel should transmit information which makes
it possible to describe a singie track completely, complete
the description of two tracks on one side of the wafer. or
give the center locations of up to four tracks on one side of
the wafer. For more than four tracks the information given
may be the centroid of the distribution, together with the
total number of hits and the left most and right most edge.
Alternatively. one could include a coarse grained descrip-

Table I: Utilization of a Prompt Channet

0 Tracks
t Track

L + 3 bits for Nyppep 4 bits

{ + 3bits for Nraek

4 x 10 bits for edges on both sides of wafer 44 bits

? Tracks 1+ 3bits for ¥ 0

4 x 10 bits for edges on one side of wafer 44bits

3 Tracks | + 3bits for Ny acq
3 x 10 bits for clusler centers on one side
of wafer

10 bits for total number of hit strips 44 bits

4 Tracks 1+ 3bits for V.

4 x 10 bits for cluster centers on one side

of wafer
> 5 Tracks 1 + 10 bits for Vi .0k

10 bits for centroid position on one side
of wafer

20bits for coarse grained image of one
side of wafer or for number of hits and
width of distribytion

44 bits

ot}

41 bits
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Fig. 3: Probability of occurrence of different widths of clusters and
inter-cluster regions. We assume that the cluster widths are dis-
tributed as in Fig. 2 and that uncotrelated tracks hit a doubled sided
wafer 640 sirips wide. The hit frequency follows from a Poisson dis-
tribution with a tnean of 0.75. The stereo angle of 3 milliradians is
included in the Monte Carlo simulation. The narrow peak at « = 1
corresponds to the width distribution. the peak at d = 640 is causert
by single track events which result in a cluster on the front and back
side of the wafer approximately 640 strips apart. d = 1280 corre-
spond to zero track events which constitute -17% of the total.

1280

tion of the state of the wafer by performing a logical-or
operation on blocks of 32 strips at a time thereby achiev-
ing a 20 bit summary of the state of the wafer. This tnfor-
mation could be used for stiff track reconstruction prior to
a level I trigger [7. 13| As can be seen from Table 1. this
would require a block size of 44 bits leaving another 4 bits
for error recovery in a 3 Gbit prompt channel.

The prompt channel carries a large fraction of the in-
formation. Using an optimal encoding for all evenrs with
two or more tracks and leaving out the distance from the
last cluster edge to the end of the wafer. which cau be de-
duced from the number of tracks already transmitted by
the prempt channel. one finds that the delaved chaunel
has to carry 10.2 bits per event cycle. This is less than
10% of the optimally compressed data flow in the absence
a prompt channel. In a 3Ghit/s channel it leaves 38 bits
per event cycle for the transmission of excess data from
fluctuations in the data rate or from jet events.

The peak data rates are completely dominated by jers.
The buffer size has to be sufficient to store the track iu-
formation generated on a single wafer for one or two jet
events. [his requires storage for approximately 100 tracks
(5. 6]. The time necessary to transmit the buffered infor-
mation to the outside depends on the excess bandwidth.
With an excess of 38 bits per cycle in the delayed channel.
a buffer filled with two 506 track events can be emptied in
47 event cycles. This corresponds to 17.8 bits per track
which is lower than for the average track because overlap
between tracks reduces the number of clusters and because
the average distance between clusters is smaller leading to
a shorter encodiug. Statistical fluctuations from the Pois-
son distributed background are significantly smaller and
therefore do not change this estimate. The dependence of
the inimum required bandwidth on the mean occupancy
of the wafer is shown in Figure 4.



12 T T T

Bandwidth (Gbit/sec)
o

o 1 2 3 4 5
Number of Tracks
Fig. 4; The minimum required data bandwidth per channel as a
function of the average number of tracks traversing a wafer in a sin-
gle event cycle. The heavy line corresponds to an optimal design,
The light lines indicate an upper and iower bound to this estimate.
The lower limit is the mean compressed data flux evenly divided
between the two channels: the upper limit corresponds to an encod-
ing using 11bits per edge plus an additional 10% redundancy for
error correction. The dashed line is a practical compromise which
corresponds to an encoding requiring twice the number of signifi-
cant bits for each number. The prompt and delayed channel are
assumed to have the same bandwidth. The prompt channel trans-
mits the number of tracks, and for an event with a small number
of clusters, it is used to transmit the complete state of the wafer.
The bandwidth required for transmitting an event with n¢ clusters
through the prompt channel is given by (40 ne + 10) bits per event
cvcle. The delayed channel is required to have an excess bandwidth
of 2.5Gbit or 40bits per event cycle to cope with peak data rates.
This would make it possible to transmit the edge information for 100
excess tracks in approximately 50 to 100 event cycles. The lower
limit shown by a light line does not include any excess bandwidth
to allow for fluctuations. For an event with more clusters than can
be completely described by the prompt channel, the delayed channel
transmits all the edge information leaving out only the last check sum
which can be deduced from the information in the prompt channel.
For the heavy line it is assumed that cluster edges are encoded us-
ing an optimal encoding scheme. Events completely described in the
prompt channel are omitted from the delayed channel. The plateaus
in the required bandwidth correspond to regimes in which the de-
layed channel is not saturated because the prompt channel carries
nearly afl the information. At each successive plateau, the band-
width of the prompt channel has increased sufficiently to accommo-
date yet another track: consequently the bandwidth requirements on
the delayed channet drop. The starting level corresponds to a prompt
channel which can transmit complete information on a single track.

I practice one cannot expect to achieve the optimal
data compression. A conservative estimate is based on a
fixed length encoding for each distance requiring 11 bits
per distance or edge, With this assumption. the delayed
channel transmits on average 17.3bits per event and has
roughly 32 bits availahle to accommodate events with large
numbers of tracks. It would take approximately 110 event
cveles to transmit an excess of 100 tracks caused by 2
events with 50 tracks each. This carresponds to 35 rather
than 44 bits per track because of track overlap,

A nearly optimal encoding can be achieved with two
different fixed length encodings. For distances up to eight
one uses a thiree bit encoding: for larger nuinbers an eleven
bit enceding. In each case. there is an additional bit flag-
ging the length of the encoding. This leads to an average

bit rate in the delayed channel of 11.8 bits and would re-
quire only 50 event cxycles for a pile up of 100 tracks to be
transmitted to the cutside.

IV. EXAMPLE OF AN ENCODING ALGORITHM

Here we present a simple encading scheme which we he-
lieve can be implemented in hardware hased on currently
available technology. The encoding is carried out as fol-
lows [14]. The first step is edge detection. To detect an
edge between two strips requires a single exclusive-or oper-
ation which can be performed in a single time cyvcle. The
output is a vector of single bits, with one more clement
than the original strip vector. The data are encoded by
counting the number of strips between any two edges in
a serial fashion. Parallelization is achieved hy processing
up to twenty substrings in parallel and combining then: in
a final step. The output is comprised of two hitstreams.
one representing the binary representation of the number
of consecutive strips in the same state. the other of equal
length ts simply used to mark the beginning of each num-
berin the first string. Thus, the resulting encoding requires
twice the number of significant bits in a binary represen-
tation of the distances between cluster edges discussed in
the previous section. As can be seen in Figure 4. it is no-
ticeably better than a fixed-length encoding because the
average number of significant binary digits turns out to
be less than half the maximum required one. It requires
more bandwidth than an optimal enceding. or an encod-
ing using two fixed-length formats. The major advantage
of this variable length encoding is that processing of the
input stream always progresses from a longer encoding to a
shorter one. No additional data storage has to be provided
to deal with a number of closely spaced clusters as would be
necessary in a fixed length encoding scheme, Furthermore.
this encoding contains sufficient redundancy to aliow for
effective error correction without additional bandwidth.

By processing twenty segments of 64 strips each in par-
allel, the encoding should be completed in approximately
100 processing cycles. Even if processing cycles coincide
with event cycles. this is fast enough to extract the prompt
channel information after the compression and still arrtve
in time for use in a level I trigger. After the compression.
the wafer state information is buffered for transmission
through the delayed chiannel. This buffer is only required
to hold about 100 tracks and is therefore. at 4000 bits. sig-
nificantly smaller than the buffer requirementsin a conven-
tional design which can be estimated to be 300 kbit. Even
including the data storage implicit in the data processing
pipeline. 250 kbit. the effective memory requirement of this
architecture is smaller.

In summary, with this choice of an encoding and a pair
of fiber-optic channels operating in the 4 to 6 Gbit /s range.
the SDC silicon tracker could operate without reliance on
an external trigger and could itself contribute to the leve
I fileer.



V. DISCUSSION AND CONCLUSION

We have demonstrated that the complete digital infor-
mation generated on a silicon wafer for use in the SDC
silicon tracker system can be compressed by as much as
a factor of 40. An even larger data reduction could be
achieved if on-wafer processing weut bevond data compres-
ston by eliminating less critical information. For exampie.
if a consensns could be reached that cluster width informa-
tion is not important. simple algortthms could be used to
generate the cluster centroid positions rather than cluster
edges, (Extremely wide clusters couid be encoded through
multiple centroids. retaining some of the cluster width in-

formation.) This would reduce the data flow by another
20 to 30%.

The on-chip storage associated with the required pro-
cessing is less than what is required for simpily holding
the data for 4 us to wait for a level I trigger. Hence. data
compression would already facilitate conventional on-wafer
data storage and data transmission controlled by an exter-
nal trigger.

More importantly. the large data compression makes it
possible to transmit all data generated in the silicon sub-
system fo the outside of the detector. obviating the need
for an external trigger. The silicon tracker would reach
its full potential by contributing significantly to the level 1
data filter. Because of the high quality of the tracker data,
it would become possible to utilize heretofore inaccessible
trigger signatures like secondary vertices from heavy quark
decays.

By separating the data into a prompt and a delayed
conipornent. it is possible to guarantee a fixed arrival time
for the niost important information while at the same time
alowing for stgnificant buffering in the delayed channel.
thereby compensating for fuctuations in the wafer occu-
pancy. This separation comes at price; the effective com-
pression for both channels achieved in our example is about
a factor of ten. A variation of this architecture would lead
to a hybrid data transmission for which the prompt channei
would contribute to the level I filter, whereas the delayed
channel would be controlied by it.

The bandwidth requirements for data transmission are
large. Transmission rates of 3 to 6 Gbit/s for each of the
two channels on a wafer require optical fibers and optical
modulators. While optical moedulators with bandwidths
well above 6 Gbhit/s have been reported [15-17], and radia-
tion hardness of some opiical modulators has been demon-
strated [18]. further research on the development of small.
low power. radiation hard modulators is needed. An effort
to desigh and develop the necessary hardware is currently
underway and we have reported on its present status [14].

In spite of the demands on the technology. the benefits
of a self-contained data transmission architecture appear
to be well wortl the effort. In particular. the ability to
contribute 1o early data filtering would greatly enhance

the utility of the silicon tracker subsystem and the SDC
detector as a whole.
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