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ABSTRACT 


The transmission of a quasar spectrum (flux divided by the continuum) is correlated because 
of the finite width of absorption lines. We describe a technique for calculating the transmission 
correlation function produced by randomly distributed lines. We also introduce an operationally 
straightforward procedure for measuring the pixel~pixel transmission correlation function epp di­
rectly from observed quasar spectra. We apply the method to 12 Sargent, Boksenberg & Steidel 
QSO spectra, and compare these with theoretical transmission correlation functions and with epp 

measured from computer-simulated quasar spectra of Lya forest models with Poisson-distributed 
lines. The simulations are designed to mimic the observed spectrum as closely as possible, with the 
same wavelength sampling, instrumental resolution, continuum and noise properties. The compar­
isons with line distributions that are power laws in column density and redshift, and Gaussians in 
line width b reveal an excess in the observed epp at Llv ~ 150 km S-I, if we adopt the Carswell et 
ale (1991) parameters for the Gaussian (mean bo = 30 km s-t, dispersion (J'b = 10 km S-I). One 
possibility is that the Lya forest lines are actually clustered at velocity separation scales Llv ~ 150 
km S-I. Another possibility we explore here is that the b-distribution has more large b clouds and 
a larger dispersion. We find the observed epp is barely consistent with bo =40 km S-1 and (J'b =25 
km S-I. We show that the measured epp is relatively insensitive to the noise level and to errors in 
the continuum determination, unlike the traditional line counting methods, where the outcome is 
quite vulnerable to both. It also requires no line d~blending, and thus offers a powerful tool for 
extracting information from the crowded Lya forest. 

Subject headings: cosmology - quasars: absorption lines - intergalactic medium 

1. INTRODUCTION 

High redshift quasars show numerous narrow absorption lines at wavelengths shortward of Lya 
emission when observed with relatively high spectral resolution. It is widely believed that most of 
the forest lines are Lya absorption features which are produced by intervening absorbers (Lynds 
1971; Sargent et ale 1980). Studies of Lya absorption lines provide important information about 
the physical state and evolutionary history of intergalactic material at early epochs which is not 
accessible by other means. 

To study the evolution of Lya clouds, people have usually counted the number of absorption 
lines per unit redshift down to some apparent "rest equivalent width" limit above which the line list 
is deemed complete. However, because of the high density of absorption lines, especially at high 
redshift, the absorption lines are badly blended. As a routine d~blending procedure, observers 
use straight line cuts rather than the realistic line profiles to separate the blended absorption 
components, with the apparent "rest equivalent width" obtained by simply measuring the area 
within the cuts. (See Young et ale (1979), Carswell et ale (1982) and Hunstead et ale (1986) for 
detailed descriptions of line measurement.) It is clear that such apparent "rest equivalent widths" 
bear little relation to the intrinsic or physical rest equivalent widths of the absorption lines. Thus 
the "rest equivalent width" distribution derived from this data will depend upon the spectral 
resolution, since broad features observed at low resolution often break up into several narrower 
components at higher resolution, as shown vividly in Fig. 2 of Pettini et ale (1990). 

A consequence of this is that if the value of the power law index i-defined by the redshift 
evolution of the line number density through d.N/ dz ex: (1 +z)"Y - is estimated using apparent "rest 
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equivalent widths", it will be sensitive to resolution. We call this apparent index ia.pp. Because of 
the line-blending effect, ia.pp also depends on the apparent "rest equivalent width" cut-off and the 
noise level in the QSO spectra. Using simulated quasar spectra with noise added, Liu & Jones (1988) 
have demonstrated that, for an input intrinsic iint = 3.0, the measured apparent ia.pp = 2.5 ± 0.4 
for lines with an apparent "rest equivalent width" Wa.pp > 0.30A , and ia.pp = 1.2 ± 0.2 for lines 
with Wa.pp > 0.15A . This is easy to understand since the weak lines dominate the number counts 
and they are most vulnerable to the noise level in quasar spectra. It is interesting to note that the 
numerical simulations by Parnell & Carswell (1988) showed that the observed ia.pp values tend to 
be only slightly below the input iint. However they only used one cut·off, Wa.pp = 0.32A . Webb 
(1987), ran numerical simulations that showed it is only a lucky coincidence that ia.pp ~ iint when 
the cut-off is chosen to be 0.32A. Trevese et al. (1992) have reached the same conclusion. 

One way to sidestep such uncertainties in the line counting statistics is to use DA, the mean 
relative depression of the quasar continuum between Lya and Ly(3 emission, which was first intro­
duced by Oke & Korycansky (1988). Its definition ensures that DAis reasonably independent of 
instrumental resolution and, indeed, can be studied with much lower resolution data than that re· 
quired for line counting statistics, but only if the true continuum level can be reliably extrapolated 
from the unabsorbed (red) region. Because it is operationally simple to measure DA, this concept 
has since been applied by many many investigators (Bechtold et al. 1984; Steidel & Sargent 1987; 
O'Brien et al. 1988; Giallongo & Cristiani 1990; Jenkins & Ostriker 1991; Schneider, Schmidt & 
Gunn 1989a,b, 1991). In a recent paper, Zuo & Lu (1993) have measured DA for a large sample of 
quasars. By extending the method proposed in Zuo (1993a) and Lu & Zuo (1993), they have used 
the measured DA evolution with redshift to simultaneously estimate the intrinsic iint and the DA 

normalization. Similar techniques, although differing in some important respects, have also been 
proposed by Press, Rybicki & Schneider (1993) and Press & Rybicki (1993) very recently. 

Another way of doing statistics without counting lines was proposed by both Jenkins & Ostriker 
(1991) and Webb et al. (1992) (see also Press, Rybicki & Schneider 1993 and Press & Rybicki 
1993). The technique is to use the pixel intensity (relative to an underlying continuum level) or 
transmission distribution over a specified wavelength interval to extract information from the Lya 
forest. 

Here, we introduce a new method to extract information from the Lya forest. The idea is to 
calculate the transmission correlation produced by randomly distributed lines. The physics involved 
is very simple. Suppose we are counting photons in a detector wavelength bin which corresponds to 
the center wavelength of an absorption line. The count level is low in this wavelength bin of course. 
We are sure that in the nearby wavelength bins the counts are also low because these wavelength 
bins are part of the same absorption line, if the instrumental resolution is high enough to resolve 
the line. That is, the photon counts at two different wavelengths are correlated if the wavelength 
separation is less than a typical line width. Press, Rybicki & Schneider (1993) and Press & Rybicki 
(1993) have also explored the concept of correlations among neighboring spectral wavelength bins 
(we saw these two preprints after most part of the work presented here was completed), but the 
data they used were of very low spectral resolution (25A) and cannot probe the velocity separation 
scales we are interested in here, since at such low resolution the absorption lines are not close to 
being resolved. 

In this paper, we first use a simple analytic 'toy model' to illustrate the relationship between 
transmission correlation and intrinsic line widths (§2) if clouds come in only one type and then, 
in §3, we consider an ensemble of cloud types characterized by a power law distribution in column 
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density to derive a more realistic ensemble-averaged correlation function. In §4, we develop an 
operationally simple procedure for measuring the small scale transmission correlations produced by 
the resolved, but possibly blended, absorption lines directly from quasar spectra. We apply it to the 
high signal-to-noise ratio (SIN> 10) and relatively high spectral resolution (FWHM~ a.8A ) QSO 
spectra of Sargent, Boksenberg & Steidel (1989). In §5 and §6, we compare these measurements 
with the theoretical predictions of §3 and measurements made from computer-simulated quasar 
spectra of Poisson-distributed lines with power law distributions in column density, redshift and 
Gaussian distributions in line width. We summarize our basic results in §7. 

2. AN ILLUSTRATIVE TOY MODEL 

In this section, we illustrate the sort of features one expects in transmission correlation functions 
using a simple analytic model consisting of identical Poisson-distributed clouds with 'top hat' optical 
depth profiles of depth TO and width 6v (§2.1). We also show the modifications that result when 
finite instrumental resolution, modelled in this section by a top hat' of width Vr, is included (§2.2). 
The results are shown in Fig.1(a,b,c). 

2.1 Infinite Spectral Resolution Case 

Consider the following simple toy model which captures the essence of the problem we are facing. 
We suppose that, on average, there are m identical absorbing clouds along the line of sight. We 
ignore evolution effects (i.e., our calculations are carried out in Euclidean space). The position of 
an absorbing cloud along the line-of-sight is characterized by a velocity Vc related to the observed 
wavelength by Aobs ex: Vc (non-relativistic velocity is assumed throughout this section). We assume 
the distribution function of the clouds, f( vc ), is a top hat over some (large) range in velocity 

f( v ) = {';/ if V, < ~c < V1£ == VI + V J • (2.1)c 
a otherwIse 

Each cloud has an optical depth, which we denote by Tc(V). We adopt a top hat profile for the 
depth about the line center, 

TO if -6v12 < V - Vc < 6vl2 
Tc ( v - Vc ) = { 0 (2.2)

otherwise. 

We require that vJ :::> 6v. 

We denote the total optical depth at v produced by all the clouds along the line of sight by T(v ). 
We call e-T

( 11) the transmission at v. In the case considered here of Poisson-distributed clouds, the 
effective optical depth TeJJ(v), defined through the mean transmission by e-Tej 

/ == (e- T
) (Zuo & 

Phinney 1993), is given by 

'f 611a I V < VI - T 
::; (1 - e-TO 

)(6v12 + v - VI) if VI - 6211 < V < VI + 6112

::; (1 - e-TO )6v if VI + ;11 < V < V1£ _ ;11 (2.3) 
::; (1 - e-TO 

)(6v12 + V1£ - v) if V1£ - 6
2
11 < V < V1£ + 6

2
11 

'f 611o I V > V1£ + T' 
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There is an edge effect near the VI and Vu boundaries since clouds moving with v .:$ Vu and v ~ VI 
can absorb at v > Vu and v < v, because of the finite width 6v of the absorption profile. Since we 
are only interested in the case in which vJ > 6v, we can neglect the edge effect. Thus TeJJ(V) is a 
constant independent of v in the range between VI and Vu. 

The mean optical depth (T(V» can also be calculated using Poisson statistics: 

k~ kT06v _ m mTo6v 
(T(V» = L...J --e tnT- = == N,TO for VI < V < Vu , (2.4) 

k=O vJ . vJ 

where N, = m6v/vJ is the mean number of lines in the velocity interval6v. When TO <: 1, we have 
TeJJ(V) ~ (T(V». 

The total optical depth is actually discrete in our case, an integer multiple of TO. It is easy to 
show that, at a point v in the spectrum, with VI < v < vu, the probability that the depth is zero is 

(2.5) 

and the probability that it is TO is 

(2.6) 

We now derive the transmission correlation function, eo(~v), a function of the velocity difference 
~v == V2 - VI between velocity pairs, for this model. It is defined by 

(e-T(vI)e-T(V2» (F( vI)F(V2 » 
(2.7)1 +eo(~v) == e-Tef/(Vl)e-Tef/(V2) = {F( VI »(F(V2» , 

The observed flux is related to the transmission function e-T 
( v) and the 'continuum level' of the 

spectrum, Fo, by F(v) = Foe-T(v). For simplicity, we assume Fo is independent of v. 

Zuo & Phinney (1993) show that 

(2.8a) 

where 
II(vI,v2) = mJ.vu !(v') [1- e-TC:(V'-Vl)e-TC:(V'-V2)] dv' , (2.8b) 

VI 

which, for the toy model, reduces to 

~'; (1- e-TO 
) l~vl 

II(vt,vt) = +:; (1 e-21"o)(5v-IAvl) iflAvl<5v (2.8c) 
. { 2r::v (1 - ) if l~vl > 6v.e-TO 

Combining eq.(2.3) with this gives a simple expression for the transmission correlation function, 

1 +eo(~v) = {e1xp[Nl(1-I~vl/6V)(1- e-To )2] 	 if 0 ~ l~vl/6v < 6v (2.9) 
if l~vl/6v > 1. 
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2.2 Finite Instrumental Resolution Effect 

So far we have assumed infinite spectral resolution. We now examine the effects caused by finite 
instrumental resolution. Suppose that the instrumental response function is given by a top hat of 
width VI, 

XCV) = {:x if -vI~2 < V < vI/2 (2.10)o otherwIse. 

We assume the width is small compared with the v-interval over which the clouds exist, i.e., 
VI <: vJ' After convolving with this instrumental profile, the square profile of an absorption line 
becomes trapezoidal. 

For an intrinsic flux F(v), the observed apparent flux is given by 

F x( v) = i:Z(v - v')F( v')dv' = i:Z( v - v')Foe-'T(v') dv' . (2.11) 

We wish to calculate the flux correlation function, defined by 

(2.12) 


The form chosen for XCv) leads to (FI(V» = Foe-1"ell(v) and 

To simplify the integration, we introduce a new coordinate system (x', 1/'), which is obtained by 
first shifting the old coordinate system origin to (v{ , v~) = (VI - vI/2, V2 - VI/2) and then rotating 
it clockwise by an angle of 7C' /4. The new coordinates are thus related to the old ones by 

We then get 

We denote the ratio of instrumental resolution width to intrinsic line width by 1/I == vI/6v. We 
also let 1/ == \Avl/6v. Then for 1/ > 1 +1/I we have ~"(Av) =0, while for 1/ < 1 +1/I we have 

(2.13a) 
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where 

(2.13b) 

and 

(2.13c) 

For given N" TO and 'YI, analytic expressions for e(.~'V) as a function 'Y can be obtained easily. Our 
calculated results are plotted in Figs. 1(a), (b) and (c). As expected, increasing 'YI decreases e(~'V) 
for small ~'V16'V values, but there is a compensating increase at large ~'V16'V. Figs. 1(b,c) also 
show that, for given (T) = NrTo, larger TO leads to larger e(~'V). 

3. TRANSMISSION CORRELATION IN THE Lya FOREST 

In this section, we calculate the transmission correlation function for uncorrelated absorption 
lines distributed according to the conventional power-law form for f/(z, N)dzdN, 

f/(z,N) = A(1 + z)"Y··· N-f3, N, < N < Nv. . 

where f/ is the mean number of absorbing clouds along the line of sight in the redshift interval 
z -+ z +dz with an HI column density in the range N -+ N +dN. For simplicity, we also assume 
that the velocity-spread parameter b is the same for all Lya clouds and does not evolve with redshift. 
We consider the influence of a Gaussian spread in §5. 

3.1 Infinite Spectral Resolution Case 

We now derive the transmission correlation produced by randomly distributed Lya forest lines 
for the case of no instrumental degradation of the resolution. Our calculations are now necessarily 
carried out for an expanding universe. Assume that the line-of-sight to a quasar of redshift Zem 
we observe passes through a smoothly distributed intergalactic medium (IGM) and some randomly 
distributed discrete absorbing clouds. At the observed wavelength At, the smooth IGM produces 
a 'Gunn-Peterson' optical depth TGP(AI) and the clouds contribute an optical depth T(AI)' The 
observed flux is then given by F(AI) = FO(AI)e-TGP(Al)e-T(Al), where Fo would be the observed 
flux if there were no absorption. Now consider a close pair of observed wavelengths Al and A2, 
which have a separation less than several typical observed absorption line widths. We define 
Ac == (AI +A2)/2 and its corresponding redshift Zc == (AcIACt) -1, where ACt is the rest-frame Lya 
wavelength. The relative velocity of two clouds corresponding to Al and A2 is ~'V = clA2 - AliIAc. 
The transmission correlation function at Zc is defined by 

(3.1) 

where Teff is the effective optical depth produced by randomly distributed discrete clouds (see Zuo 
& Phinney 1993). 

Assuming Poisson-distributed lines distributed according to the probability density f/(z,N) = 
A(1 +z)"Y'•• N-f3, Zuo & Phinney (1993) showed that 

A(1 + zc)"Yi ••+1 lN
v. _

Teff(O,zem,Al) ~ Teff(O, Zem, A2) ~ Teff(Ac) = A N f3Wres(N,b)dN, (3.2)
Ct N, 
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where b is the (single non-evolving) velocity-spread parameter and W re.(N, b) is the rest equivalent 
width of an absorption line and N, and Nu are the lower and upper HI column density limits, 
respectively. Zuo & Phinney (1993) also showed that the correlation, 

(3.3a) 

is given by 

(3.3b) 

Here, Tc is the optical depth produced by a single cloud and Alz =Al/(1+z) and A2z =A2/(1+z). 
When the wavelength separation is large, we have II(At, A2) ~ 2Te//(Ac). In specific calcula­
tions given in this section, we shall assume that the line profile is entirely determined by Doppler 
broadening and that the velocity distribution within an absorbing cloud is Maxwellian. We thus 
have 

( ) 2bAQ [00 [ [_U2]] ( )W res N,b = -c- Jo 1- exp -Toe du 3.4 

and 

II(At. A2) ~ 2A(1 + %.)";0.+1 G) X 

IN. N-tJdN 1
00 

[1- exp[-ro [e-IU-.:I.V/(2blj2 +e-1U+.:I.V/(2blj']] du , (3.5)
iN, io 

where TO =aN, with a =7.574 X 10-13/[b/(kmsec-1 )] denoting the Lya line center optical depth 
(Spitzer 1978). We also have, for small wavelength separations, 

(3.6) 

All of the ingredients necessary for the calculation of the transmission correlation function are now 
in place. 

In Figs. 2(30), (b) and (c), we plot 1 + ~o(.~v) as a function of t:&v/b for various given redshifts 
Zc and for several models, denoted by DB1 to DB7, in which we vary the parameters defining the 
line-distribution, as listed in Table 1. We have normalized the line distribution 1/(z, N) by requiring 
that it reproduces the observed DA = 0.2 for a Zem = 2.875 quasar. This determines A in 1/(z,N) 
(Zuo 199330; see also Section 5 below for more details). These figures show that ~o(t:&v) is sensitive 
to the input "Yint and f3 values and that it increases very rapidly with increasing redshift. The large 
magnitude of the transmission correlation function at small velocity separations is unavoidable and 
we shall see in the next section that it is indeed there in the data. 

The weak line limit, aNu <:: 1, has a simple form, 

1 + ~o(t:&v) ~ exp[Iw(t:&v/b)] , (3.7a) 

where 

(3.7b) 
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An interesting strategy is suggested, that we chop out the strong lines from Lya forests and study 
the transmission correlation produced only by weak lines. 

3.2 Finite Instromental Resolu.tion Effect 

Now consider the situation in which our instrumental response function is not infinitely narrow 
but is given by I(A). For an incoming flux F(A) in front of the telescope at the observed wavelength 
A, the observed apparent flux is given by 

FI(~) =i: I(~ - ~')F(~')d~' =i: I(~ - ~')Fo(~')e-"'GP(A')e-"'(A')d~' 

"" Fo(~)e-"'GP(A) i: I(~ - ~')e-.,.(A·)d~'. (3.8) 

If we assume that the width of the instrument profile is not very much larger than the typical 
absorption line width b, we then have 

(FX(Al)}(Fx(A2)} ~ (F(Al)}(F(A2)} 
~ Fo(Al)Fo(A2 )e-TGP(Al)e-1'GP(A2) e-21'41/ /(Ac ) 

and 

(Fx( AdFx(A2)} ~ Fo( AdFo(A2)e-1'GP(Al)e-1'GP(A2) Xi: d~~ i: d~~I(~l - ~DI(~2 - ~~)(e-"'(A~)e-.,.(A;» . 

Introducing a line transmission factor 

T(A) = Fx(A) (3.9)- FO(A)e-TGP(A) , 

we define the (instrument-degraded) transmission correlation function ~(.£lv) to be 

(3.10) 

We now adopt a Gaussian form of width O'A for the instrumental profile: 

(3.11) 


Since (e-1'(A~)e-T(A~)} depends only on (A~ - A~) in our approximation, we introduce a new coor­
dinate system (A+, A~): 
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We then have 

where 0" = V2CO'>./(Acb) and , = CA'-/(Acb). It is now straightforward to get 

(3.12) 

In Fig. 4(d), we show the effect of varying the instrumental resolution 0'>. on the Model DBI 
transmission correlation function. The FWHM is related to 0'>. by FWHM=20'>. .../21n2. Just as for 
the toy models of the previous section, we see that low resolution (large 0'>.) decreases the correlation 
at small velocity separations and has a long compensating tail at large velocity separations. 

4. MEASUREMENTS OF QSO PIXEL-PIXEL TRANSMISSION CORRELATION 

4.1 QSO Sample Used in This Work 

There exists a large number of QSO spectra observed at resolution 0.8-1.51 with relatively 
high signal-to-noise ratio. Although spectra at this resolution are not useful for fitting line profiles 
to get the HI column density N and the Doppler width b, they do provide a useful data base for 
the transmission correlation analysis, as we now show. 

We have measured the pixel-pixel transmission correlations for 12 quasars. These quasars are 
taken from the published CIV survey sample of Sargent, Boksenberg & Steidel (1988). The Lya 
forest regions of these quasars are observed with a spectral resolution either 0.8 or 1.51 (FWHM). 
The signal-to noise ratio, SIN, is usually larger than 15. The names of the QSOs and their emission 
redshifts are listed in Table 2. The details of the observations can be found in Sargent, Boksenberg & 
Steidel (1988). We are grateful to Dr. Wal Sargent for allowing us to use the spectra in digital form. 
Dr. Limin Lu kindly provided us with the continuum fits. The data arrays give the wavelengths, 
the relative intensities and the fitted continuum levels for all pixels. In Fig. 3, we show one of these 
spectra and its continuum fit, that of QSO 0837+109. 

4.2 Measuring the Pixel-pixel Transmission Correlation Function ~pp 

There are Np(Np - 1)/2 wavelength pairs for a quasar spectrum with Np pixels. We are here 
mainly interested in small velocity separations with wavelength differences not very much larger 
than several typical line widths. Thus the velocity separation corresponding to the observed wave­
lengths At and A2 can be calculated by .6.11 = 2cIA2 - Atl/(At + A2). After calculating .6.11 for the 
pixel pairs we are interested in, we group the pairs into many velocity bins. We estimate e-"'~II by 

(4.1) 
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where Np is the total number of pixels in the wavelength range we are interested in and Fi and FOi 
are the observed flux level and the fitted continuum level in the ith pixel, respectively. We also 
estimate the covariance function for the transmission factor for the velocity separation aVj by 

(4.2) 

where Nj is the total number of velocity separation pairs in the jth velocity bin, [(F / Fch(F/ Fc hljk 
is the contribution from the kth pair in this aVj bin, and the subscripts 1 and 2 denote the first 
and the second component of the pair, respectively. We then define the pixel-pixel transmission 
correlation at separation avj by 

(4.3) 

where aVj is the mean velocity separation of the pixel pairs in the jth velocity bin. By this 
definition, we expect that the theoretical 1 +e(aVj) in eq.(3.12) is roughly 1 +epp(aVj). Our 
measured results for the 12 quasars are shown in Figs. 4( a) and (b); each figure contains six curves 
with comparable spectral resolution. The observed wavelength range used in the transmission 
correlation measurement is listed in Table 2 for each QSO in our sample. Notice that for Q2206­
199, we have cut the spectrum at Aobs = 3820..4 to avoid the strong damped Lya trough at 
Aobs ~ 3743A. 

In Table 2 the object names are in the first column, the emission redshifts in the second column 
and the third column shows the spectral resolution. Notice that Ql159+124 and Q1623+269 have 
been observed with different resolutions in the Lya forest regions. The fourth column lists the 
observed wavelength ranges. We have chosen the two limiting wavelengths to include only those 
pixels between the Lya and Lyf3 emissions and to exclude some identified absorption lines at the 
two ends, but have not excluded the identified lines within the wavelength range. The total number 
of lines and the identified lines (associated with metal line systems) within the Aobs range are given 
in the last column for each QSO. These lines are listed in Sargent, Boksenberg & Steidel (1988). 

The measured transmission correlation function depends somewhat upon the choice for the 
velocity bins. Sargent, Boksenberg & Steidel rebinned their data to logarithmic scales, with each 
pixel corresponding to a constant velocity spread (with a few exceptions). This binning is therefore 
a natural one for us to adopt. So for quasar spectral data in this form with Np pixels, we proceed 
as follows: we calculate all the velocity separations for the wavelength pairs we are interested in, 
sort these velocity pairs in ascending order, then take the first (Np - 1) pairs as our first (smallest) 
velocity bin, the next Np - 2 pairs as the second velocity bin, and so on. H Np is large, a large 
number of pixel pairs contribute to each small-velocity separation bin. 

Figs. 4(a,b) show the 1 +epp curves become noisy at velocity separations av > 200 km s-l. 
Below av ~ 200 km s-l, we have consistent transmission correlation signals displaying the expected 
trend that higher Zem quasars have higher epp (an exception is Q0424-131). This suggests that the 
fiuctuations in epp are relatively small at av < 200 km s-l, and we can reasonably use results for 
individual quasars with which to compare our theoretical model predictions. 

4.3 Comparison with Theoretical Predictions 
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Our procedure for measuring ~pp has contributions from absorption lines of varying redshifts, 
and thus it cannot be directly compared with the transmission correlation functions calculated in 
the last section. However, we do expect that ~pp should lie between the theoretical ~ curves of 
eq.(3.12) calculated for Zmin and Zmcua where Zmin corresponds to the first pixel and Zmax to the 
last pixel of the wavelength range used in the measurement of ~pp. For a high Zem quasar, Zmin 

differs significantly from Zmax (which is usually zem) if we use most of the spectrum between Ly/3 
and Lya emission. Because the flux correlation function increases rapidly with increasing redshift, 
it is best to use Monte Carlo simulations of quasar spectra and measure them in the way we do for 
the real quasar to constrain input model parameters. We do this in §5. 

In this subsection, we show how close 1 + ~, given by eq.(3.12) and evaluated at both Zmax and 
Zmin, comes to the measured 1+~pp. For this comparison to be meaningful, the measured continuum 
should be identified with FO(A)e-'TGP(A) of Section 3. The relatively high spectral resolution of the 
quasars we are considering ensures that this is usually true. Because the redshifts are not very 
high, there are still line-free regions which allow reasonable continuum estimation. At very high 
redshifts, say Zem > 5, few line-free regions exist, even with infinite spectral resolution, hence the 
continuum will be poorly determined. However, if the continuum is only uniformly underestimated 
or overestimated, i.e., if the measured continuum is only a constant times the intrinsic one, then 
the measured correlation function is not affected (see Eqs. (4.1), (4.2) and (4.3)). This nice feature 
is in stark contrast with those encountered in measuring line equivalent width, column density and 
DA, where the outcomes are very sensitive to the systematic error in continuum determination. 
We also note that when more data become available in the future, we will be able to overlap lots 
of spectra in the same narrow redshift intervals to measure the transmission correlations for each 
redshift. The results thus obtained can be directly compared with the theoretical calculations of 
Section 3. 

We have chosen QSO 0837+109 to be our primary object for comparing the observed pixel­
pixel transmission correlations to the theoretical predictions because of its high redshift (zem = 
3.326), high spectral resolution (FWHM=0.8A) and small contamination by the identified lines 
(two identified lines out of a total of 87 listed lines). For this object, Zmax = Zem and Zmin = 
2.9892. The 1 + ~ curves, calculated using eq.(3.12) and Model DB1 parameters and denoted by 
short-dashed lines, are compared with the measured 1 + ~pp points for Q0837 (the open stars) 
in Fig. 5(a). We see that for small velocity separations, ~v:s 35 km S-I, the measured ~pp is 
bracketed by the two calculated curves for Zmax and Zmin, respectively. However, for larger ~v, 
the measured ~pp is significantly larger than Model DB1 predicts. A similar comparison is shown 
in Fig. 5(b) for the lower redshift quasar Q1247+267 (zem = 2.039). We see consistency between 
the measured ~pp and the theoretical predictions for ~v:s 70 km s-l, but, again, for ~v:s 130km 
s-l, an excess in ~pp appears. We should point out that the rebinning in the data reduction process 
does introduce artificial correlations, but this only affects the first non-zero velocity separation bin 
in our measurements, and has no infl.uence on the excess. 

One possible explanation is that the excess is produced by a distribution of bin Lya clouds, a 
refinement not included in the theoretical models so far, but which we examine in the following sec­
tion, using Monte Carlo simulations of QSO spectra and measurement procedures exactly analogous 
to those used in gettJng ~pp. By doing lots of simulations, we can also determine the dispersions 
expected in ~pp measurements for a given theoretical model to give a quantitative evaluation of the 
significance of the excess. 
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Another explanation for the excess is that it signals clustering in the Lycr clouds on a scale of 
av I"oJ 100 km S-I, a possibility we examine in detail in a following paper (Bond & Zuo 1993). We 
also examine the in:O.uence of ionizing field :O.uctuations (see also Zuo 1993b, c). 

5. TRANSMISSION CORRELATIONS OF SIMULATED QSO SPECTRA 

5.1 1 +epp from Computer Simulated QSO Spectra 

We have developed a computer code to simulate the quasar spectrum (normalized by the con­
tinuum level). As in §3, we adopt the conventional joint HI column density, redshift and Doppler 
width distribution, 1](z,N,b) = A(l + z)'Y···N-fJ/(b). We assume the Doppler width distribution 
/(b) is independent of both N and z. To give more flexibility than the simple 6-function distribution 
for /(b) used in §3, however, we now adopt a more realistic truncated Gaussian distribution 

(6-6n)21exp{----:;-:r­

/(b) = 1:'m411: exp[_2~]db if bmin < b < bmoz (5.1)
6m i" 20'6{ 

o elsewhere. 

Observationally, Carswell et al (1991) have shown that bo I"oJ 30, CTb I"oJ 10, bmin I"oJ 12 and bmoz I"oJ 80, 
all in units of km S-I. However, see Pettini et al (1990). Note that a width b = 12 km s-1 
corresponds to a cloud temperature T ~ 104 K, if the broadening is dominated by random thermal 
motions. 

To determine the normalization constant A, we force the line distribution 1](z, N, b) to produce 
a certain mean observed DA value for certain zem quasars (Zuo 1993a). Letting TGP = 0, which 
is a reasonable simplification since DAis dominated by the lines, we can calculate D A using (Zuo 
1993a) 

J;2 exp[-Tell(O, Zem, Aobs)] dAob8 
1 - D A = 1 (A2 _ AI)' (5.2) 

where we have adopted Al =1050(1 + zem)A and A2 =1175(1 + zem)A ,and Tell is calculated by 

(5.3) 

The mean number of clouds between Zmin and Zmoo2:' is given by 

l 
(n) = A(l +Zmoo2:')'Yi".+1 1 [1- (NI) fJ- ] [1 _ (1 +Zmin )'Yi".+I] . (5.4) 

(13 -l)(1'int + l)Nf- Nu 1 +Zmoz 

Our simulation proceeds as follows: (1) we realize the number of lines along the line-of-sight 
according to a Poisson distribution with a mean (n); (2) for each line, we draw its redshift z, column 
density N and velocity width b from the appropriate line distribution 1](z, N, b), independently of 
the choices for the other lines; (3) the intrinsic spectrum, exp[ -T] is constructed by superposing 
contributions to T from each line and exponentiating; (4) we convolve the intrinsic spectrum with 
a Gaussian instrumental response to mimic the realistic QSO spectra of finite spectral resolution, 
using a discrete convolution code and discarding 'polluted points' at the two ends; (5) we measure 
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the simulated spectra in the same way the real quasar spectra are measured to get the transmission 
correlation. 

To mimic the observed spectra as closely as we can, we use the same Aob. sampling points as 
in the real QSO spectra. In the highly over-sampled simulations we report on here, we do this by 
selecting only those points which are closest to the real Aob.t sampling points, but we have checked 
that integration over the finite pixel size as is effectively done in real observations does not change 
our results. Indeed, we have found that just using only the real sampling points gives almost all 
the details of the over-sampled spectra, i.e., the real sampling points are dense enough to reveal 
the fine features of the absorption lines. 

Six simulated spectra for a Zem =3.326 quasar are shown as dotted lines in Fig. 5(a), for Model 
DB1 parameters and for the spectral resolution of the Q0837 data. The three solid lines show the 
average 1 + e,.(dV) and its ±lu deviations, as estimated from a set of 400 simulated spectra. We 
see that the excess in the observed epp at dv ~ 150 km s-1 is indeed significant when compared 
with the Model DB1 predictions. In Fig. 5(b), similar curves are shown for a Zem =2.039 quasar. 
Again, this shows that the excess in the observed epp at dv ~ 150km S-1 is significant. We also 
note that the simulations show large fluctuations in 1 + epp at large dv (a regime which is not 
shown in Figs. 5a,b), similar to what we saw for the data in Figs. 4a,b. 

To investigate the possibility that the excess in the observed epp at dv > 100 km S-1 is 
produced by the dispersion in b, we have simulated absorption spectra for a truncated Gaussian 
f(b) distribution. We have examined a number of models, labelled FBI to FB5 and defined by the 
parameters listed in Table 3, which illustrate the influence of varying A, the mean b and Ub, iint and 
{3. These are in addition to the fixed-b models of Table 1. All FB models have N, = 1012.7cm-2 and 
Nu =1016.3cm-2, and all but FB5 have {3 =1.7; FB5 has {3 =1.57. The A values listed in column 
2 are determined, as for Table 1, by requiring a given mean value of DA. For example, Models 
FBI, FB3 and FB5 are required to produce D A = 0.2 for a zem = 2.875 quasar, Zuo (1993a)'s 
'Model AI' normalization; FB2 is required to give DA(zem =2.875) =0.25, Zuo (1993a)'s 'Model 
A7' normalization. In Zuo & Lu (1993), D A was measured for a large sample of quasars, and iint 

and A were simultaneously estimated, by an extension of the method proposed by Zuo (1993a) and 
Lu & Zuo (1993). The parameters of Model FB4 were chosen as the values given by the 'Sample 
2' QSOs in Zuo & Lu (1993), namely iint =2.87 and A =7.18 X 109 • 

Results for Models FBI to FB5, and also DB1, are shown in Fig. 6(a) for a Zem =3.326 quasar. 
Open stars denote the measured pixel-pixel transmission correlation of Q0837 + 1 09. The curves 
correspond to the pixel-pixel transmission correlation functions averaged over a set of 400 simulated 
spectra for the following models: dotted, DB1; short-dashed, FBI; long-dashed, FB2; solid, FB3; 
dot-short-dashed, FB4. In addition, the ±lu lines for Model FB3 (with the largest b-variation) are 
also shown by solid lines. In Fig. 6(b), similar results are presented for Q1247+267 (zem =2.039). 

Fig. 6(a) shows that 1+epp for Models FBI and DB1 are quite similar, except FBI has a little 
more correlation at dv ~ 100 km s-l. Model FB2, with a higher normalization, produces more 
absorption, i.e., a larger DA, and this is reflected in its larger correlation, which actually is larger 
than the observed epp of QSO 0837+109 at velocity separations dv < 50 km S-I; however, it is still 
significantly smaller than the observed one at separations dv ~ 150 km s-l. This demonstrates 
that, although the uncertainty in D A and hence the normalization could easily shift the simulated 
epp to match the observed one at separations dv < 70km s-1, since FBI and FB2 produce very 
similar epp at dv ~ 150 km s-1 it cannot explain the excess. Adding clustering of absorption lines 
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at velocity separation scales a few times the typical line widths will boost transmission correlations 
at both very small scales and at ilv ~ 150 km S-I, hence it is possible that the FBI or FB2 
parameters can work, with this extra ingredient. Model FB3, with bo = 40 km S-1 and 0'" = 25 
km S-I, does produce significant transmission correlations at ilv ,...., 100km s-l, and within the 
1-0' error limits, this model matches (barely) the real measurement of QSO 0837 at separations 
ilv > 150 km s-l. Model FB4 leads to a epp which is significantly smaller than the observed epp 

of Q0837 at all separation scales ilv < 250 km s-l. Because there are relatively more strong lines 
in our Model FB5, which has a 11 =1.57, the resulting epp is larger than that of Model FBI, but 
is still significantly smaller than the measured values at ilv ~ 150 km s-l. 

Fig. 6(b) shows that Models DBl, FBI and FB4 match the observed epp of QSO 1247+267 
reasonably well at ilv < 100km s-l, but are all significantly smaller than the observed one at 
ilv ~ 150 km s-l. Models FB2 and FB5 produce too much correlation at small separation scales 
and still fall short of the observed one at ilv ~ 150 km S-I. This time our excess velocity width 
model, FB3, does match the observed epp quite well at ilv > 100 km S-I, and is consistent at 
smaller separations. 

5.2 Insensitivity of the Transmission Correlation to Observational Noise 

We now discuss the effect that noise in the observed QSO spectra has on the transmission 
correlation function. We consider here mainly two sources of noise, the photon noise in the QSO 
fiux (including absorption by intervening absorbers), and the sky background subtraction noise. 
We develop a procedure to simulate such noise below. Other noise sources can easily be added, 
following this procedure. 

Consider the ith wavelength pixel in a quasar spectrum (real or simulated). Denote the quantum 
efficiency of the pixel by qi. If qi = 1, then the photon count in this ith wavelength bin is 

(5.5) 


where n"pect is the photon number contributed by the quasar fiux, which includes absorption by 
intervening absorbers, n"k1l is the sky contribution which comes from the same sky area covered 
by the quasar image, and n~kY is the average over some blank sky areas. We have omited the 
subscript "i" for the right-hand-side variables in eq.(5.5) to achieve clarity. We shall do the same 
below whenever we judge it will not generate confusion. 

Usually nspect dominates over n"k1l' since, to achieve high spectral resolution, only the most 
luminous quasars are observed; however, in the line center regions naky may dominate, since n"pect 

may be nearly zero there. For the variance 0'(ni) in the ith bin, we have 

(5.6) 


Here, and in the following, we assume that 0'(n~kY) = O. This is a good assumption if n~ky is 
obtained by averaging over a much larger blank sky area than the size of the quasar image. If this 
is not true, then eq.(5.6) can be easily modified. The pixel signal-to-noise ratio SIN is then given 
by ., 

line free region S Viii n"pect { Jqi ,!!:con- = ~ q. n. ect (5.7)line center region, N Vnspect +nsk1l n.A:. 
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where neon is the photon number contributed by the quasar continuum, which includes the Gunn­
Peterson absorption. 

We do our simulations according to the following formula: 

(5.8) 

where the subscript "simul" means choose a Poisson deviate from a Poisson distribution whose mean 
value is given in the parenthesis. Here the mean value qi n"pect is the simulated transmission (after 
convolution with an instrumental response profile) multiplied by qi neon' The noise is added only 
after the convolution with the response function, and is taken to be Poissonian. In the Appendix, 
we give a deta.i1ed proof that noise in different wavelength bins is not correlated, even after going 
through a spectrograph with finite instrumental resolution. 

To complete our prescription for the simulation, we need to know qi neon and qi n"ky' Letting 
the quasar continuum level (including the Gunn-Peterson absorption) be described by lv, we have 
neon ex: Ivdlnv, where dlnv is the size of the ith bin. In our case here, dlnv is the same for 
all wavelength bins (with a few exceptions). Since the observed relative intensity in the line free 
region is proportional to qilv, we know that qi neon is proportional to the observed relative intensity 
or counts in the line-free region. Since the noise is source dominated for the data considered here, 
in a line-free region we have (S/N)2 = qi neon. To simulate a realistic quasar spectrum, we first 
check the observed spectrum, identify a wavelength pixel in a line-free region and estimate the pixel 
signal-to-noise ratio. We then square S IN to get qi neon for this wavelength bin. Denoting the fitted 
continuum level to the observed relative intensity at the ith bin by Ii, then, for an arbitrary jth 
wavelength bin, we have qi neon = (IiI Ii )qi neon. For the sky background noise, we assume that 
n"ky is a constant which does not depend on wavelength. This is a reasonable assumption since 
the spectral coverage for the cases considered in this paper is relatively narrow. We take n"ky to 
be a free parameter and try various nconln"ky values in our simulations. 

For Q0837+109, we chose to normalize to the wavelength bin at Aob" = 49501 which has a 
continuum level Ii =27.27. SIN is about 10 there, so we adopt a qi neon = 100 for this normalization 
bin. We also chose to use qi n"ky = 10. For simplicity, in the following discussion we assume qi is 
independent of wavelength. This is reasonable as long as the wavelengths are not close to the blue 
end of the observed spectrum. Compare the observed Q0837 spectrum from Sargent, Boksenberg 
& Steidel (1988), Fig. 7(a), with simulations for Models FB1 (Fig. 7b) and FB3 (Fig. 7c). We see 
that our simulations mimic the observed spectrum quite well. Near the emission redshift, where the 
flux level is boosted significantly by the Lya emission wing, SIN is very large. For Q1247+267, we 
chose to normalize at the wavelength bin Aob.s = 33301 with Ii = 267.39. SIN there is about 20, so 
we adopt qi neon = 400 at this bin. We set qi neon =40. The Sargent et. al. data is shown in Fig. 
8(a), and simulated spectra for FBl and FB3 parameters are shown in (b) and (c), respectively. 
These figures show that, at a visual level, Model FB3 mimics the real spectra more closely than 
Model FB1, especially in the low Zem (Q1247) case. Of course, this is just one realization for each 
model, but the quantitative comparison using the transmission correlation function supports this. 
However, it is possible that a little clustering in Model FB1 at velocity separation scales a few times 
the typica1line widths may mimic the real spectra much better. 

We have measured some simulated noisy spectra to examine the influence that the noise has 
on the measured pixel-pixel transmission correlation function. Some results are shown in Fig. 9. 
Each curve represents the average of a set of 400 simulated spectra, all made using Model FB1 
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parameters. The solid line is the noise-free case. The other cases have varying amounts of noise: 
the dotted line is for qi neon = 100 and qi nak1l = 10; the short-dashed line is for qi neon = 25 and 
qi nak1l = 2.5; and the long-dashed line is for qi neon = 100 and qi nak1l = 100. The open stars 
denote the measured 1 + epp for Q0837. In Fig. 10, we show 0'(1 + epp ) as a function of ~v for 
a Zem = 3.326 quasar. All the curves are derived from the same sets of simulations done for Fig. 
9. These two figures show that the noise effect is not important at all, even for very low SIN 
spectra, and the noisy epp is very close to that of the noise-free simulations, except in the zeroth 
bin (~v = 0). This is, of course, expected since the noise is Poissonian, that is, is correlated with 
itself (therefore affecting the zero separation bin), but not with the noise in different wavelength 
bins. 

It seems that we don't need. very high SIN spectra to get very good epp measurements. This 
is true especially if the continuum determination is not seriously affected by the high noise level. 
We point out that the existing high resolution echelle spectra are ideal for the pixel-pixel trans­
mission correlation analysis advocated here, since they can be used to probe even smaller velocity 
separations, and the correlation signal will be boosted by high spectral resolution at small velocity 
separation scales. 

6. DISCUSSION 

6.1 Comparing The Measured DA with Model Predictions 

Our models are normalized to produce DA values which are acceptable within the uncertainties 
of observations. In this subsection, we check this by comparing the predicted DA values from 
our various models with the measure DA values for Q0837 and Q1247. For the purposes of DA 
determination, we do not remove the identified lines in the wavelength interval we are considering. 
For Q0837, the measured D A = 0.281 for ~oba from 4849.55A to 5258.99A. For this same ~oba 
interval, Models DB1, FBI and FB3 predict DA = 0.332; FB2 gives a large DA = 0.406; and 
Model FB4 leads to D A = 0.269. For Q1247, the measured D A = 0.071 for ~oba from 3250.16A 
to 3694.42A. For the same ~oba interval, Models DB1, FBI and FB3 predict D A = 0.094; FB2 
gives a large D A = 0.120; and FB4 leads to D A = 0.071, the same as the measured value. The 
theoretically predicted dispersion in DAis very small (Zuo 1993a, Lu & Zuo 1993, Zuo & Lu 1993), 
since a large number of lines are involved in its determination. Thus the large dispersion in the 
measured D A values indicates that measurement errors must playa major role. However, for the 
Q1247 spectrum, which has low redshift and very high SIN, the measured DA should be quite 
accurate. This suggests that Model FB2's normalization leads to an overestimate of the absorption 
produced by Lya forest lines. Even so, FB2 still cannot account for the large epp observed at 
~v ~ 150 km s-1. 

6.2 Results for Some Other Quasars 

We have studied in some detail the spectra of Q0837 and Q1247, and have found a significant 
excess in the observed epp at ~v ~ 150 km s-1. What about the other quasars in our sample? In 
Fig. 11 we compare simulated results with the measured 1 + epp for 4 other QSOs, (a) 0424-131, 
(b) 2206-199, (c) 151.1+091 and (d) 0014+813. In each panel, the open stars are the measurements 
from the real quasar ·spectrum. The 3 dashed lines are the mean 1 + epp and its 1-0' limits from 
a set of 400 simulations using Model FBI parameters, while the 3 solid lines are for Model FB3 
parameters. Notice that the Q0424 spectrum has a FWHM=0.8A, while the FWHM=1.5A for 
the other 3 QSO spectra. As can be seen from Figs. 4(a) and 11(a), the measured epp for Q0424 
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is exceptionally large and our 2 model calculations are well below it. The measured D A. between 
Aob8 = 3500A and 3848.81A, including the identified lines, is 0.162, which is significantly larger 
than Models FBI and FB3 predict, D A. = 0.115. H we remove the identified lines, the measured 
DA. = 0.142, still larger than Models FBI and FB3 can account for, but it is comparable to the 
prediction for Model FB2, DA. = 0.146. Renormalizing to a larger D A. value, such as Model FB2 
has, can match the observed epp at small velocity separation scales, but it is clear that even Model 
FB2 will not explain the observed epp excess at ~t1 ~ 150 km S-I. For the 3 FWHM=1.5A QSO 
spectra, we also see that the observed epp values decrease more slowly then the simulated ones do. 
Again the bottom line is that Model FBI type models, with bo ~ 30 km S-1 and O'b ~ 10 km S-I, 
cannot explain the observed large epp at ~t1 ~ 150 km S-I, while Model FB3 type models, with 
larger bo and O'b, are barely consistent with the observations. 

6.3 What About The Proximity EJJectf 

Near the quasar emission redshift along the line-of-sight, the ionizing field is significantlyen­
hanced by radiation from the quasar itself, and Lya clouds there are more ionized than average. 
This may explain the observed "proximity" or "inverse" effect, which suggests there is a system­
atic deficit of Lya absorption lines near the quasar emission redshift. We now examine how this 
enhanced ionizing field near the quasar affects our epp results. 

We assume that the mean intensity of the ionizing background at the Lyman limit frequency VL 
is JilL = 10-21J_21ergs s-lcm-2Hz-l sr-l, that its spectrum is fiat from VL to 4VL, beyond which 
the fiux level drops significantly due to Hell Lyman continuum absorption by Lya clouds (see Zuo 
& Phinney 1993). It really does not matter what the precise spectral shape is at v > 4VL since 
the HI absorption cross section is negligibly small at high frequencies. For the quasar at the end of 
the line of sight, we assume its monochromatic luminosity is given by LII = 1031 L31(V/VL)-1.5ergs 
s-1 Hz-I. For an Einstein-de Sitter universe (qO = 1/2), it is straightforward to show that the 
neutral hydrogen column density N of an absorption line of redshift Z near Zem is reduced to 

N'-~ (6.1)-l+w' 

where 
h2 

w = 1.253 X 10-7 (L31 ) (1 + Z)3 ( 1 +Z )2.5 (1 _ fT+Z) -2 . (6.2) 
J-21 l+zem V~ 

We have performed simulations for a Zem = 3.326 quasar that use eq.(6.1) to reduce N near Zem. 
Our simulated spectra for three different L31 h2/ J -21 values are shown in Fig. 12. In this figure the 
first panel is the spectrum without the "proximity effect", which is the same realization as the Fig. 
12(b) spectrum but without noise added. The second panel of Fig. 12 is the simulated spectrum 
for L31 h2/J_21 =1, the third panel for L31 h2/J_21 = 10 and the fourth one for L31h2/J_21 =100. 
All 4 panels are for the same realization of the line positions and properties. It can be seen that the 
proximity effect is significant if L31 h2/ J -21 > 10. Comparison with the real spectrum of Q0837 in 
Fig. 6(a) suggests that we can rule out values of L31h2/J-21 in excess of 10. 

In Fig. 13 we show how epp is affected by the proximity effect. The open stars are the results 
from the real spectrum of Q0837, the 3 solid lines are the mean 1 +epp and its 1-0' limits from a set 
of 400 simulations using Model FB 1 parameters and L31 h2/ J-21 =0, Le., no proximity effect, the 3 
long dashed lines are for L31 h2/ J -21 = 1, the three dotted lines are for L31h2 / J -21 = 10 and the 3 
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short dashed lines are for L31 h2I J -21 = 100. In all of these simulations, no noise was added. Again 
we see that if L31h2 IJ-21 > 10 then the resulting epp is significantly reduced at small velocity 
separation scales. However, it is also clear that proximity cannot explain the observed excess in epp 
at Av = 150 km s-l: the correction there is very small. 

For Q0837 +109, Lu et al. (1991) estimated the continuum flux at the observed Lyman limit 
frequency to be 1.2x10-27ergs s-1 cm-2Hz-l. This leads to L31 = 0.6h-2 for the Zem = 3.326 
quasar. According to Zuo & Phinney (1993), J-21 == 0.4 at the redshift we are interested in, from 
quasar contributions alone. Combining the two implies that L31 h2I J -21 cannot be much larger 
than 1.5 for Q0837. Figures 12 and 13 then show that the proximity effect is not very important, 
although it is certainly not negligible. With a large sample of good quality QSO spectra, we may be 
able to use epp to explore the proximity effect and to determine the mean intensity of the ionizing 
background, J -21. 

6.4 Advantages ofepp over Line Counting for Distribution Estimation 

One would like to think that the f(b) distribution and the neutral hydrogen column density 
distribution of QSO Lya forest lines can be well-determined by the line counting method using very 
high spectral resolution and very high SIN spectra. But up to now this has not been the case. The 
high spectral resolution data used for b and N distributions have lacked the exceptionally high SIN 
one would like to have. Also the measured N value is very sensitive to the adopted continuum level, 
and the measured b value may be as well. At very high redshift, the lines are badly blended and 
there are few line-free regions that one can use to obtain a sensible continuum, even with infinite 
spectral resolution. Furthermore, when several lines are blended together, it is no easy task to 
separate them properly to get the right band N for each component. These complications are very 
well appreciated by people working in this field and they are usually the source of controversies, 
especially when the noise effect is mixed in (see e.g., Rauch et al. 1993). Our method sidesteps 
most of these difficulties. At the very least, it is a good complementary method, and deserves 
further exploration. 

7. CONCLUSIONS 

We summarize our principal results: 

1. We have developed a technique for calculating the transmission correlation produced by 
randomly distributed lines, which we applied to various Lya forest line distribution models that 
illustrate the broad features expected in observed transmission correlations. 

2. We have introduced an operationally straightforward procedure to measure the pixel-pixel 
transmission correlation function for observed quasar spectra. We have applied this method to 12 
Sargent, Boksenberg & Steidel QSO spectra which are of high quality both in spectral resolution 
and SIN. 

3. The observational transmission correlations were compared with both theoretical predictions 
and the correlations ~easured from simulated quasar spectra. These simulations of a given quasar's 
spectrum use the same wavelength sampling points, instrumental resolution, continuum information 
and noise properties as for the real spectrum so that we mimic the observed spectrum as closely as 
we can. 
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4. Comparison of the transmission correlations obtained from simulated spectra with the ob­
served 1 +e"" has led to the discovery that there is a significant excess in the observed pixel-pixel 
transmission correlation function e"" at .6.v !:= 150 km S-l, if the Carswell et ala (1991) feb) 
distribution - a Gaussian with a mean bo =30 km s-l and t1b =10 km S-l - is used in the sim­
ulations. One explanation is that the Lya forest lines are actually clustered at velocity separation 
scales .6.v !:= 150 km S-l. Another explanation is that f(b) should have more large b clouds and a 
larger dispersion in b than the Carswell et ala distribution gives. The observed results are roughly 
consistent with models having bo = 40 km S-l and t1b = 25 km S-l. 

5. We have used simulated spectra that add experimental noise to show that e"" is not sensitive 
to noise at all except in the zeroth bin (.6.v = 0). This is because noise in different wavelength bins 
is not correlated, as we demonstrated in the Appendix. An important property of the measured 
e"" is that it is not affected if the continuum is underestimated or overestimated uniformly by a 
constant factor. More generally, we believe that the measured e"" should be quite robust to errors 
in the continuum determination, since we are probing at velocity separation scales which are less 
than several typical line widths. These nice features should be contrasted with those of traditional 
line counting methods, where the outcome is very vulnerable to the noise level and the errors 
in continuum estimation. Thus, with the burst of high quality data promised by the upcoming 
100meter class telescopes in the near future, we believe that the transmission correlation method 
introduced here will furnish a powerful tool for extracting information from the crowded Lya forest. 
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APPENDIX: Noise in Resolution-Degraded Spectra 

In this Appendix, we give a mathematical demonstration that the original un correlated photon 
noise at two different wavelength bins remains uncorrelated after going through a spectrograph 
with a finite spectral resolution. The critical feature is that the transition of a given photon from 
an initial wavelength bin to a final wavelength bin is described by a probability function, and not 
by a convolution of the flux. The latter would have led to correlation if the separation between two 
final state wavelength bins was less than the width of the instrumental response profile. 

Suppose that we integrate for some time and group photons arriving in front of a telescope into 
the wavelength bins i =0, ±1, ±2, ...,±oo. In each bin, the photon number obeys Poisson statistics 
with a mean iii. Here we only consider a set of fixed iii. After passing through the telescope and 
the spectrograph, these photons end up in detector wavelength bins 0 =0, ±1, ±2, ...,±oo. We do 
not assume that the two sets of wavelength bins are the same. Let us assume that our instrumental 
point spread function or response function, qiOK' has a finite width. qioK is the probability that a 
photon in initial bin i ends up in a final state bin OK. 

Consider a realization of the original photon counts ni, drawn from a Poisson distribution with 
fixed mean iii for each bin i. Thus ni and nj are un correlated for i f:. j. If we were to convolve 
the generated randoms digits with the instrumental response function qioK' photon numbers in the 
detector wavelength bins OK would be correlated over separations below the width of qioK' since a 
photon in an initial state wavelength bin in front of the telescope would contribute partly to different 
OK. However, photons do not break up. The instrumental convolution of the photon flux is really a 
probabilistic thing; that is, the response function qioK should be viewed as a transition probability 
describing the likelihood that an incoming photon in front of the telescope will be channeled into 
detector bin OK. It is then a straightforward exercise in probability theory to demonstrate that the 
photon numbers in different OK detector bins are uncorrelated, no matter how close the wavelength 
bins. We now prove this statement. 

Consider a wavelength bin i in front of the telescope. Let PiOK (miOK liii) be the probability that 
the OK bin detects miOK photons from the ith bin. It is a Poisson-distribution with mean qioK iii: 

(A.l) 

We now show that the joint probability for the {miOK} is just the product of these individual 
Poissonians, which demonstrates that the final state bin counts are statistically independent of 
each other. Suppose the initial state bin i has ni photons. It is drawn from a Poissonian with mean 

(A.2) 

The way these i-bin photons are redistributed into the QK bins is described by the standard 
multinomial distribution: 

where L miOK = ni • (A.3) 
K 
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(The problem is akin to distributing balls into boxes, labelled OK, with some boxes being more 
likely to get a ball than others, with weight qiOK') We want to average over all possible ni to get 
this joint probability given just the mean ni: 

m'GlK 
=II qi~K , II i("GlK e-q'GlK ni 

K m'OK' K 

=IIpioK(mioKlni) . (A.4) 
K 

In the second step we have used the normalization:EK qioK = 1 and also replaced ni by:EK miOK' 
This result also explicitly demonstrates that the mean photon number in bin OK that began in bin 
i is indeed miOK = qiOK ni. 

Since the initial state counts are independent of each other, the redistribution into final state 
counts is also independent. Thus to get the joint probability distribution for the total counts in 
bin OK, 

(A.S) 

we just take the product of terms (A.4), one for each i, and sum over the {miOK} configurations 
which add up to M OK : 

We have inserted an MOK! to make the term in big curly brackets immediately recognizable as the 
multinomial distribution. It is summed over all possible configurations which add up to MOK ' and, 
of course, this is just 

We therefore finally have 

MMGlK 
P(MOl,Mo2,Mo3,. .. ln},n2,n3,"') = II AlK , exp[-MOK1, where MOK == LqiOKni , 

K OtK' 

(A.6) 
a product of independent Poissonian distributions, with the mean number in bin QK given by the 
convolution of the mean number in the initial state with a response function qiOK' 

So far in this Appendix, we have dealt with photon counting statistics for a given set of ni. 
For a given theoretical model, say one characterized by the parameters iinh /3, bo, O'b, ••• , different 
realizations of the line distribution result in different ni, which will be correlated, because of the 
finite width of the absorption lines and possibly because of clustering. The joint probability dis­
tribution for the ni, P(nl' n2, n3, ..•I;int, /3, ...), therefore does not split into independent products. 

-22­



The way the correlations that we measure in the MOtK enter is through this joint probability for 
{iii} configurations: 

{ni con/ig6} 

x P(ii}, ii2, ii3, .•.liinhP, •••) • (A.7) 

It is this correlation that the transmission correlation function measures, and there is no extra 
correlation arising from photon counting statistics. 
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TABLE 1 
Model Para.meters for 1 + eo (Av) Calcula.tions 

Model A 1iftt 
(km s-1) 

b N, 
(cm-2) 

Nu 
(cm-2) 

DB1 1.7 1.1x101o 2.75 30 1012 .7 1016.3 

DB2 1.7 1.1x101o 2.75 30 1012.0 1016.3 

DB3 1.7 1.1x101o 2.75 30 1012.7 1017.0 

DB4 1.7 1.9x101o 2.3 30 1012.7 1016.3 

DB5 1.7 2.8x101o 2.0 30 1012.7 1016.3 

DB6 1.57 1.7x108 2.75 30 1012.7 1016.3 

DB7 1.7 1.3x101o 2.75 20 1012.7 1016.3 
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TABLE 2 

QSO Sample Used in Transmission Correla.tion Measurements 


Object Zem FWHM (A) ..\008 Range (A) ID Line/Total Line 

Q1159+124 3.502 0.8, 1.5 4617.79-5472.95 12/110 
Q0014+813 3.377 1.5 4761.31-5320.99 13/86 
Q0837+109 3.326 0.8 4849.55-5258.99 2/87 
Q0114-089 3.199 1.5 4760.00-5104.60 0/50 
Q1511+091 2.878 1.5 4201.15-4560.53 3/51 
Q0142-100 2.727 0.8 3822.86-4530.80 10/125 
Q2206-199 2.559 1.5 3820.00-4326.57 8/46 
Q1623+269 2.526 0.8, 1.1 3616.69-4286.45 28/83 
Q0237-233 2.222 0.8 3345.10-3916.89 26/87 
Q0424-131 2.166 0.8 3500.00-3848.81 7/50 
Q1247+267 2.039 0.8 3250.16-3694.42 4/48 
Q1017+280 1.928 0.8 3200.00-3559.48 5/34 
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TABLE 3 

Model Parameters for 1 + epp( a v) Simula.tions 


Model A iint {3 bo (1b bmin bma.z 
(km s-l) (km s-l) (km s-l) (km s-l) 

FBI 1.10x101O 2.75 1.7 30 10 12 SO 
FB2 1.42x 1010 2.75 1.7 30 10 12 SO 
FB3 9.55x109 2.75 1.7 40 25 10 100 
FB4 7.1Sx109 2.S7 1.7 30 10 12 SO 
FB5 1.70x1OS 2.75 1.57 30 10 12 SO 
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FIGURE CAPTIONS 


Fig. 1. The transmission correlation function 1 + e(~v) as a function of y == l~vl/6v for our toy 
model of identical un correlated clouds, each having depth TO and width 6v that together result in an 
average depth (T(V» == N,TO' The models shown are: (a) TO =0.5, N, =0.5; (b) TO =2, N, =0.5; 
and (c) TO = 0.5, N, = 2. The effect of finite instrumental resolution is shown by the sequence of 
curves labelled by various Yx == vx/6v. 

Fig. 2. The transmission correlation function, l+eo(~v), produced by uncorrelated Lya forest lines 
drawn from a power law distribution in HI column depth and redshift, is plotted as a function of 
~v/b for the redshifts shown. The models shown, with parameters defined in Table 1, are (a) DB1, 
DB2 and DB3, (b) DB4 and DB5, and (c) DB6 and DB7. The curves are for infinite instrumental 
resolution. The effect of decreasing resolution, parameterized by the Gaussian width 0'>., is shown 
in (d) for the model DB1 calculated at Z = 4.5. 

Fig. 3. The spectrum of Q0837+109 from Sargent, Boksenberg & Steidel (1988) and the continuum 
fit (the dashed line). 

Fig. 4. (a) The measured pixel-pixel transmission correlation 1 + epp(~v) as a function of ~v for 
six quasars of spectral resolution FWHM= 0.8..4.; (b) the same, but for six quasars of resolution 
FWHM~ 1.5..4.. 

Fig. 5. (a) The two short-dashed lines are l+e(~v) curves for Model DB1 with a FWHM= 0.8..4. for 
Z = 3.326 and Z = 2.989. The open stars denote the measured pixel-pixel transmission correlation 
of Q0837 + 109. The six dotted lines are the results measured from six simulated spectra, calculated 
by the same procedure used for the Q0837+109 data. Also shown in the figure as three solid lines 
are the averaged 1 + epp(~v) and its 1-(1' limits from a set of 400 simulated spectra. (b) The same 
as (a), but for the quasar Q1247+267 and the two redshifts Z = 2.039 and z = 1.674. 

Fig. 6. (a) 1 + epp as a function ~1.7 for a Zem = 3.326 quasar. The open stars denote the measured 
pixel-pixel transmission correlation of Q0837 + 109. The three solid lines are the average and ±1(1' 
variation of 400 Model FB3 simulations. The rest of the lines show just the 400-simulation averages, 
for the following models: DB1 (dotted), FBI (short-dashed), FB2 (long-dashed), FB4 (dot-short­
dashed) and FB5 (dot-long-dashed). (b) Same as (a), but for a Zem =2.039 quasar, Q1247+267. 

Fig. 7 (a) Normalized flux or transmission as a function of the observed wavelength Aob. for 
Q0837+109 (Sargent, Boksenberg & Steidel 1988). (b) Simulated spectrum using Model FBI 
parameters and including noise. (c) A Model FB3 simulation with noise. 

Fig. 8 Same as Fig.7(a,b,c), but for for the quasar Q1247+267. 

Fig. 9. The influence of noise on the transmission correlation function. The open stars denote 
the measured 1 + epp of Q0837. Each curve shown is the average of a set of 400 simulated Model 
FBI spectra. The solid line denotes the noise-free simulation. The dotted line is for qi neon = 100 
and qi n.ky = 10, the short-dashed is for qi neon = 25 and qi n.ky = 2.5, and long-dashed line is for 
qi neon = 100 and qi n.ky = 100. 

Fig. 10. (1'(1 + epp) as a function of ~v for a Zem = 3.326 quasar. Each curve shown is derived 
from a set of 400 simulated Model FBI spectra. The solid is for the non-noisy simulations. The 
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dotted line is for qi neon = 100 and qi n.tky = 10. The short-dashed line is for qi neon = 25 and 
qi n.tky =2.5. The long-dashed line is for qi neon =100 and qi n.tky = 100. 

Fig. 11. (a) Comparison of 1 + epp( Av) for 4 quasars (open stars) with simulations of Models 
FBI (dashed lines) and FB3 (solid lines). The 3 lines show the mean 1 + epp and its ±10' varia.­
tion, estimated from sets of 400 simulations. The quasars are (a) Q0424-131, (b) Q2206-199, (c) 
Q1511+091, (d) Q0014+813. 

Fig. 12. The influence of the "proximity effect" on simulated quasar spectra for Zem = 3.326. Model 
FBI parameters have been used. The first (top) panel is the spectrum without the proximity effect, 
which is the same realization as the Fig. 6(b) spectrum but without noise added. The second, third 
and fourth panels are the simulated spectra for the following values of L31h2 /J-21: 1 (second); 10 
(third); and 100 (fourth). All 4 panels are derived from the same realization. 

Fig. 13. The influence of the "proximity effect" on 1 + epp as a function of Av for Zem = 3.326. The 
open stars denote the results for the real spectrum of Q0837; the 3 solid lines are the mean 1 + epp 

and its 1-0' limits from a set of 400 simulations using Model FBI parameters and L31h2 / J-21 = 0, 
i.e., no proximity effect; the 3 long dashed lines are for L31 h2/J_21 = 1; the three dotted lines are 
for L31h2 / J-21 = 10; and the 3 short dashed lines are for L31h2 / J-21 = 100. 
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