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Note by the Editors: 
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manuscripts of their talks. We are most appreciative of these efforts. 
The discussion was taken from tape recordings, and although an effort 
was made to identify the speaker and to correctly interpret their remarks, 
undoubtedly mistakes have been made. An effort was made in most cases 
to give the persons involved in the discussion a chance to edit their 
remarks, but to expedite the publication and prevent multiple exchanges 
of correspondence it was necessary to referee this procedure. It has not 
been feasible to submit to the authors the final versions of their papers or 
discussions. 

Some of the papers included in these proceedings have also appeared 
as internal reports from the author's laboratories. These papers are 
included here for the sake of completeness and coherence. 

The editors express their appreciation to all those who have labored 
over the arduous task of putting together these minutes. We especially 
appreciate the efforts of Miss Jean Luniak and Miss Rosemary Mulrooney 
for transcribing and typing the manuscripts, making arrangements, and 
helping in the correspondence; to Mr. Dave Gill for setting up the figures 
and assistance in proofreading; to NIr. Homer Clover who redrew figures 
where necessary; and to Mr. Dean Wilke for his conscientious job of 
duplication. The technical assistance of Mr. Henry Boatner, Mr. Ed Wille, 
and Dr. Phil Meads in recording the conference was especially commend
able. The efforts of Dr. Charles Pruett, :Mr. J. Laufenberg, and 
Mr. R. Fasking in making and reproducing slides greatly assisted in the 
presentation of the papers during the conference and in the reproduction 
of the figures in these minutes. -
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INTRODUCTION 

The conference whose minutes are reported in this volume was the fourth 
in a series, previous conferences having been held in 1961 and 1962 at 
Brookhaven National Laboratory and in 1963 at Yale University. These con
ferences have been informal in nature, stressing primarily the progress made 
in the design of proton linear accelerators. This conference was sponsored 
by the Midwestern Universities Research Association and supported by the 
U. S. Atomic Energy Commission. 

The interest in these conferences has grown appreciably, as evidenced 
by the increased participation and number of contributions. Starting from 20 
participants and 17 contributions in 1961, we have reached a level of 96 
participants and 54 contributions. The participants at this conference 
represented 24 institutions coming from seven different countries. Even with 
this size, it was possible to preserve informality and to allow speakers 
sufficient time to make their presentations and to hold adequate discussion. 
Fortunately, it was not necessary to turn away any worthy contribution or to 
hold concurrent sessions. 

}fIII 

"" 

..", 

The conference was held at an especially opportune time for linac 
enthusiasts. In the U. S. there were three proposals for construction of 
linacs of energy 200 MeV or greater, these being the 500 MeV injector for the 
AGS at Brookhaven National Laboratory, the 200 MeV injector for the ZGS 
at Argonne National Laboratory) and the 800 MeV meson factory at Los Alamos 
Scientific Laboratory. On the foreign scene, there are plans for meson 
factories at Strasbourgand Karlsruhe, a new injector for the PS at CERN, and 
plans for an injector for a high energy AGS (Jupiter) at Sac1ay. Within the 
U. S., design studies of linacs have been closely coordinated under the 
auspices of the AEC by the Linac Coordination Committee. This conference 
gave the working members of the design teams a chance to interact freely. 

-
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- The new linacs being designed require increased beam current and
 
pulse length, This has spurred interest in beam loading phenome.na and
 
improved design of preinjectors. Much progress was reported at the
 

....	 conference in those areas but neither has yet arrived at a satisfactory state . 
For linacs whose energy is .greater than 200 MeV the question of choice of 
rf structure remains unresolved although considerable progress has been 

- reported. Renewed interest in the design of superconducting linacs was
 
in evidence, particularly as reported from Karlsruhe.
 

We would like to take this opportunity to thank the many people, 
both MURA staff members and visitors, who helped make the conference 
run smoothly. We would particularly like to thank Lloyd Smith,. 
Rolland Perry, Keith Symon, John O'Meara, Jim Leiss, George Wheeler, 
and John Blewett who assisted by serving as session chairmen. 

-
F, E, Mills 

-

.... 

-

-
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R. F. ACCELERATING STRUCTURES: THE CROSS-BAR STRUCTURE 

A. Carne-
Rutherford High Energy Laboratory, Chilton, England 

1. Introduction-
Interest in the Cross- Bar Structure is now centred on the energy- range 100-200 MeV. Here it is being considered as an alternative to 

the Alvarez structure for the 200 MeV, 200 Mcl s, Pre-Injector Linac 
for the CERN 300 GeV A. G. S. project (I). The Cross Bar structure - offers several advantages over the Alvarez Guide: Comparable shunt 
impedance, wide bandwidth and high group velocity in 77' -mode op
eration, physical compactness and good mechanical tolerances. In 
this energy range, focusing is a structure design requirement (though 
no specific calculations have been done so far), so that drift tube· 
diameter must be chosen on the familiar basis of focusing, and r 0 f. 
breakdown capability in conflict with shunt impedance. -

It is the purpose of this paper to report on the theoretical work,- practical measurements on f3:: • 4, 13::. 56 models, corresponding to 
85 and 200 MeV, and further work on the early 400 Mcl s Cross-Bar 
Structure described elsewhere (2).-
2. Theoretical 

The major theoretical work is being carried o.ut by Georges D~me -
at CERN, and some of the conclusions are presented here. 

- The formation of field patterns has been derived on a basis of 
rectangular or square guide (where the side of the square equals the 
liner diameter), and the fields computed as if the currents were- carried on the centres of the bars. Shunt impedance and Q at 77' -mode 
have been found as functions of bar diameter d and /3, by assumings 
losses in the current carrying bars and side walls only. Losses in 
drift tubes and the non (total) current carrying bars are not included. 
If L, D, d, have meanings given in figure 8, and if k =: wI c, 2.:: (D-d) 12, 
we have 

-1 

.!Llog(2L ~f3(77'ds\ F+(77'ds\ 16e- 77'D/L } • •• i) 
1r \Kdsl 4L -) 4L / 1+2e- 77'D/L 

-

-
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3-
where K is the complete elliptic integral: K = v/2 (1 + 2e- TrD/L +... )2 

Qo = LOg( 2L J 7Tds J (J" is the Q-value for losses on bars only ... 
Kd s ) A Tr€f-

and F = v 12 (k,Q + sin kR cos k~) -1 ~ 1. Since DI L is usually» 1,-
K '" v/2, and equation i) reduces to 

- -1 
. .. iii) 

- Equation iii) has been checked against the early 400 Mcl s model to give 
Q = 11, 200 against a measured 11, 900 (scaled from brass). This is very 
good agreement. Shunt impedance is given by: -

7] = QZo
 
L kJl (1+cot 2k.£.)+ cot k.e.
-

where Zo = 60 log (2L ) is the characteristic impedance of a coaxial 
Kd s 

line, centre conductor ds ' (square) side L; and M is the transit time factor 
(the experimental approach to T. T. F. is given in section 4b). The 
variation of maximum shunt impedance with bar diameter and velocity is 
found by considering the maximum value of (Q Zol L) with ds and f3 . 
(The term inside the square bracket of eqn. iv) is proportional to (particle 
energy gain)2/(stored energy), again discussed in section 4b). Considering -
only the second terms inside the bracket of eqn. i), we must maximise 
the function 

((-
A good approximation to the maximum is given when 

Log (.1h.-) = 1 + { + -/1 + O. 541"'t! 
1T'd s 

v D (2k.Q \ 1 ] - where e = 2 log (1 + 2e - vD/L+.. ) = 2 log &- + 2e- rr=a --:;;:-) 73 , and 

r=8 F/3 Since e and r increase with /3, TJ decreases (slowly) 
v 

-
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- with /3. If the optimum shunt impedance at /3 = 0 is given by unity, then 
we have for TJ and (L! d ) opt:s

- /3 (L! ds ) opt. TJ max. 
o 5.8 1 

. 5 8.7 0.69
 - 1 16.6 0.42
 

It is of interest to note that the bar need not be changed for /3 = O. 5 to 1. O.
 - Over the energy range of interest (100-200 MeV), the fall of TJ max is
 
12%.
 

- 3. Field Patterns in the Cross- Bar Structure 

Further measurements have been carried out on the early, sym- metrical, 400 Me! s model to determine field patterns in the various modes. 
This was done by axial field perturbation, and by magnetic loops through 
holes in the liner. The results are summarized in figures 1 and 2. In - addition to the two w - /3 branches shown in figure 1, there were many 
other resonances, all of them very much smaller than those plotted (of 
the order 30 db down) and may be H-modes, cable resonances, or 
harmonic resonances from the signal generator used. -

The upper branch of the w - /3 curve is obtained when the guide 
behaves as coupled coaxial resonators in the TEll mode, giving rise to 
the TMO1 mode along the guide. In this mode the magnetic field line s are 
purely circumferential, but distorted into oval, rather than circular,- loops. Note also that for the TEll mode (coax.) or TMOl guide, the zero 
mode can exist as the boundary conditions at the end plates can be satis
fied. (The zero mode point in Figure 9, reference 2, is ·in fact the zero 
mode point for the upper branch). This mode has a forward fundamental, 
and is similar to the fundamental mode for the Alvarez structure. That 
this is so can be seen by linking together a series of coaxial resonators 
in the TEll mode. Distorting the outside diameters to give a cylindrical 
waveguide with partitions reduces both 0 and 7T' mode frequencies. Note 
the current flow is in opposite directions, 0 -mode, and in the same 
direction in 7T' -mode on either side of a partition. Cutting slots in the 
outside edges of the partitions in the direction perpendicular to the plane 
of the bars, does not affect the current lines in O-mode, but shortens 
them in 1T -mode, 1. e. causes the 'Tr -mode frequency to increase. The 
same effect can be seen by considering the capacitive effect of the slots. 
Putting in drift tubes loads down the two frequencies by roughly the- same amount. 

-
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The "Cross-Bar Mode" is the lower branch in the w - f3 diagram, 
and has been previously (2) described in terms of coupled coaxial 
resonators in the TEM (fundamental) mode*. (It should be remarked 
that this synthesis of modes in terms of partitioned coaxial resonators, 
rather than by starting with cylindrical guide with thin partitions, is 
preferable since it does allow for the effect of the finite thickness of the 
structure components). As such it is not possible to terminate the 
structure in 0 or 2 7T (1. e. when all the bars act as coaxial resonators) 
modes. On the 4 whole section model used with. terminations in half bars, 
in 7T -mode the magnetic field was seen to exist in loops round one set 
of bars, and none at all in the second set containing the terminations. 
Fi.gure 2 shows the magnetic field patterns, and the axial field plots 
(N. T. S.) in some of the modes measured in the model. It can be seen 
that for modes Q < 17' , circumferen.tial as well as coaxial H fields can 
exist. How much the circumferential components of H fields depend on 
the terminations than perhaps on some hybrid coaxial mode is not clear 
at present. Further measurements on the model with flat-plate term
inations are to be done to clarify this (and, more important to enable us 
to find the characteristics of the structure with one set of bars removed). 
For modes 27T > Q ~ 7T H-lines coaxial with the bars only were found. , 
In this short symmetrical model no degeneracy was seen (but not sur
prisingly). A long 30-cell model, without drift tubes, with bars whose 
diameters are in the ratio 2: 1, has been made to study the 7T -mode 
region, but there are no results to report as yet. Although there is a 
physical a$ymmetry in a long structure, it should be possible to have a 
continuous w - f:3 curve at 1T' mode and hence a high group velocity. 
For small gaps with resulting uniform E fields, asymmetries in the drift 
tUbe lengths will have only a second order effect on capacitance, re
ferred to one set of drift tubes or the other. Equalizing the bar 
diameters (or nearly so) to give the same 7f -mode resonant frequencies 
has onJ.y a small effect on the shunt impedance. Fine tuning can be 
obtained by use of tuners in the neighbourhood of one set of bars. 

*NB.	 In Yale Conference Report P121, figure 9A '0' -mode, ALL E-lines 
should go from bars to liner, and not only alternate bars as drawn. 
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4. Quarter-Scale Models for CERN 200 MeV Linac 

Two 800 Mel s (1+2 (1/2» cell models have been made, for velocities 
13 = • 4 (,.." 85 MeV) and 13 = • 56 ( ,.." 200 MeV). The two sets of drift 

tubes are of different lengths but constant diameters dl A = 0.0868, 
corresponding to d = 5. 125 inches, full scale, to enable them to house 
quadrupoles; drift tube bores d'i A = 0.0233, as the value taken for 
the stage 1 design for the Alvarez structure. In each model, 3 different 
diameters for the current carrying bars borresponding to LI d = 6, 8,s 
10) and 3 values of liner diameter (DI A = 0.373, 0.4, O. 427, Le. 
14, 15, 16 em at 800 Mel s) were used. For a given liner diameter, for 
each diameter bar, the length of the 'large I drift tubes was adjusted to 
give a 7T' -mode resonant frequency within 2 Mel s of 800 Mel s, and the 

r; !Q measured. The liner was then bored out and the measurements 
repeated. The same sets of drift tubes and bars could be used, since 
boring out the liner increases the cavity inductance, and reducing the 
lengths of drift tubes (i. e. increasing gap lengths) reduces the capacitance 
and restores the resonant frequency. Bandwidths, defined here by 
(f27T' - fo) If 7T' cannot be measured directly for the reasons given previously, 
but extrapolation from the modes measured give values of the order of 
100%. 

Further aspects of these models are discussed under separate headings.. 

(a) R. F. Breakdown 

As yet there is no detailed information on the field distribution 
across the drift tubes, so that r. f. breakdown capabilities are not known. 
To this end, high power measurements are to be carried out in the near 
future. However, rough estimates on performance can be obtained from 
data given by Wilkins (3) for re-entrant cavities. Treating each half
cell as a separate cavity, for which T. T. F. (measured) and Eo (the mean 
gap field, assumed uniform) are known, then for the drift tubes for the 
given diameter and profiles given by r 0 1A = 0.0127, r11 A = 0.0062, 
(L e. the same as the Rutherford Lab. or CERN 50 MeV LinacsL values 
of Esl Eo in the range 1. 2 - 1. 5 for 13 ::: .4 - . 56 can be expected, and 
for E s ~ 14.7 Mv/m (Kilpatrick's Criterion at 200 Mc/s) acceleration 
rates of the order 4 MeV/m could be achieved. Alternatively, and 
subject to the practical requirement"s of quadrupole focusing, smaller 
drift tube diameters could be used with a lower acceleration rate, with 
an improvement in shunt impedance. (Maximum shunt impedance re
quires that dlL and 11 d be as small as possible for a given (g/ dL where 
the terms have the meanings given in figure 8). 
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(b) Transit Time Factor, and .,., /Q-
It was clear from the measurements on the early 400 Mel s 

model that although the shunt impedance was high, so too was the content 
of higher order space harmonics. Since these contribute only to the 
losses, and not to acceleration, the Cross-Bar Structure is from this 
point of view still somewhat inefficient. By changing the lengths of drift 
tubes, but keeping the gap lengths constant so that the effect on resonant 
frequency is only second order, a change in harmonic content can be- obtained. The Tf ··mode wave form is given in the sketch, where 

t is the length of the small drift tube- Ll is the length of the large drift tube 
L, periodic length, ::: l+1.'+2g; 
/3 oL = Tf for 1f - mode 

Eo }..: 

-
- The field is assumed uniform in the region of the gaps (a fair assumption 

providing the gaps are small), and zero inside the drift tubes 1,1. '. 
The amplitude of the nth ha.rmonic: is given by 

f
L 

If 
L 

(T. T. F.)n = E(z)cos f3 n Z E(z) dz 

oo 

- sin 

and for the fundamental, the T. T. F. is 

sin .:!!- (g+ JL I) /11" g/ 2LM = sin2!:&

2L 2L /
 

Clearly the smaller the gap, the larger the T. T. F. (practically obtainable 
by use of small diameter drift tubes), and the smaller the drift tube JL, 

-
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the greater the T. T. F.. Curves of T. T. F. to include the drift tubes 
geometries of the two models are given in figure 3, and compared with 
measured values: agreement is good for small gaps, ,...., 3/4%, but for 
larger gaps the error is larger, ,....,5-1/2%, as to be expected since the 
gap field becomes non-uniform (but nnre like 1/r variation from the 
large drift tubes, as for a coaxial field). 

The optimum efficiency for the structure is when the ratio (Energy 
gain per unit length)2/(Stored energy per unit length) is a maximum, i. e. 
the stored energy needed to produce a required accelerating field in a 
minimum. This ratio is proportional to TJ IQ, and for small gaps, 
proportional to M2(2g/L). Curves of M2(2g/L) against (2g/L) for values 
of 2. f II are plotted in figure 4. For most values of .Q..' IJL the optimum 
ratios are for (2g/L) ,...., O. 7-0. 8. Note that the maximum value is for 

...R.' IJ.. := ro, i. e. when there are no small drift tubes, and (2g/L) -= 

0.74, but since field lines e:xist round these bars and drift tubes in the 
(7r , 2.".) region, doing this removes some capacitive loading, with a 
consequent reduction in bandwidth. For ..Ill I;. 3-4 there is little 
variation in M2(2g/L) with (2g/L) in the range 0.6-0.8. For a given 
small drift tube length Jl (as used in both models where ). = stem diam. 
= 2 x outer profile radius, equal to 1-112 inches at 200 Mel s) M2(2g/L) 
is given in figure 5, where the optimum values are for ;.' IA. ,.., 2, 
f3 = • 4; .1' 11 ,...., 3, f3 = • 56. 

For a given liner diameter, for each value of bar diameter, the 
large drift tubes were machined to give the correct frequency, and the 
( Tj I Q) value was measured, accordi ng to the formula 

L 
TJ IQ = A (J 0 E(z) cos f3 nz dz)2 I W E L , f3n = f3 0 = ."./L 

where E is the stored energy, and A = 2 for T. W. operation, = 1 for S. W. 
(e. g . .". ). (Results given previously (2) were in fact for T. W. operation, 
so that '1T' -mode values should be reduced by a factor 2). Results obtained 
so far are given in figure 6, and scaled to 200 Mc/s ( ." IQ ex II ~ ), in 
table 1 below. Values of 7J /Q are between 2 (at /3 = .4) and 3 (fJ = • 56) 
times greater than corresponding values for the Alvarez structure (1). 
That there is a change of shape in the sets of points (13 = • 4) is in agree
ment with figure 5, where for D = 14, 15 em (model) all points are to one 
slde of the peak, but for D = 16 em. includes the peak. 
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TABLE 1
 

800 Me/ s CROSS BAR MODEL MEASUREMENTS 

f3 = 0.4 .i = 0.375 11 

-ry/Q 
D L/

d
, Q (Scaled to -ry / Q th. 

(em) s 2g/L j,'/l, M M(eal) -ry/Q (Brass) 200 Me/ s) 800 Mel s 

14 6 0.337 4.219 0.8757 0.8845 4.55 x 103 2.320 1.14 x 103 4.50 x 103
 

14 8 0.421 3.560 0.8371 0.8472 4.91 x 103 2.180 1.23 x 103 4.72 x 103
 

14 10 0.482 3.080 0.8026 0.8178 4.87 x 103 2.130 1.22 x 103 4.83 x 103
 

15 6 0.417 3.592 0.8390 0.8486 4.58 x 103 2,790 1.15 x 103
 

15 8 0.501 2.931 0.7866 0.8080 4.68 x 103 2.760 1.18 x 103
 

15 10 0.561 2.453 0.7481 0.7764 4.78 x 103 - 1.20 x 103
 
..... 
0)16 6 0.507 2.880 0.7821 0.8050 4.55 x 103 3.680 1.14 x 103
 

16 8 0.597 2.176 0.7246 O. 7565 4.30x103 3,340 1.07 x 103
 

16 10 0.661 1.666 0.6816 0.7195 4.16 x 103 3.180 1. 04 x 103
 

{3 = O. 56 1=0.375 

14 6 0.317 6.533 0.9008 0.9155 3.83 x 103 - 0.96x103
 

14 8 0.405 5.560 0.8652 0.8808 3.86 x 103 3.080 0.97 x 103
 

14 10 0.466 4.885 0.8315 0.8537 3.82 x 103 3.180 0.96 x 103
 

15 6 0.388 5.747 3,610
 
15 8 0.479 4.739 3.630
 
15 10 0.543 4.035 3.290
 

I I I I t I I I I t t I I I I I I I , 
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- Of particular interest is the set of perturbation curves shown in 
figure 7, for the f3 =•4, D = 14 cm model. The distorting effect on gap 
field of increasing gap length can be seen. Comparison of the LI d = 6 s 
and 10 curves shows that for Lids =6, rrlQ is 7% greater and the peak 
total E-field 18% LESS than for LI ds = 10. Generally as the gap increases 
(i. e. ,)., gets smaller), the peak total E-field decreases, but not necessarily 
( 'T] IQ). 

Q values on the models are also included in figure 6 and the table, 
showing generally that as the volume of the cavity is increased (increasing 
D for a given L, or vice versa) Q increases, and fora given model, Q 
increases more rapidly than (T'J IQ) decreases with D. For a given D and L, Q 
decreases slowly with increasing LIds . The actual Q values are low due 
to, the multiplicity of dry (demountable) joints: in particular the joints of the 
current carrying bars with liner used indium rings in grooves in the liner. 
(Since these joints will carry a heavy current in high power conditions, 
their quality becomes a major problem). The final 800 Mel s model will 
have soldered joints to give a more representative Q-value. Scaled to 200 Mcl s - and copper, the model values become of the order 12-14000. At least a 
doubling of this value is hoped for in the high power structure with good joints. 

(c) Dimensional Tolerames 

As already stated, forgiven D, d the large drift tubes J.'s 
were machined to give the correct frequency. A summary of dimensions for 
constant frequency in the models is given in figure 8. From the data obtained 
we deduce the following tolerances per thousandth inch 

/3 = .4 200 Mel s f3 = • 56 

D 7 kcl s 7.3kc/s 

bar d 25 kcl s 21 kcl s s 

j' 11 kcl s 8. 75 kc Is 
(or total gap) 

These tolerances are generally very similar to the Alvarez structure at 
200 Mcl s and can be seen to get easier with increasing energy. 

5. Conclusions 

Model measurements show the Cross- Bar Structure to have ( .,,1 Q) values 
between 2 and 3 times greater than the Alvarez Structure in the range 100
200 MeV. Providing the theoretical Q-values can be achieved - and this 
requires attention to r. f. joints, particularly between the current carrying 
bars and line - then the Cross-Bar Structure should have shunt impedance s 
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(200 Mc/s, f/J = 0) of the order 25-20 M .Q. 1m between 80-100 and s 
200 MeV. These values are comparable with the Alvarez structure at 
80-100 MeV, and certainly better at 200 MeV. (At much higher energies 
({3f'oJ1), the shunt impedance would be of the order 30%-50% less than the 
values quoted (Le. 25 M film at v= 0,800 Mc/s).) Further enhancef'oJ -ment of these figures can be achieved by increasing D and reducing d, £, 

to obtain ratios nearer (2 gIL) '" . 7, ()..' I JJ. ) f'oJ 3 - 4, giving optimum 
values for M 2 (2 gl L). Reduction of .J1.., d now depends on requiremen~s -for focusing, and r. f. breakdown capabilities. Future work will include 
high power model measurements to assess the r. f. voltage breakdown 
performance, and to check the design of r. f. joints. 

Further advantages of the Cross-Bar Structure are its physical 
size (where the liner diameter is now of the order 60 cm, compared with. the -.~ 80 cm Alvarez guide at f3 = .4), its mechanical tolerances (certainly 
no worse than the Alvarez guide), and its high group velocity v g' If the 
structure is symmetrical, then at 7r-mode v g 1- 0 (and on the early 400 Mc/s model v g = 0.193 c); if the structure is asymmetric (as is 
required by transit time considerations above), a continuous w - {3 curve 
at 7r -mode is still possible by selective tuning. Again, future work will -include a study of the region around 7r -mode to determine the magnitudE;! 
of mode splitting in an asymmetric structure and the effects of corre~Hon. -6. Acknowledgments 

The author would like to express his thanks to Dr. George Dame of -CERN for making freely available his theory of the Cross-Bar Structure, 
and for much stimulating discussion, and Mr. Normal Fewell who carried 
out the experimental measurements. 
NAGLE: Did you say your practical value for shunt impedance was 20 -megohms per meter? 

CARNE: Yes, 20 megohms per meter at 200 MeV and 200 Me is a valUE;! -
that we expect to achieve. This includes all losses. 

KNAPP: How did you scale that result? -
CARNE: Taking the Q values that we have in the 800 Mc model, Q' S of 
around 3000 to 3500, and scale from brass to copper, and from 800 to -
200 Me, we get Q's of about 14, 000. Experience suggests that we can 
increase this value by a factor 1-1/2, by making the models with better -joints. An important point about these model measurements is that the 
cavities were demountable in many ways in order to change the outside 
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diameter, stern diameter and
 
drift tube length. In particular,
 
the cross section of the joint of
 
a current-carrying bar with the
 
liner is shown in the sketch.
 

A-_+-Drift T"4beContact was made by compressing 
Stem

inpium rings in grooves in the 
body of the liner. (Three grooves 

- were cut: one for each of the 
three liner diameters, D, used). 

LinerIt was hoped that this system 
•would give good rf contact, but, 
in fact, it turned out to be rather 
poor. This is similar to the 
experience that we also had on 
the original 400 Mel s model 
(described at the Yale Conference). 
There we had dry joints, and the 
Q's were poor. As we increased 
the number of cells, instead of the 

Groove for nextQ increasing as expected, we found 
indium ring~ forit actually went down due to the in
increaseq linercrease in number of joints. We 
borehave really to make good soldered
 

rf joints to get good Q values.
 

HUBBARD: How many cells are there in your model? 

CARNE: On the 800 Mc models we have one full cell and two half cells
 
for doing the R/Q measurements. We are not taking end plate losses
 
into account for the Q values, it not being necessary in the cross-bar
 
structure.
 

GIORDANO: As you increased the drift tube diameter, you found an 
increase in shunt impedance and a decrease in field intensity. Was this 
decrease in field intensity on the axis? And were there any other regions 
where the field was higher? 

CARNE: That I don't know. The actual plot you saw was just that or an
 
axial field perturbation.
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COUPLED RESONATOR MODEL OF LINEAR ACCELERATOR TANKS>:< 

D. E. Nagle
 
Los Alamos Scientific Laboratory, University of California
 

Los Alamos. New Mexico
 

L Introduction 

This paper will review the coupled resonator model of the linear
 
accelerator resonant tanks. in the form in which we have applied it for
 
understanding our experimental results, both with the computers and
 
with experimental models. The present form of the model has grown
 
out of discussions with Ed Knapp. Bruce Knapp. and others. The steady
 
state results will be discussed by E. Knapp in the following paper.
 
R. Jameson in a talk to be given later in the week will discuss his theory
 
and measurements of the transient behavior of the tanks and the design
 
of a servo control system for rf amplitude and phase. In his talk you
 
will see that many purely algebraic properties connected with the sym

metry of the system are common to the transient and to the steady state
 
theory.
 

The dispersion relations for the simple and for the doubly periodic
 
ring or chain of coupled oscillators are familirr results of lattice vibra

tion theory; see. for example, Brillouin I s book.
 

Some results are perhaps novel. particularly those concerned with 
phase shifts. effects of perturbations. and locking phenomena. Also, the 
discussion of the relation between ring and chain has been used extensively 
in our work. 

Although pictorially we often refer to the familiar lumped circuits. 
which suggests a severe limitation on generality, this is only a conven
ience. The important equations refer to the resonant frequencies, their 
widths, amplitudes. and phases. and to the strength of coupling. quantities 
which at these frequencies are directly or indirectly easily measurable . 

.The approach is useful so long as it is possible to describe the behavior 
using separated modes of a single cavity as they develop into bands of the 
coupled system. (We always refer to a tank as a chain of coupled cavities. ) 
The agreement with measurement, as you will see in the following paper, 
is remarkably good. 

Figure 1 illustrates the correspondence between coupled cavities,
 
coupled circuits, and a linear lattice. The correspondence between
 

':<Work performed under the auspices of the U. S. Atomic Energy
 
Commission.
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circuits and cavities is direct as shown if we talk in terms of the amplitude 
and resonant frequency, a single mode of oscillation of the single cavity, 
and the coupling strength of this mode to the next cavity. Of course, k can 
be given in terms of overlap integrals of field quantities. The analogy 
with the linear lattice with next-nearest-neighbor coupling is familiar. 
For most of the talk we consider only a single cavity mode at a time; this 
describes most of the experimental data. 

II. Circuit Equations 
The circuit equations are n =: 1 .. .. 2 N -

1 
€ =: (2 j w L + R + j w C in + j k w L (in - 1 + i +1) (1)n n

2 w 
- In ::: (1 - ~) in + ~ (in-l + in + 1) (2)2 j w L w --2 1 2wLwhere w 0 =: 2 L C (l + j Q ); Q = (3)

R -There are 2 N solutions to homogeneous equations (In =: 0) of the form 

2 .~ 
. (q) ~ .". J 2 N -l~ - canst. x e (4)
u 

(q is the mode number, n is the circuit number). Provided that -
2iT\~n k ~ ~ 

e 2 + 2' (e + e ) -
as may be seen by substituting (4) into (2), or 

-2 -2 -2 1Tn 
w - w + k w cos ~ =: O. (5)o q a N . 

This is the dispersion relation for the simple ring of 2 N circuits, or for 
the lattice with periodic boundary conditions. It is plotted as Fig. 2. 

1T'q/N =: <P is the mode phase shift per cell; e. g., q =: N is called 
the 7T -mode. -III. Matrix Form at Circuit Equations 

We had -
-2+ k w -2 (. + . )

2 0 In-l In+l w 
o 

In . -
-



J 1 J 1 J
 

COUPLED CAVITI ES 
)

zUI "0~~~CJ  

u 

:;:) -2 -2 -2o 
UI (II  "0 ·"'0 k COS 4> 
a:: 
I&. 
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-
i 1 11 -

::Let i I = -iN In 

-k k1 0 02" """2 

k k1 0 0
2 2"
 

k k
 
:: 0 1 0 0 (6 ) n 2 "2 -


-

k k o o 1 (ring)"2 2 -

Circuit equations are 

-2 - -2 - -2 
W n i - w i = wI. (7) -o 0-

The normal modes i q are the eigenvectors of the homogeneous problem, 
and the resonant frequencies of the modes are the eigenvalues. -

2
Solution to inhomogeneous problem Is :: 1 x w is the Green IS 

Function 0 -
:: _q>q (r) epq (s) w (q)G (r, s) L -2 -2all wq - til
 

TI10des
 -
w (q) :: 1/2 q = o or N 

w (q) :: 1 q :: 1, 2, . . . , (N - 1) 
i. e., this is the response of the tank at the r th cavity to unit drive at ... 
cavity number s. 

-

-
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- IV.	 Relation Between Travelling Waves in a Ring and Standing Wavef:, 
in a Tank 

Figure 3 illustrates the relation between travelling waves on a ring 
and standing waves in a tank. The circumference of the circle is divided 
into 2 N equal segments, representing 2 N cavities connected in a ring.- The travelling wave solutions, eq. (4), satisfy the periodic boundary condi
tion i 2 N+l = il· They represent waves travelling counterclockwise 
around the ring. Now imagine the ring bisected by the line cutting cavities 
number 2 N and number N in half, fold the figure along this line and 
straighten out the half circle to get a line segment. Number the line $0 that 

2N	 0 
1 • 1 
2 N - 1 • 1 
2 2 
2N 2 • 2 

etc.-
The line represents the tank, with caviites of l/ 2 length at each end. 
The solutions (eq. (4» map into 

Cq+iq*) = 1 cos 1TP g	 (8) 

- J.P p .jN/2 N 

The running wave solutions (4) satisfy 

- 8 (r - q) (4' ) 
2N 

where 8 (x)	 = 1 x = 0, 2 N, 4 N .... 
2N 

-	 = 0 otherwise, 

and the standing wave solutions satisfy 

N

2L w cos 77"J q cos 1T: p = 8 (r - q) + 8 (r + q) (4" )p- p=o	 2N 2N 

= 1 p = 1 N - 1 
where 

= 1/2 p = 0 or N. 



26
 

-

For the chain the circuit matrix is 

1 k 0 0 
k k1 0 0 
2 2 -

k k0 0 (6 I)n = 12 2" -
o o k 1 -

V. Deviations from the Floquet Law -ep = 7r q/N . 

In the presence of losses in the cavities, the above wave functions (8) are not -exact. For example, in the 7r -mode, the first-order correction requires 

f n = 7rJ + 6e:pn where -
6 I"D - 2 6,,(). + 6//1 . :;: 

2 
In+1 't'n 't'n - 1 kQ7r -This is plotted in Fig. 4. With the drive in the center, the cell-tp"c~ll
 

phase shift is a maximum in the center and decreases linearly. For
 
k = O. I, Q = 20, ooa and a tank of 65 cells, the center-to-end phase shift
 -is 2So . By cutting the cavities halfway between beam loaded an<;l unloaded, 
the over-all change in phase shift would be 2. So. Visscher's progra.m 
.shows 10

0 
is quite all right. -

VI. Perturbation Theory -We can use the ordinary first-order perturbation theory to cal,culate
 
the effect of deviations in cavity geometry:
 -
Unperturbed Circuit Equation 

-2 -2 ~ 
w W 1 -o 

Now perturb resonant frequencies of cavities 

-2 n 8 n -- ~- -2 ~ -2 - ~-w (,ll. + ) (i + 0 i) = (w + 0 W ) (i + 0 i ) ;
 
o
 

define -
-

-
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r N N 
th

where € is the r Fourier Transform of the error. This is written 
r- for a ring, but the application to the line is straightforward. One sees k 

must be kept large. 

- VII. Circuits of Two Kinds 

Many of the structures of interest, cloverleaf, crossbar, side- coupled iris, loop coupled iris, etc., are of doubly resonant character. 
The cavities useful mode resonates at frequency w, say, and the 
coupling region itself resonates at frequency w 2• .rhus in the cloverleaf- the slots themselves have a resonance at the frequency w 2 • We may 
represent approximately the actual behavior by a very simple model, 
namely of circuits of two kinds, as shown in Fig. 5. The equations now- become 

-2 -2 k -1 -1 -2 
w)· w ::: I(wI 12 n 

+-
2 wI 2 (i2n-l + i 2n+ 1) 2n wI 

_2(11)-2 -2 k -1 -1
( w - w w ::: w- 2 w ) i 2 n+l + 2" 1 2 (i2 n + i 2 n+2) I 2n+1 2 . 

-There are solutions to I ::: 0 of the form 

. 2nj<:pi ::: 1 2 e2n 
(12)

::: i e(2n+l)je:p 
1-

if 

-2 -2 -2 2 -2 -2 2,..n- w ) (W - w ) ::: k w 1 w 2 cos ..., . (13 )
2 

-



-
30
 

-
This is the dispersion relation for the ring or chain of such resonators. 
It is shown in Fig. 6. It has two branches, known in lattice dynamiqs as -the acoustical and optical branches. 

There is a forbidden band of frequencies between the two branches. -For wI < 
cavities +, 

w 
2 

the lower 
-, +, -, .... , 

7r /2 mode corresponds to excitation of the main 
and zero energy in the coupling cells. This 

mode is called the 7r -mode if we use the simple model. The upper ~ -mode (energy in the coupling cells and none in the cavities) is missing for 
w 1 < w 2 because of the boundary conditions at the ends. The top of the 
acoustical band w::: W l' c(J::: 7r / 2 turns out to be a useful operating -t point, as will be explained in the following paper. The fit of the measured 
points to this very simple model is remarkably dose. 

-
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-	 800 MEV RF STRUCTURES* 

E. Knapp 
Los	 Alamos Scientific Laboratory, University of California 

Los Alamos, New Mexico 

I would first like to say that the people who have been working on 
this are Bruce Knapp, Bill Shlaer, Jim Potter and myself. This report 
is certainly that of a joint effort.-

For the successful construction of a high energy proton linear ac
celerator, anrf structure which provides an electromagnetic wave travel- ing with the velocity of the accelerating proton, which is insensitive to 
beam level in the accelerator, is easily monitored and controlled by the 
driving amplifier, and which has a minimum of power loss in its walls is- necessary. It appears that a chain of cavities operating asa resonant 
structure, whose lengths are adjusted to provide the changing phase velocity 
required for the acceleration, best fulfills the above requirements. Due 
to the resonant cavity nature of the system, the axial dependence of the 
amplitude of the accelerating wave is not cirtically dependent on beam 
level as it would be in a traveling wave accelerator. It also has been 
possible to obtain structures which have good shunt impedances in a 
resonant mode and thus fulfill the efficiency requirement mentioned 
above.-

Many structures which may be operated in 7T' -mode have been 

- proposed as accelerator elements. Among the possibilities are 1) an 
iris -loaded structure such as is used in a traveling wave application in 
the Stanford linear electron accelerators, 2) a crossed-bar structure 

- suggested by Walkinshaw at Harwell and investigated by A. Carne there, 
3) the cloverleaf structure discussed by Chodorow and Craig and investi 
gated by A. Carne at Harwell, 4) a basket-weave structure such as has 
been suggested by Chodorow and Craig, 5) alternatively a set of loop
coupled pill-box cavities as have been discussed by the Harwell group, 
6) modifications of many of the traveling wave amplifier tube structures, 
such as slow wave helices, which have been used successfully in that ap
plication. Structures which basically operate in the 7T' / 2 mode {resonant 
coupling, are also considered in this paper. Some work has been done on 
structures with resonant coupling loops by the Harwell group. A series 
of measurements on model cavities of the above types has been undertaken 
in order to choose a structure for use in the pr·oposed linear accelerato:r" 

- meson facility at Los Alamos. In the following we will discuss in detail 

':~Work performed under the auspices of the U. S. Atomic Energy- Commission. 
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 -
the cloverleaf structure mentioned above, and a possible 7T /2 mode- configuration which exhibits good shunt impedance. 

- Electrical Properties of N Coupled Cavities 

The electrical properties of n magnetically coupled lumped con- stant resonant circuits may be taken as a guide to the properties of n 
coupled cavities, with the appropriate identification of properties of the 
circuits to characteristics of the cavities. Such an analysis has been 
carried out and has been described in the previous paper. If there are - N cells or cavities coupled together with a mutual inductance M = k L 
where L is the self-inductance in each loop of the equivalent circuit, 
then there will be N resonant frequencies for the circuit as a whole, 
distributed in frequency as 

1 - __0 + k cos '/J = 0- w
2 

2 

w
where w = individual cell frequency. 
individuaP loops have amplitudes 

· = cos 7Tgn1n N ' 

(1) 

The circulating currents in th~ 

where n is the cell number and q the mode number. In 7T mode for a 
lossless case (q = N) all currents are equal(Nthere is a 7T phase change 
from cell to cell, and the separation of the N1) 7Tmode from the 
." mode is 

/). w k .,,2 
= 

2 
Wo 4 N

for k < < 1. Cleraly the coupling from cell to cell must be made as great- as possible in order to keep good mode separation. If there are losses in 
the individual circuits, the phase change from cell to cell is no longer 17r, 

but ." - /). '/J where 

2 (1 - k) 
'/In, n + 1 = kQ ( n + ~) 

- or the phase shift across n cells is 

(1 - k) 2n (3 ) '/Jo,n = kQ 

where n = 0 is the cell furthest from the drive and the numbering is toward 
the cell into which energy is introduced. In order to keep the phase velocity- of the accelerating wave correct, /).'/J must not change appreciably with. 
beam level, which means k must be as high as possible. Finally, in order 
to be able to effectively tune or flatten the tank, the theory also indicates k- must be as large as possible. First-order perturbation theory indicates 
that the amplitude error associated with a frequency error distribution 

-
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-

N 

2 W (r)'" :::E" L W (p) E" cos ~ (4)r N p N p ::: ° 
1where W (p) ::: 2"' p ::: 0. N 

W (p) ::: I. p # 0. N-
( 

2 2 

- wwop
::: a 

E"p 2 
w 

a 
th cell 

q N 
1 - r) 7T(9 + r) n 

- is 

{w (98in ::: '" a cosE"r 2 W (r) r NLr ::: 1-
+ W (q + r) a cos 7T(9~ r) n } 

(5) 

W (r) -r-
where a = r 

For a 7T mode 

8rN N 7Trn 

L 
cos 

n 1 N 
::: -+ '"E" 

N k r 7Trr r ::: 1 1 - cosn N 

and for 7T/2 mode we have 

N 
W (N /2 - r) 7Tn . 7Trn

E" Sln ---. '" sin (7)~ L r . 7Tr 2 N ' r ::: 1 Sln - - N 

These relationships have been verified for a 12 - cell iris -loade~ 

cavity to better than 5% accuracy. Here k is identified with the bfl.nd-
width of the structure 

w _ w 
(7T) (0)k :::
 

wAVE
- as would be indicated by Eg. (1). The current in Eq. (2) has been experi
mentally identified with the electric field at the center of individual cells. 

-
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- Figure 1 shows the dispersion curve for a 12-ce11 iris-loaded wave
guide resonator. compared to the predicted curve for k = 0.0197. Figure 2 
shows the predicted center cell amplitudes vs measured field distributions- for the ." mode in the structure. Figure 3 shows the measured phase shift 
vs predicted phase shift for Q =8300. Figure 4 shows a comparison of 
the measured and predicted ampltiude distributions for programmed tuning 
errors in the cavities. -

The above theory suffices for an iris-loaded waveguide. However, in .... 
many instances the coupling mechanism itself may have resonances near 
the cavity resonant frequency. 'For this reason we have considered a chain 
of coupled resonators as before. but now alternating with frequencies W 1 
and w • as also d,escribed in the previous paper. We then find a disper2
sion reLation 

2 2(~2 _ wi) (w2 
- w~ ) = w4 K cos ~ (8) 

where now f/) is the phase change from cell to slot. say, and K is identified 
with the coupling of slot to cell. K may be identified with the full passband 
width if w = w • The dispersion curve for a structure of this type dis

1 2 
plays a stop band as discussed in the previous paper. While the behavior- of a chain of circuits such as this is somewhat more complex for the 
general case, an effective coupling constant keff may be defined to allow 
use of the single resonant frequency theory of phase shifts near the 71"/2 

-
- mode of the multiply resonant structures. This coupling constant may be 

defined by making a Taylor expansion of the dispersion curve near the 
." /2 mode for the multiply-periodic circuit and matching this to a sym
metric dispersion curve as obtained in the theory for a chain of resonant 
cavities with a single resonant frequency. Carrying this out we find that 

-
k = (9) 

2 (P - 1) + K 2 
..... 

2 2 
where P = w / w

1 2· 

The validity of this approximation has been investigated for the phase 
shift problem with computer runs and on experimental models and agrees 
very well with the observed results. For the perturbation theory. agree- ment with experiment seems excellent also. 

- In general, we find k's considerably bigger than the measured 
bandwidth, which would intuitively be the case since the dispersion curves 
are quite asymmetric. We shall refer to these expressions often as we - describe the experimental results obtained. 

-
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Accelerator Efficiency 

The efficiency of a resonant cavity as a particle accelerating device 
may be measured by considering the power required to provide a given 
acceleration; it is usually expressed in terms of the effective shunt im
pedance 

ZT 2 ::: (energy gain/meter)2 ::: ohms
 
power dissipated/meter meter
 

where the energy gain is taken for a particle located in the center of the 
accelerating gap at peak electric field. 

2 

ZT2 ::: (IE (z, t) dz ) (10) 
PL 

where P ::: power dissipated in cavity, L ::: cavity length, and the integral 
is taken with the particle at the center of the cell at peak field. _ 

The two most important criteria to be met by a 1T mode accelerating 
structure are that it have a large bandwidth (large k), and that the shunt 
impedance ZT2 be as great as possible. In addition to these two criteria, 
it is reasonable also to expect the structure to develop no large electric 
fields in the mechanism used for coupling from cell to cell and not to 
present unsurmountable alignment or faqrication problems. 

Structures Considered 

Most of the mentioned type structures have been at least given a 
cursory examination with models using reasonable geometrical param
eters. !Iowever, we have defined our principal investigation to two 
structures which look most promising to us, the cloverleaf Tr -mode 
structure and a version of a Tr/2 mode structure. Other laboratories 
are investigating most of the other structures more thoroughly than we 
could, so we will not comment on our results with these structures at this 
time. 

CLOVERLEAF STRUCTURE 

Historically the cloverleaf structure was invented for a traveling 
wave tube application by Chodorow and Craig and has been used com
mercially (Varian Assoc. ) as an active element in a high power S-band 
traveling wave tube (types VA 125, VA 126, VA 145). Tube type VA 145 
amplifies to 7 MWpeak over an 80/0 bandwidth near 3 kMc. Other com
mercial tubes may be available of which we are not aware. 
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Alan Carne from the Rutherford Laboratory has reported some - studies on this structure as a possible element for a proton linear accel
erator (Dubna Conference), and it was these measurements which drew 
our attention to this structure. As far as we know, no other measure-
ments have been made for proton accelerator application of this structure. 

- Figure 5 shows an exploded view of the cloverleaf chain as envi

sioned by Chodorow and Craig. The periodicity operatim in the clover~
 

leaf is a translation by a cell length L and a rotation by 450 , as is
 - indicated in more detail in Fig. 6. 

Electromagnetically, the cloverleaf operates qualitatively as 
follows: Radial magnetic field lines are produced in the TM010 mode of 
a cylinder by deformations or noses in the walls of a cylindrical cavity at 
900 intervals around its circumference. These radial fields may then be - used to efficiently couple energy from one cell of the cloverleaf to the next 
by placing slots along these field lines. Eight slots are radially placed at 
450 intervals straddling the noses protruding into the volume. On the 
other side of the septum we may have a 45

0 
rotation of the cavity (forward 

00 wave structure) or rotation of the structure (backward wave structure). 
For use as a standing wave accelerator structure, it is immaterial whether 
the structure is forward or backward wave. However, slot field levels-
and	 effective coupling strengths are important, and these are both favor
able in the forward wave configuration for .". -mode operation. In"" mode - with 450 rotation of the noses the radial fields are in the same direction 
on both sides of the slot. Figure 7 illustrates the current configurations 
near the slots in the cloverleaf for the zero mode (magne tic field opposite 
across slot) and 71" mode (magnetic field in same direction on each side of 
slot) in the forward wave configuration. The wall currents are clearly 
strongly perturbed in the zero mode and virtually unperturbed in the 
.". mode, indicating a lowering of the zero mode frequency relative to -

that of the .". mode (forward wave structure), and indicating that in .". mode 
very little electric field will be developed across the slot. Energy trans
fer	 may be considered as a current interchange through the slot with 
almost no perturbation of the cavity mode fields in the process. The 
advantages we see in the cloverleaf as a standing wave accelerator- structure are: 

1. Coupling not dependent on beam aperture configuration.- 2. Strong coupling available in .". mode standing wave operation. 
3.	 No strong electric fields present in coupling mecha.-nisms. 
4.	 Excellent shunt impedance possible, especially with capacitive 

loading in the cavities. 

-
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- In order to investigate the properties of the cloverleaf more fully,
 
we have constructed several models and measured their properties.
 
Figure 8 shows a photograph of a demountable carefully machined model
 

- on which most of the optimizing studies have been done. This model 
allows the septum configuration to be changed at will, allowing studies 
of slot dimensions, beam hole size and configuration, and so on to be 
made. This model does not allow changes to be made in nose dimension. 
Also this model, because of its demountable joints, does not allow reliable 
Q measurements to be made; however, Z/Q measurements are quite 
reliable.-

In order to make reliable Q measurements, several models were 

- made up of two cells and two half cells (similar to the demountable con

figuration) in which all joints were brazed. These were manufactured
 
by pressing 1/ 16-inch copper sheet in quadrants to form the cloverleaf
 
walls, and heli-arc brazing the parts together with Sil-Fos solder. Using
- this same technique several single cell cloverleaf cavities were constructed 
also. Figure 9 shows a representative cavity of this type. 

-
Figure 10 shows a 21-cell tank made by the same technique as above. 

This tank has been designed rather conservatively and has been used so 

- far to check out the results of the shorter model studies and the predic
tions of the coupled circuit theory. 

OPTIMIZATION OF NOSE SHAPE-
Bill Shlaer at this laboratory has developed a computational program 

t hat allows calculation of electric and magnetic fields in a resonator 
similar to the cloverleaf. The fields in these resonators are generated 
by line currents oscillating at 800 Mc and located symmetrically in 
quadrants of a metal cylinder. The fields are assumed z-independent. 
In many respects this calculation is similar to that done by R. Gluckstern 
for drift tube and iris structures. Figure 11 shows the configuration of - line currents (shown at position 1'0 and 90 in an octant). The resultant 
fields may be varied by varying the cylinder radius and source radius. 
For certain ranges of these parameters, there is a zero of the electric 
field along which a new boundary may be drawn t hat will separate the -
currents from the rest of the cylinder. This remainder is resonant at 
800 Mc with the same field distribution and may have the shape of a 
cloverleaf. These calculations do not include slots, beam holes, or any -
z-asymmetries. However, they do allow optimization of lobe shape for a 
given lobe penetration. Figure 12 shows shunt impedances calculated vs 
nose penetration L/R with nose width as a parameter. One family of 
flat-nosed lobes is included. It appears that for minimum losses, flat 
nosed lobes are to be preferred with maximum width possible. These-

-
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- calculations have been checked at two points with single cell cloverleaf
 
cavities, and the quantities measured agree with calculated values quite
 
well.
-
COUPLING STUDIES 

The coupled circuit theory has been used extensively to analyze the 
behavior of the cloverleaf as far as its dispersion curve, tuning sensitivity, 
phase shifts and other electrical behaviors are concerned. It should be- clear that the coupled circuits of two kinds with frequencies w1 and w 2 
certainly approximate the cloverleaf, with frequencies w 1 associated with 
the cavities and w2 associated with the slots. Figure 13 shows a disper
sion curve fitted to five data points taken from the demountable cloverleaf 
model. In this case, the cavity was capacitively loaded so that 7T mode fre
quency was 690 Mcl sec. This is a five-point fit to a three-parameter- function (w1, w 2' K); the maximum deviation of any point from the fitted
 
curve is 28 kc which is only a little larger than measurement accuracy
 
(full Q width at 3 db = 50 kc). We would thus say the theory fits the per

formance of this cloverleaf model exceedingly well. Many other model
 
configurations have been fit and almost all agree this well with the theory.
 
The upper branch of the passband may also be observed, and although the
- fit is no longer as good if these data points are included, indications are 
that the theory does adequately describe the observations. Fits with 
deviations to about 1 Mc are observed for this procedure. The presence- of higher cavity modes not orthogonal to the slot mode, which couples the 
cavities in the mode, can effectively change the position of theTM010 

-
- upper branch somewhat. Figure 14 shows a fit of this type. In this case, 

the data are the same as in Fig. 13, but the slot mode points have been in
cluded. If W cavity is greater than W slot' the relative positions of the 
passbands are reversed and the structure becomes a backward wave 
device~ Figure 15 illustrates this. 

-

The important parameter as far as coupling is concerned is the 
effective bandwidth k eff defined previously. As was mentioned this 
parameter enters strongly in the mode separation, phase shifts, and 
flattening sensitivity of the structure. Figure 16 shows a plot of keff vs 
slot length and width for the demountable cloverleaf, this time with no 
capacitive loading. The"" mode frequency is 840 Mc. This curve is 
derived from the dispersion curve data points by fitting these points to- the theoretical expressions to obtain K, w1 and W 2' and then calculat
ing keff from these parameters. It is found that the parameter K, 
yielding the coupling from slot to cavity, is virtually independent of slot- configuration. This might be expected since the slot is very tightly 
coupled to the cavity fields, almost independent of its dimensions. With 

- this information, it is clear from the figure that the effective coupling 

-
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- depends almost entirely on the resonant frequency of the slot. The 
dependence on width appears only as a change in resonant frequency 

- with length (the effective length of the slot being somewhat longer than 
the actual length. the wider the slot the longer the effective length). At 
the slot length where the cavity frequency and the slot frequency are 

- equal kefr ::: 1. there are no phase shifts down the system. and the 
structure behaves as a 7T / 2 mode structure as far as flattening and 
stability are concerned. It might be noted at this juncture that at reso-

- nance the slots should not have any appreciable electric field present, 
for a -rr/2 mode structure stores no energy in alternate cells in stand
ing wave operation. For slot lengths g:l,ving resonant frequencies higher 
than the cavity frequency. very reasonable effective coupling constants 
may be obtaineQ. Computer studies indicate very loo$e tolerance re
quirements are necessary on slot dimensions in order to get satisfactory 
performance. Even at resonance, vi;:l.riations of several megacycles in- slot resonant frequency (like 0.025" in slot length) should have virtually 
no effect on performance. 

-
-

As the accelerating cells get shorter. we should expect K to in
crease. yielding somewhat higher keff for the same slot length at lower 
energies. 

Optimization of Shu,nt Impedance 

- The equation for shunt impedance may be written 

.".(JE (2, t) dz)2 (n f0 
~ 

E (z) sin -T dz)2 Q-
PL 

~ 

wU n.t 

where Q::: ~u , u::: tota.l stored energy in cavity, J..::: cell length. 

L :;: cavity length, n"" = L. The quantity ZT 2 /Q may be evaluated using 
standard perturbation techniques (1). For a spherical metallic bead of 
radius r 0 on the a.xis of a cavity of the type considered, 

1/2(J(¥) sin ¥ dz)2 n 

3 (11)
E 17' r w 

o 0 

where ~f = fractional resonant frequency shift produoed at position z . 
.L -

-
It should be noted that this quantity is dependent upon geometrical factors 
only; losses in the cavity walls do not enter the expression. From a 
practical point of view, this means that errors in the values of ZT 2 /Q 

-
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,- obtained with demountable models are not dependent to any great extent 
upon the quality of the current joints attainable, and a relatively great 
trust may be placed in values obtained in somewhat crude models. How
ever, to determine the effective shunt impedance accurately, an accurate 
determination of Q as well as ZT 2 /Q is necessary. This is not a trivial 
problem, for the Q of a cavity depends very critically on the quality of- the current joints in that cavity. Great pains have been taken to make� 
high quality current joints in the demountable models tested, and even� 
then variations on the order of 10% may be observed from one assembly�- to the next for identical configurations. In general, we can say that the

2values of ZT quoted are lower than those realizable in cavities with all 
brazed joints, perhaps as much as 10% low. Q has been measured by- measuring the power transmitted through a cavity as a function of fre
quency. With a highly undercoupled situation (small coupling loops) the 

- frequency width of the half power points yields Q directly. 

(~f) = 
Q 
1 

1/2 power 

- Other methods have been used, but this is the simplest and is accurate 
enough for the measurements we wish to make. 

Variation of Shunt Impedance with Drift Tube Parameters 

A reasonable way to increase the shunt impedance of the clover
leaf structure is to add drift tubes to the center of the septum walls in- order to increase the transit time factor T 2 and to concentrate the 
stored energy in the cavity near the axis, effectively increasing Z IQ as 
well as T 2. Measurements have been made on the demountable model,
for two different shaped drift tubes. Figure 17 shows the variation of 
shunt impedance observed with g I J.. (the ratio of gap length to cell 

- length) for a 1'1 beam aperture. These results have been scaled to 
800 Mc. Figure 18 shows the variation of 7T mode frequency. Figure 19 
shows the variation of shunt impedance with hole size for g!R.. = 0.6. 
It is apparent that a large imprc~rement in shunt impedance may be 
produced with the addition of drift tubes to the structure. 

Several models with formed walls a'1.d all brazed construction 
have been fabricated to get reliable values of Q and ZT 2 for geometries 
which might be considered as elements in an accelerator. These models 
show Q's within 5% of theoretical for geometries where calculations are 
available. 
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-� A conservative set of parameters which we have investigated is: 

:::g/).� 0.5 

W slot� ::: 980 Mc (scaled from 840) 
:::W.".� 805 Mcl sec (scaled from 690) 
::: 0.1042- keff� 

Lnose /R ::: 0.505� 
:::�Hole size 1. 25" 

17 Mil/m at fj ::: 0.30 
::: :::- ZT2 29 Mil/m at fj 0.61� 

32 Mn/m at fj = 0.81� 

- Figure 20 shows these data points plotted vs energy. 

Higher values of shunt impedance could be obtained for various 
changes in the parameters above. It appears that decreasing g/l will 
increase ZT 2 even more. Peak fields will set the limit for this change, 

- and since no sparking measurements have yet been made, we do not feel 
justified in pushing this parameter. From dielectric bead measurements, 
we calculate peak fields on the drift tube surfaces of about 5 MV/m for 

- 1 MV/m acceleration rate in the g/;" = 0.5 cavity at f3 ::: 0.6. This is 
certainly conservative. Flattening the ends of the noses will add a few 
per cent to the shunt impedance. but it is not felt worthwhile at this 
time. 

21-Cell Prototype Model 

- Using approximately the above parameters ( /3 ::: 0.68), a 21-'cell 
cavity has been constructed using the bent sheet metal technique with 

....� brazed joints. Figure 21 shows this model set up in our laboratory. The 
dispersion curve for this model is shown in Fig. 22. This was taken after 
the tank was flattened to about 1% in E. All points on this curve fit the 
calculated curve to better than 300 kc. the average error being about 75 kc. 
Figure 23 shows this dispersion curve with both passbands indicated. 
Analysis of these data gives an effective coupling k ::: O. 94:, W 1 ::: 803. and 
w 2 934 Me/sec.:0: 

The power flow phase shift has been measured in this model with - the tank driven at one end (equivalent to a 40-cell tank driven in the 
middle). Figure 24 shows the measured values of phase shift along with 
the theoretical value given by -

1 - k c'el.I 
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- where n is the number of cells downstream (away from the power source) 
from the cell in question. 

The agreement between our theoretical expressions and the model 
measurements seems quite good. 

For a 7T mode structure with effective coupling k we have the per
turbation expression 

N-� 77"rn
BIN� cos n 1� N= 2: '" N� € 

r 77"rIn keff r=l 1 - cos -
N-

8w 
If we introduce a tuning error n_ = a cos 7T' n P into our 

Wo� N 
tank, we may check the predictions of the perturbation theory with the 
observed changes in field level in the tank. We have done this for p :: 1. 2, 

- alld 3. Figure 25 shows the data for these measurements. A bead wa~ 

pulled along the cavity axis at a constant rate. and the resonant frequency 
of the cavity scaled on a fast scaler. Frequency differences were recorded 
using a digital-to-analog converter; they were plotted directly by a x-y 
plotter, providing the records shown in the figure. The amplitude error 
induced may then be compared to the predictions of the perturbation theory. 
Figures 26. 27 and 28 show the comparison between the theoretical curves 
and the experimental points measured. Agreement seems quite good. 
From experience gained in flattening this prototype it appears that wall 
deformation will be adequate for tuning; no tuners should be required. 
Shunt impedance measurements indicate the same values quoted above 
for the shorter models. 

-
Resonant Coupled Structures 

Dunn. Sable and Thompson at Harwell were perhaps the first to 
point out some of the advantages of operating a structure with resonant 
coupling. The equivalent circuit theory used here allows even more 
advantages to be seen in the use of structures of this type. A resonant 
coupled ." mode structure may be considered as a .,,/2 mode structure 
with cells of type 1 and 2 operating at the sa.me resonant frequencies.- Some properties of 77"/2 mode operation are 

I,� Every other cell (in this ca.se the resonant coupling element) 
has no stored energy associated with it other than that required 
to transmit power to make up losses. This ca.n be seen directly 
from the eigenfunctions of the chain-

-
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-� 7r 
= cos "2 n . 

-� Thus one should not have to worry about sparking in coupling 
elements, losses in coupling elements, etc. 

2.� The phase of all accelerating cells is locked at 7r, any vari;;t~ 

tions occurring only through second-order effects in frequency 
errors. This may be seen by considering the circuit equation 

2 2 !J.w 1 i w
Xn + 2 = - Xn + k (- n + + Q) Xn + 1 ; (l2) 

w w 
if cell n + 1 is a coupling cell. its amplitude is small (point 1) 
and imaginary (for power flow). The phase phift is then the 

.� n w 
product of two numbers WhICh are small, w n and X + 1 n 
For no errors, we see no phase shift.-

3.� The amplitude of-the fields in the accelerating cells is in

- dependent of frequency errors in any cells in first-order 
theory. Second-order effects do occur but only for very 
large amplitude errors. This may also be seen from Eq. (12),-� amplit~de variations being the quotient X + l/Qk which is veryn
small mdeed. If Xu + 1 has a real component (due to other fre
quency errors in accelerating cells), then some amplitude 
variation may take place due to coupling cell mistunings, but the 
sensitivity is very low. 

- 4.� From Eq. (12), if Xn + 2, Xn are coupling cell amplitudes and 
Xu + 1 an accelerating cell amplitude, we see that as ~wn + 1 
goes through zero we should see a minimum in the coupling cell 
field Xn . This provides an exceedingly easy way to tune a 
structure of this type, for now one can choose a frequency, and 
successfully tune coupling cell fields to minima by changing- accelerating cell tuners, working from a point furthest from 
the drive point toward the drive. It can thus be tuned,one cell 
at a time, to any predetermined frequency.-

5.� Since operation is now at the center of the passband where the 
slope is steepest, mode separation is maximum, and considerably-� narrower bandwidth may be tolerated for satisfactory perform~ 

ance. 

6.� This allows us to separate the shunt impedance problem from 
the coupling problem to some extent. and may allow better 

- shunt impedance optimizations. 

-
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We have built two models with resonant coupling devices and quite 
narrow bandwidths to investigate these properties. Figure 29 shows two 
accelerating cavities coupled by a side cavity which is resonant at the same 
frequency as the accelerating cavities. A slot cut in the mutual side walls 
of the cavities provides energy transfer from accelerating cell to coupling 
cell, etc. Since the coupling cell stores no energy in 71' 12 mode, its Q 
does not contribute to the shunt impedance values obtained, and thus this 
cavity may be made without too much regard to the Q obtained. We thus 
may heavily load the side cavity to make it small without affecting the 
shunt impedance appreciably. Since the slot which couples energy may be 
made quite small, one is free to modify the accelerating cavity at will in 
order to increase its shunt impedance. We have not tried to do this as 
yet. Figure 30 shows a photograph of a 24-cell model of a structure of 
this type. Shorter models have also been constructed of this configuration. 
After tuning up by the method described in point 4 above, a very reasonable 
dispersion curve is obtained near the 7f I 2 mode with 1" x 2" slots. The 
structure shows a 20 Mc bandwidth at 810 Mc with 500 kc mode separation 
on either side of the 71'12 mode. Near the zero and 71' modes, the Q 
curves overlap so badly no data are available. 

In the limited time available before this meeting, we have seen no 
deviations from the predictions of the theory. When just tuned up, the 
tank was flat to 'V ±. 5% in E, and we have not been able to change this with 
any reasonable tuning arrangement. Since construction of this tank was 
quite crude. we might expect geometrical errors to account for this. 
Measurement of field levels in coupling cells indicates negligible energy 
stored in them. No phase shift can be detected between one end and the 
other of the model. Detailed measurements and comparison with theory 
are under way and should be completed shortly. Shunt impedance values 
of 30 M film at f3 = O. 7 have been obtained with the models. 

In closing I would like to note that the cloverleaf can also be run 
resonantly coupled. No field should develop in the slot for ,as we have 
noted, alternate cells store no energy in the 71'12 mode operation. This 
would make a structure which should be extremely stable. 

Development work is continuing on these stru.ctures. We also hope 
to check sparking levels in a short cloverleaf cavity with 100 kw of pulsed 
rf at 805 Mcl sec soon. 

CARNE: What was the Q of your 21-cell model? 

KNAPP: The Q is about 16, 500. 
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-�CHARACTERISTICS OF SLOTTED IRISES 

S. Giordano 
Brookhaven National Laboratory 

Some preliminary measurements of slotted iris structures are 
reported in the minutes of the Conference on Proton Linear Accelerators 
at Yale University, October 21-25, 1963, p. 153. 

Although the above measurements were made with sheet metal irises, 
the results were sufficiently encouraging to warrant further investigation. 

Before embarking on a full-scale modeling program, it was decided 
that some additional measurements would be useful. The purpose of these 
measurements was, first, to measure such parameters as shunt impedance, 
bandwidth, etc., and, second, to gain some experience in setting up a full
scale modeling program. 

The measurements to be discussed in this paper were made on a 
limited number of available cavities. With the limited amount of data 
available, some interpolation and extrapolation of the data was necessary. 

A slotted iris model was constructed as shown in Fig. 1. Measure
ments were made with two different bore hole diameters of D = 1. 625" and 
D = 2.1", four different drift tube lengths of.9-. = 1. 0", ..R..= 1. 5", .J..= 2.0" 
and ..t = 2.5", and two different cell lengths of L = 4.0 11 and L = 6.0". 
All measurements were made in the "17" mode. 

Figures 2 and 3 are plots of frequency VS /3 for various drift tube 
lengths. Figures 4 and 5 are plots of shunt impedance vs /3 for various 
drift tube lengths. In all of the above plots, straight lines were used to 
join the measured data points. (Results generally obtained on various 
structures in the range of /3 = O. 5 to /3 = 0.8 show that the variation of 
frequency and shunt impedance do not vary appreciably from a straight 
line.) In Figures 2, 3, 4, and 5, we see that the actual measured points 
are grouped around f3 = 0.5 and f3 = 0.8, so that the conclusions.. which 
will be drawn in the neighborhood of these values of /3,should have about 
the same accuracy as the measured data. 

From Figs. 4 and 5, by drawing lines at constant /3 's of O. 5, 0.6, 
0.7, and 0.8, it is now possible to draw curves of shunt impedance vs 
drift tube length for constant /3 as shown on Fig. 6 for a bore hole of 
1. 625" and Fig. 7 for a bore hole of 2.1". In Fig. 7, the region between 
the drift tube lengths of 2.0" to 2. 5" may be in error by as much as 10% 
due to the lack of data points in this region. A comparison of Figs. 6 
and 7 reveals some interesting features. There is a considerable change 
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in shunt impedance between the 1. 625" bore hole and the 2.1" bore hole. 
Another interesting point is the rapid fall-off of shunt impedance with 
longer drift tubes. At f3 = 0.5 and a drift tube length of 2.5", we see 
that#with increasing drift tube length~fall-offof shunt impedance for the 
1. 625" bore hole is small as compared to the 2. 1" bore hole. One reason 
for fall of shunt impedance can be seen in Fig. 8, which is a radial plot of 
the electric field at the center of a cell and shows a dip of 11% in the elec
tric field on the axis for the larger bore hole. 

From Figs. 2 and 3, by drawing lines of constant frequency at 
800 Me, 780 Mc, 760 Mc, 720 Mc, and 700 Mc, and by interpolating 
between the various drift tube lengths at f3 I s of O. 5, 0.6, O. 7, and o. 8, 
we may sketch in the contours of constant frequency in Figs. 6 and 7. 
The data in Figs. 6 and 7 were made on a 10" diameter tank. It is inter
esting to note that the constant frequency contours in Figs. 6 and 7 can be 
made to represent constant tank diameters at some other frequency. If, 
for example, we select 800 Me/secas an operating frequency, and if we 
scale the dimensions of the ori~inal 10" diameter tank (used for the meas
urements in Figs. 6 and 7) by 8~~ , we get a tank whose diameter is 
9.75", and the constant frequency contours of 780 Mc in Figs. 6 and 7 
become constant tank diameter contours of 9. 75" at an operating fre
quency of 800 Mc. Vfe may now draw Figs. 9 and 10, noting that the drift 
tube length is scaled proportionately. 

If an operating frequency of 800 Mc is selected, we see that a tank 
diameter of 9. 25" would be a good choice. If one is willing to change tank 
diameters, some over-all improvement in the average shunt impedance 
can be gained. Figure 11 shows the shunt impedance as a function of f3 for 
a 9.25" diameter tank at 800 Mc. There may be as much as a±. 150/0 
error in shunt impedance due to the original measurements of "Q". 

It can be shown that 

where Ep is the peak electric field at the center of a cavity, E is theav 
average electric field as seen by a synchronous particle, f is the operat
ing frequency, L is the length of the cavity in meters, r a is the radius 
in meters of a small metal sphere placed at the center of the cavity, 6 f 
is the frequency perturbation due to the metal sphere placed at the 
center of the cavity, and N is the number of cells. Figure 12 is a plot of 
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E / E scaled to a 9. 25" diameter tank. Figure 13is a plot of bandwidth a 
vr f3 :t 800 Mc/ sec. 

From the results of the above measurements, a new series of te~t
 

cavities is being built, having a tank diameter of 9. 25". Measurements� -
will be made on four sets of irises with slots, subtending angles of 35°,� 
40°, 45°, and 50°, as shown in Fig. 1.� -

JOHNSTON: Was this a zero-mode structure? -
GIORDANO: No, all these measurements were made in the 7T mode. It� 
should be pointed out that the shaped iris cavity is a forward wave struc�
hire, and the slotted iris cavity is a backward wave structure.� -
CARNE: You gave us shunt impedance measurements at 800 Mc. What 
were the 7J /Q and the Q values? 
GIORDANO: The Q values, as I recall, were around 14,000 at f3 ~ O. 5� 
and about 16,000 at {3~ 0.9.� -
NAGLE: What were the actual measurement frequencies? As I recall,� 
they were about 700 Mc?� -
GIORDANO: For these particular measurements, the tank diameter was� 
kept constant, and the only thing I varied was the drift tube length. The� -
measured data points ran from about 625 Mc up to about 825 Mc. 

NAGLE: Over what frequencies were the extrapolations made? 
GIORDANO: In extrapolating from a 10-inch diameter tank to a 9-1/4� 
inch diameter tank,. my actual frequency extrapolation was from 740 Me� -
to 800 Mc. 

NAGLE: Were these models constructed with spring-ring contacts? 
GIORDANO: Yes. -
JrIUBBARD: I wanted to say that at Berkeley we have made some pre

. liminary measurements on an 800 Mc slotted iris structure similar to one 
described by Giordano. I will put the numbers on the board: 

{3 Rsh -----'-:::::-----0.38 27 M n/meter 

0.77 39 M n /meter 

-�
-�
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These values of R sh are based on measured values of Q. 

NAGLE: Does that have a transit time factor in it? 

HUBBARD: Yes, I would also like to point out that our measured Ql~ 

are almost the same as yours. We did a fair amount of optimizing of 
the slot shape, but very little optimizing of the drift tubes. 

GIORDANO: What was the bore hole size? 

HUBBARD: That was for a 1. 5-inch diameter hole. 

GIORDANO: There should be very little difference in comparing the 
shunt impedance for your 1. 5-inch diameter bore hole and my 1. 625-i.nch 
diameter bore hole. I selected 50

0 
slots and optimized the shunt im

pedance by varying the drift tube lengths. You (Hubbard) selected a 
fixed drift tube length and varied the slot angle to optimize the shunt 
impedance. Both our results are in good agreement. 

LOEW: Do you know what happens if you alternate the angles of the slots 
of the cavities, /like the colverleaf? 

GIORDANO: Very little. Actually for the particular model I have, which 
is termin ated in half cells, the irises have to be alternated in pairs with 
the exception of the first and last iris. This is necessary to match the 
boundary conditions at the ends. I was hoping to change the shape of the 
dispersion curve, but found there was very little change. 

LOEW: It remains backward? 

GIORDANO: Yes. 

HAGERMAN: Did you ever look for any azimuthal asymmetries in this? 
Since you seem to be taking the energy density stored on the axis by vary
ing the slot width, you might wonder whether these things are azimuthally 
symmetric. 

GIORDANO: Perturbation measurements of the azimuthal field were 
made. These measurements were made at f3~ 0.5, slot angles of 35
and 50

0 
, with a drift tube length of one inch. The field was measured 

at the center of a cell at a radius approximately O. 75 inch. I could not 
detect any appreciable azimuthal asymmetries. 

LOEW: I just wanted to mention something that might be useful to sOJ;ne 
of these studies. There was a man by the name of Mike Allen who wrote 

0 
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his Ph. D. thesis on something very similar for a traveling wave tube 
a few years ago (he was a student of Chodorow), and he has a lot of curves put into it. 

- . 
LEISS: Could you please tell me roughly what is the magnitude of the 
transit time correction in either one of the two cases described? 

HUBBARD: About 85%. 
LEISS: So about 15% is in other modes? 

-
GIO~DANO: The actual measurement of shunt impedance was mad,e p;Y 

, the perturbation method, and numerically integrated. -LEISS: I'm asking for reasons of beam loading. 

GIOR'DANO: Well, you actually have to compare the shape of the fiel<;l. -here to the average field. 

-
-�
-�
-
-�
-�
-
-�
-�
-�
-
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FABRICATION AND MEASURING METHODS� 
FOR DISK-LOADED WAVEGUIDES� 

T. Nishikawa*� 
Brookhaven National Laboratory� 

1. Introduction 

During the past ten years, extensive studies on electron linacs 
have been carried out in Japan. About ten machines, which were con
structed by the universities or by Japanese manufacturers, are working 
well for various purposes. The author wishes to report on the new 
methods developed recently in that country to fabricate disk-loaded 
guides and to measure their performance precisely. This work was 
carried out by the group of the University of Tokyo and by the staffs of 
the Mitsubishi Heavy Industries, Inc. and the Toshiba Electric 
Company. 

II. New Methods for Fabricating Guides with High Accuracies 

Disk-loaded guides used in electron linacs are usually made either 
by a brazing or an electroforming method. These two methods were also 
tried in Japan and led to fairly good results in obtaining accurate guides. 1 
However, in the former method, one needs to tune each cell after its 
fabrication unless one is extremely careful during the brazing process, 
while the usual electroforming method is expensive because of time con
suming and troublesome procedures during fabrication. A new method 
has now been developed which is a combination of the strong points of 
these two and which eliminates those difficulties. 2 

In order to achieve and to maintain high accuracy throughout the 
fabrication process, copper disks and cylinders are machined separately 
and assembled by jigs. The outer surface of the assembled body is then 
electroplated to form a complete structure (Fig. I). This method is con
siderably simpler than the brazing or electroforming technique previously 
used and eliminates a number of undesirable effects such as: 1) high 
temperature due to brazing, which results in dimensional distortion, and 
2} use of aluminum spacers and the necessity for removing them by 
etching. Typical values of machining errors obtained are shown in 
Fig. 2. It should be stated that the resonant frequency of each cell is 
strongly dependent on the shaping of the cross section of the disk holes 
since the field strength should be strongest at that point. A rough 

':<On leave from the Department of Physics, University of Tokyo. 
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estimate, using a perturbation calculation, shows that an accuracy of 
about one micron is necessary in order to keep the frequency error to 
less than 10-

5 
Also the surf~s~e roughness of the finished disks is held to 0.3 

microns to get high Q values. 'l- Good rf contact between disks and 
cylinders is assured by a knife-edge contact with appropriate pressures 
leading to Q values as high as 13,000 for the S-band 2 7T' 13 mode guide. ** 
The vacuum seal of the guide is obtained by electroforming; the 
gases ~lfcaping from a fabricated guide were measured to be about 
2 x 10 1,p./sec/cm2• Figure 3 shows the results of a nodal-shift phase 
measurement for a one-meter sedion, giving an error of less than 2. 5 
degrees when plotted on a Smith chart, which is certainly the order of 
the experimental error in such a measuring method. 

III. New Method for Measuring Performance of Guides 

A simple new method for measuring the resonant frequency and 
the Q value of each cell has been developed. 3 A metallic plunger with 
an antenna probe is inserted from each end of the guide. Their positions 
are adjusted to be set at the center of a cell or at the center of a disk 
hole so as to make the distance between the two ND (D is the cell length 
and N is an integer) (Fig. 4). Such a position can easily be found by a 
slight shift from the corred position, as shown in Fig. 7, and the follow
ing description. The radio-frequency power is fed into one of the anten
nas and detected by the other. The radio-frequency power is frequency 
modulated by a sawtooth wave, and the resonance behavior is measured 
by comparison with a wavemeter. A block diagram of the typical elec
tronic device used is shown in Fig. 5. 

In the usual nodal-shift method with a metal plunger and a standing
wave detector, the axial electric field can take a maximum at the plunger 
surface. In the present method such a mode is detuned by the antenna 
probes, and only the mode having a zero field at the plunger surface should 
be excited, as shown in Fig. 6. If one moves the plunger position, the 
detected amplitude and the frequency of the resonance vary as shown in 
Fig. 7, giving the correct position of the plunger with a minimum detected 
power. In the nodal-shift method, the error in the measurements is 
caused by mismatching at the input coupler of the guide. Such an error 

*Precise optical and matching techniques to measure and control the� 
disk-hole shaping and the surface roughness are described also in� 
Reference 1.� 

':<*Combined with the field measurement, the corresponding shunt 
impedance obtained is 59 M n 1m. 
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is eliminated in the present method, where the length of the antenna loops 
affects the frequency measurements. By an extrapolation of the results 
obtained for various antenna lengths, this measuring error can also be 
corrected. 

IV. Some TyPical Results of Performance Measurements 

The resonant frequency of each cell fabricated by the new method 
is found by the above measuring method to be within + 25 kc of the 
desired frequency (S-band, 2 .,,/3 mode). The corre~pondingphase 
error for a one-meter section should be O. 10 or 2 x 10-3 rad. >1< Some 
other interesting results follow: 

1. The effect of hole shaping 

A disk having an unsymmetrically shaped hole was used to examine 
the effect of hole shaping. It had a correct dimension on one half-side 
of the cross section and an incorrect dimension on the other side. The 
resonant frequency of a ." /2 mode cell was measured with this disk. 
The disk was turned over, and measurements were done for both cases: 
(i) the incorrect side is inwards to the measuring cell (Fig. 8, curve a), 
and (ii) it is outwards (Fig. 8, curve b). The result indicates a frequency 
shift in case (i) but not in case (ii). Since, with the present measuring 
method, microwave energies are stored mainly in the inner cell and not 
in the half outer cells, the result obtained is quite understandable and means 
that we can inspect the performance of each cell separately by successive 
measurements. This assures also that one can make Q measurements 
without effects of end walls. 

2. Tuning of each cell 

If we had observed a big frequency error in one of the cells, we 
could easily make a correction by a tuning operation. observing the fre
quency of that cell. Some typical examples of tuning are shown in Fig. 9 
where a small portion of the wall is pushed down in the usual manner, and 
the resonant frequency is corrected by a trial-and-error method. Also 
the aging effect of the deformed wall was examined over several days as 
shown in the right-hand side of Fig. 9. 

3. Measurement of field distribution 

One can also obtain the field distribution of a cavity by measuring 
the resonant frequency when the boundary is perturbed. An example of 

':<At the present stage, a guide having the total length of 3 m can be made 
with a similar performance. 
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- the 7T' / 2 mode, in which a small teflon bead is slid down along the axis, 
is shown in Fig. 10. 

-
LOEW: Do you plan to use this method and tune afterwards also, or do 
you plan to use only one method? 

NISHIKAWA: We usually do not use the tuning, but if we have made an 
error, we can adjust it easily.-� -2
LOEW: Was the number 10 , for the total phase shift per cavity, ex
pressed in radians? 

-
NISHIKAWA: Yes, radians. 

-
REFERENCES 

- 1. J. Tanaka, "The Construction and Test Operation of INS Linear 
Electron Accelerator", J. Phys. Soc. Japan~, 2081 (1961); 
J. Tanaka, T. Nishikawa, A. Miyahara et al., "On Electroforming 

-� of Disk-Loaded Waveguide for Linear Accelerators", AppL Phys. 
in Japan 31, 146 (1962); J. Tanaka, T. Nishikawa, A. Miyahara, 
and K. Kobayashi, "Microwave Measurements on Disk-Loaded Wave
guide for Electron Linear Accelerators", Internal Report of the 
Institute for Nuclear Study, University of Tokyo (March 1961, in 
Japanese). -

2.� "Mitsubishi Linear Accelerator Tube Manufactured by Electro
forming Method with Copper Spacer", (July, 1964), issued by 
Mitsubishi Heavy Industries, Ltd., Nagoya, Japan. 

3.� T. Okada, N. Shigemura and K. Takeuchi, "A Measuring Method 
of Frequencies of Accelerator Guides", Report on the Meeting of 
the Physical Society of Japan (April 1964). 

-

-�



-�84 

THE 500 MEV LINAC PROPOSED AS A NEW INJECTOR� 
FOR THE AGS AT THE� 

BROOKHAVEN NATIONAL LABORATORY� 

G. W. Wheeler� 
Yale University and Brookhaven National Laboratory� 

The Brookhaven National Laboratory has proposed a conversion 
program':< to increase the intensity of the AGS to about 2 x 1013 protons 
per second. A major feature of this program is a new linac injector to 
replace the present 50 MeV machine. This paper will describe the gen
eral features of the new linac. The work presented here represents the 
efforts of a large group of people from BNL and Yale. 

The principal characteristics of the linac are shown in Table 1. 
The initial design goal is for 50 mA of peak current at 500 MeV. However, 
it is important that the linac ultimately be capable of 100 mA peak current. 
Consequently, the accelerator is designed for a 100 rnA beam and all of the 
necessary power equipment and other features are included. At full energy, 
the energy spr~fd will be about O. 3% and the area in transverse will be 
about 57T X 10 cm-rad. Both of these figures include the effects of the 
estimated errors in alignment and adjustment of the accelerator. 

A maximum of approximately 10 pps will be needed for injection into 
the AGS when it is being operated at reduced output energy. The design 
pulse rate for the linac is set at 30 pps which increases the cost by about 
1%. This means that there can be at least 20 pps of 500 MeV protons avail
able for use as an independent research facility should this prove desirable. 
Although the duty cycle of such a facility would be low, it would still have 
an average current capability between 200 and 500 fL amp at 500 MeV which 
is adequate for the copious production of stopped mesons. 

The preinjector will be a 750 kV Cockcroft-Walton generator. 
Existing proton linacs have used injection energies between 500 keV and 
4 MeV. A lower limit is imposed by several considerations once the fre
quency of the drift tube linac is set. 1) The quadrupole field strength 
requirement increases and the cell length decrease"s as the injection 
energy is lowered, resulting in difficulty in installing the quadrupoles in 
the drift tubes. 2) As the drift tube gap decreases, the radial transit 
factor decreases,resulting in a worse radial distribution of field in the 

':<A Proposal for Increasing the Intensity of the Alternating Gradient 
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Synchrotron at the Brookhaven National Laboratory, May, 1964, -
BNL 7956. 
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TABLE I 

Principal Characteristics of the Proton Linac 

1. Beam Energy 

(a) Maximum energy: 503 MeV. 
(b) Energy variable in steps of 5-6 MeV from 187 MeV to 503 MeV. 
(c)� Energy spread at full energy: approximately':' 0.3% or 

or + 1500 keV. 

2. Beam Intensity 

15
(a) Average current: 0.3 mA or 2 x 10 protons/ sec. 
(b) Peak pulse current: 50 mA (eventually 100 mA). 
(c) Pulse length and rate: 200 fL sec, 30 pps. 
(d) Beam duty cycle: 0.6%. 
(e)� The rf microstructure of the beam will consist of O. 2 nsec 

pulses separated by 5 nsec. 
(f) Average beam power: 150 kW. 
(g)� Beam quality, area in transverse phase space,� 

5.". x 10-21: cm-rad at 500 MeV.� 

3. Physical Characteristics 

(a) Total length: 1200 feet. 
(b) Total peak rf power: 77 MW (at 50 mA beam current). 
(c) Preinjector: 750 kV Cockcroft-Walton generator. 
(d) Drift tube accelerator: 0.75 to 187 MeV at 201.25 Mc/sec. 

One� cavity,...., 8 m long followed by six cavities each 
"" 21 m long. 

(e)� Loaded waveguide accelerator: 187 to 503 MeV at� 
805 Mc/sec: 54 cavities each 3 m long,� 
54 rf amplifiers.� 

(f) Transverse focusing by magnetic quadrupoles. 
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gap which in turn can adversely affect the quality of the beam. 3) At lower 
injection energies, space-charge blow-up of the beam will be more serious 
in the space between the preinjector and the linac. The upper limit on th~ 

injection energy is set by the dc generator. The maximum voltage for an 
air-insulated set is about 1. 25 MVand about 12 MV for a pressurized 
machine. Furthermore, as the injection energy is increased, the amount 
of phase oscillation damping is decreased which could lead to serious dif
ficulty at the transition in structures. For a linac frequency of 200 Mel sec, 
there is little to be gained by going above 750 keY, at which energy the 
technology is well developed. 

It is planned to install two completely independent preinjector 
systems with a switching magnet in the drift space so that either may be 
used to inject into the linac. The duplication of the preinjector is neces
sary to insure high reliability of the linac and also will provide facilities 
for a polarized ion source and for ion source development. 

In order to achieve accelerated beams of 50 rnA and eventually 
100mA from the linac, the ion source must be capable of delivering 200 
and 400 mA,respectively, with sufficiently small emittances. The present 
choice is a modified duoplasmatron which should be capable of 200 mA 
output with a minimum of development. At present, no source is clearly 
capable of delivering 400 mA with a sufficiently small emittance to be 
injectable into the linac. Thus considerable design and development will 
be needed on the source before the linac can deliver 100 mAo 

A buncher will be used to increase the capture efficiency and par
ticularly to concentrate the particles near the synchronous phase. This 
latter function is particularly important because particles which are near 
the boundaries of the stable region at injection may be lost at higher 
energies, contributing to activation of the structure or at best will emerge 
from the linac with poor quality and hence be of little use. Several new 
designs for high efficiency bunchers are now being developed, and one of 
these will be used. 

The drift tube section of the linac will operate at 201. 25 Mc/sec 
and will accelerate the beam to 187 MeV. The general parameters of 
the drift tube section are shown in Table II. The possibility of operating 
the drift tube section at 400 Mc I sec has been considered but abandoned 
for the following reasons. A pressurized preinjector at about 3 MeV 
would be required which would greatly complicate the preinjector design. 
Even at this injection energy, the design of the first cavity of the linac 
would be very difficult. Furthermore, the loss of damping between 
750 keV and 3 MeV would be serious. However, if the new high efficiency 
bunchers are successful, it may prove desirable to change from 200 Mcl sec 
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TABLE II 

- General Parameters of the Drift Tube Section 

Input energy (MeV) 0.75 
Output energy (MeV) 187 
Energy gain (MeV) 186 
Peak beam current (rnA) 50 ~100)* 
Beam duty cycle (%) 0.6 
Beam pulse length (fL sec) 200 
Pulse repetition rate (pps) 30- Rf pulse length (fL sec) 400 
Rf duty cycle (%) 1.2 
Operating frequency (Me! sec) 201. 25- Wavelength (cm) 148.97 
Number of cavities 7 
Peak excitation power (MW) 13.3 
Peak beam power (MW) 9.3 U8.7) 
Total peak rf power (MW) 22.6 (~ ;a) 
Average excitation power (kW) 160- Average beam power (kW) 56 (112) 
Total average power (kW) 271 (384) 
Total length of cavities (m) 133.7 
Total intercavity drift space (m) 5.3 
Buncher space (m) 7 
Transition drift space (m) 10 
Total length (m) 156 

>:' Numbers in parentheses are for a peak beam current of 100 rpA. 
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to 400 Mc/ sec at an energy near 20 MeV which could lead to a reduction 
in the cost of the linac. 

There will be seven independent cavities containing a total of 261 
drift tubes. The cavities will be of conventional copper-clad steel con
struction. The first cavity will be about 8 m long and will operate at a 
reduced gradient (about 5 MV/m) to avoid the sparking problems which 
have been encountered at the low energy end of some linacs. The design 
of this cavity is intended primarily to assure good shaping of the beam in 

v' • 

both transverse and longitudinal phase space. A very short drift space 
will be used between the first and second cavities. About 30 cm is the 
maximum allowable distance because of the debunching of the beam. It is 
planned to make the vacuum envelope continuous for the two cavities. The 
details of the drift tube cavities are given in Table III. 

The second through seventh cavities will use shaped drift tubes, and 
the cost will be minimized with respect to shunt impedance and the spark
ing limit. It is expected that the MURA method of calculating cylindrical 
drift tubes will be used. The length of each cavity is so chosen that the 
peak power required per cavity will be about 5 Mw at 100 mA of beam cur
rent which will match the capability of one power amplifier. The lengthl3 
w.ill y:ary from about 24 to 19 m which is short enough to assure reasonable 
ease, ~n flattening the cavities. 

The drift spaces between these cavities will be about 1 m long, and 
matching triplets may be required in the drift space, depending on the final 
choice of focusing arrangement. The details of the focusing system and 
of the particle motion will be treated in another paper. 

The final rf amplifier stages will use the RCA 7835 triode which 
should be capable of delivering 5 MWpeak power output in this service. 
Thus, there will be six final stages. The power to drive these six stages 
and th.e power for the first cavity will be obtained from another 7835 stage 
with power splitters and phase shifters in each drive line. Each 7835 will 
have its own hard tube modulator and power supply. 

The vacuum system, cooling and other support systems will be 
generally conventional. Ion pumps will be used throughout. The rough 
tuning of each cavity to resonance will be accomplished by temperature 
control. 

Following the drift tube section, there will be a drift space between 
5 and 10 m long before the beam enters the loaded waveguide section. 
Because of the debunching of the beam, it is desirable to keep this distance 
as short as possible, but there is a considerable amount of equipment to be 
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Summary of Drift-Tube Tables 

Cavity No. 1 2 3 4 5 6 

~in 0.040 0.140 0.294 0.383 0.443 0.487 0.522 

~out  0.140 0.294 0.383 0.443 0.487 0.522 0.552 
Energy in (Mev) 0.75 9.33 43.34 77.35 108.07 135.79 162.01 
Energy out (Mev) 9.33 43.34 77.35 108.07 135.79 162.01 187.09 
Energy gain (Mev) 8.58 34.01 34.01 30.72 27.72 26.22 25.08 
Egap (Mv/m) 5.0 8.0 12.0 12.0 12.0 12.0 12.0 
Range of Rs (HO/m) 41.0 50.0 56/40 40/31 31/25 25/21 21/18 
Excitation power (Mw) 0.38 1.69 1.67 2.06 2.26 2.50 2.70 
Beam power1 (Mw) 0.43 (0.86) 1. 70 (3.40) 1.70 0.40) 1.54 (3.07) 1.38 (2.77) 1.31 (2.62) 1.26 (2.51) 
Total power (Mw) 0.81 (1.24) 3.39 (5.09) 3.37 (5.07) 3.60 (5.13) 3.64 (5.03) 3.81 (5.12) 3.96 (5.21) 
Accumulated power (Mw) 0.81 (1.24) 4.20 (6.33) 7.57 (11.40) 11.17 (16.53) 14.81 (21.56) 18.62 (26.68) 22.58 (31.89) 

Cavity length (m) 7.78 21.81 23.66 21.51 20.06 19.53 19.19 

Cavity diameter (cm) 94.8 95.0 89.4 87.9 86.4 84.9 84.0 

Range of D.T. diameter (em) 

Range of D. T. length (cm) 

17.6 

4.65/13.9 

23.9/16.5 

16.3/32.9 

11. 74/14.4 

33.7/38.0 

14.4/16.4 

38.6/41.0 

16.6/18.3 

41.8/43.3 

18.6/20.0 

44.1/45.2 

20.1/21.4 

45.7/46.6 
'"3 

~ CO 

Range of gap (cm) 1.50/6.97 4.93/10.9 10.1/18.7 18.3/24.7 24.2/30.0 28.4/32.4 32.1/35.5 t"' 
l."'.l 

CD 

Range of giL (x 103) 

!J.W/L (Mev/m) 

247/332 

1.10 

234/248 

1.55 

230/329 

1.44 

321/375 

1.43 

366/401 

1.38 

392/417 

1.34 

413/432 

1.31 

H 
H 
H 

!J.W/Pexcit. (Mev/Mw) 22.5 20.1 20.4 14.9 12.2 10.5 9.4 

Bore diameter (cm) 2.0 2.0 & 2.5 3.0 3.5 4.0 4.5 4.5 

No. of unit cells 59 67 47 35 29 26 24 

Accum. No. of full D.T. 2 58 124 170 204 232 257 280 

Drift space 1ength3 (m) 7.0 + 0.3 1.0 1.0 1.0 1.0 1.0 10.0 

Accumulated 1ength3 (m) 15.1 37.9 62.6 85.1 106.1 126.7 155.8 

No. of quadrupole magnets 58 66 15 9 6 5 4 

No. of magnets between cavities4 6 + 0 3 3 3 3 3 12 

Accumulated No. of magnets4 64 133 151 163 172 180 196 

(1) Numbers .in parentheses are for a peak beam current of 100 mao 

(2) There are Nce11-1 full D.T.'s in each cavity plus 2 half D.T. 's 

(3) The buncher space preceding CaVity No.1 is 7.0 m and the space between Cavities No.1 and No.2 
is 0.3 m. The accumulated length is measured from the start of the buncher space to the end 
of the transition section following Cavity No.7. 

(4) There are two triplet lenses in the buncher space, none between Cavities No. 1 and No.2, 
one lens each between Cavities No.2 - No.7, and three lenses in the transition section. 
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installed in this space. There will be one or more quadrupole triplets for 
matching the beam emittance from the drift tube section into the transverse 
acceptance of the waveguide section.. It seems clear that the analysis of the 
beam from the drift tube section can best be done here rather than drifting 
the low energy beam through the entire waveguide section. Consequently. 
a deflecting magnet must also be installed in. the drift space. Complete 
beam analysis equipment and a small beam stop will be provided. 

The choice of frequency for the loaded waveguide section is based 
primarily on the longitudinal dynamics of the particles at the transition. 
Extensive numerical calculations have been made and lead to the conclusion 
that 800 Mel sec is the highest frequency which can be used safely when the 
drift tube section is operated at 200 Me/sec. In the ideal case. it would be 
possible to transfer the beam from a 200 Me/sec to a 1200 Me/sec accel
erator section at about 200 MeV. without loss of beam from the phase stable 
region. However. when the effects of improper adjustments and a reason
able safety factor are included. it becomes clear that 800 Mc/ sec is a 
reasonable figure. 

The conventional iris-loaded waveguide is clearly a usable structure 
in the standing wave mode for the acceleration of protons. However. better 
structures have been developed, as discussed in another paper. The slotted 
iris structure has been chosen for the high energy section of this linac 
because it gives the best compromise between bandwidth. shunt impedance. 
ease of fabrication and other factors. The operating frequency will be 
805 Mc/ sec. and there will be 54 independent standing wave cavities which 
will accelerate the beam from 187 to 503 MeV. The general parameters 
of the waveguide section are given in Table IV. 

The cost minimization procedure has been applied to the design and 
results in a rather low acceleration rate which increases from 1. 67 MeV/m 
to 2.06 MeV/m. This leads to a ma..ximum value of Eo of about 4. 1 MV/m 
so that the peak fields on the surfaces should not exceed 10 MV/m which 
should be well below the sparking limit. Each cavity will be about 3 m or 
8. 5 ~ long so that flattening should present no problem. The number of unit cells per cavity will vary from 30 to 22. The excitation power per 
cavity will be about 0.7 MW.and the total power per cavity at 100 mA will 
be about 1. 25 MW. The energy gain per cavity varies from 5. 1 to 6.4 MeV. -

Each cavity will be powered by a single amplifier tube so that power 
splitting at high power levels will not be needed. The final amplifier tubes -
will be type RCA A15191 negative grid triode cOaJdtrons. It is believed 
that klystrons are not suitable for this application. Drive power for the 
54 final amplifiers will be supplied by seven A15191's. each capable of -
driving eight finals through the appropriate power splitting networks. 

-�
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TABLE IV 

General Parameters of the Waveguide Section 

Input energy (MeV) 187 
Output energy (MeV) 503 
Energy gain (MeV) 316 
Peak beam current (mA) 50 (l00)>:<- Beam duty cycle (0/0) 0.6 

.Beam pulse length ( jLsec) 200 

- Pulse repetition rate (pps) 30 
Rf pulse length (fA- sec) 250 
Rf duty cycle (0/0) 0.75 
Operating frequency (Mc! sec) 805.00 
Wavelength (cm) 37.241 
Number of cavities 54 

- Peak excitation power (MW) 38.4 
Peak beam power (lVlW) 15.8 (3l. 6) 
Total peak rf power (lVlW) 54.2 (70) 
Average excitation power (kW) 288 
Average beam power (kW) 95 (l90) 
Total average power (kW) 406 (525) 
Total length of cavities (m) 165 
Total intercavity drift space (m) 34 
Drift space at end of accelerator (m) 6 
Total length (m) 205 

,'
-"Numbers in parentheses are for a peak beam current of 100 mAo 

...., 
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These seven drivers in turn will be driven by an intermediate power 
amplifier employing a single A15191. Thus, there will be 62 A15191's 
and a single low level drive chain. Each tube will have a separate hard 
tube plate modulator in order to allow individual control of the field ampli
tube in each cavity. Phase control between cavities will be accomplished 
by servo-controlled phase shifters in the drive lines to the final ampli
fiers. By including only the final amplifier in the servo-loop, the number 
of elements introducing phase noise is minimized. 

i . 
The frequency of the accelerator is set by a highly stabilized 

805 Me/sec oscillator, and all of the cavities are tuned to this frequency. 
For the drift tube section, a 201 Mc/ sec oscillator is phased locked by a 
signal taken from the first 805 Me/sec cavity. 

The cavities will be assembled in subsections consisting of two 
cavities separated by a 30 em drift space which will be used as the vacuum 
pumping connection. The subsections are connected by a 1 m long drift 
space. Transverse focusing will be accomplished by quadrupole doublets 
placed in each 1 m drift space. 
, ' 

\, The vacuum system will :tfploy ion pumps throughout and will 
operate at a pressure below 10 Torr. The cooling system and other 
acceierator support equipment will be generally conventional. Because 
the coaxitrons are fixed tuned and have no mechanical adjustments, they 
will be placed directly alongside the waveguide to minimize the length of 
waveguide. The accelerator will be located in a shielded tunnel, separated 
from the support equipment by a wall which varies from about 2 to 11 feet 
thick. 

More detailed discussion of the design of this linac is included in 
several other papers presented at this Conference and in the Brookhaven 
Proposal BNL 7956. 

WROE: I would like to know why you have so much more injected current 
than accelerated current. It seems to me that one should be able to ac
celerate more than half of the current from the injector. 

VAN STEENBERGEN: In the conventional bunchers which are in use now, 
the effective capture in the linac is less than 50%. One wishes to operate 
the buncher to achieve good beam quality rather than for maximum cap
ture. Hence, it seems that 400 rnA from a source is not too much to 
assure 100 rnA of accelerated beam at the end of the linac. 
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WHEELER: I think it is necessary to stress the importance of beam 
quality in these high intensity, high energy linacs. One must not lOqe 
many particles at energies above the neutron production threshold, ~o 

that particular care must be taken when the beam is transferred fvorn 
the drift tube linac to the waveguide section at about 200 MeV. We have 
made estimates of the radiation background and activation of the a.ccel- erator. These will be very severe if more than about 0.1% of the beam 
is lost. Beam quality is also most important in an injector linac in 
order to assure good capture by the synchrotron.-
CARNE: Why do you set a field strength of 10 MV/m at 800 Me/sec? 

- WHEELER: That is an estimate (see text of paper). The cost minimi~a
tionprocedure indicates an average acceleration rate of about 1. 75 MeV /m, 
and from this it is estimated that the peak surface fields should not exceed 
10 MV /m. I think that this figure is conservatively below the sparking 
limit. 

- WROE: Are there any parts of the preinjectors which are more un~ 

reliable than the others? 

WHEELER: Particularly at these high currents, the source itself is the 
biggest problem. However, since the source is in the high voltage 
terminal, you must shut off the Cockcroft-Walton set in order to get at 
the source. Hence, in order to allow rapid change over to a new ~ourGe, 

two complete preinjectors are required. These can be switched by pimply 
changing a magnet in the buncher space. The amount of money involved- is small compared to the improved operating efficiency of the linac. 

-
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-�



94 

THE LASL MESON FACTORY* 

D. E. Nagle 
Los� Alamos Scientific Laboratory, University of California 

Los Alamos, New Mexico 

The LASL accelerator group has been engaged for the past two years 
in the design of a high current, medium energy (800 MeV) proton linac and 
associated experimental areas and equipment. A complete facility is 
planned, comprising experimental areas, office building, branch shops, 
data-handling equipment, high level radiochemistry laboratories, et~. It 
would have supporting it the libraries, computers, and other services 
presently available at Los Alamos. This facility would become a major 
:tOdl for the program of research by physicists and chemists into th~ struc
tureof the nucleus. The facility would be used by qualified scientists at 
LASLand throughout the country, with a natural emphasis on faculty and 
students from the Rocky Mountain and Southwest universities. It would be 
the only accelerator above the low energy range between the West Coast on 
the one hand and Chicago on the other. 

Although nuclear physics is a relatively mature science, qualitative 
improvements in the tools of research are still giving rise to qualitlil-tive 
changes in our understanding of nuclear structure. We are confident that 
this will be true of this instrument as well. 

The characteristics which make the linac especially valuable for 
this application are: 

1) Completely extracted proton beam 
2) Variable energy 
3) Small radial and angular spread of tre beam 
4) Small energy spread of the beam 
5) Complete rf debunching possible, i. e., 100% micro duty factor 
6) Possibility of extending the energy range 
7) Ease of servicing accelerator components 
8) High rf efficiency 
9) Low activation of the machine by lost beam. 

Table I gives the� basic parameters of the machine as a research tool. 

Tables II and III give the characteristics of some of the seconda;ry 
beams as calculated by A. McGuire and H. Butler. 
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"Work performed under the auspices of the U. S. Atomic Energy 
Commission. 
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A method of complete debunching of the microstructure has been 
studied by W. Visscher and will be discussed later in the week. It seems 
quite practical. This gives the linac an overall duty factor of six per cent 
which compares favorably with most circular machines. 

Table IV shows the principal parameters of the machine. The 
injector is a conventional 750-keV Cockcroft-Walton with von Ardenne 
source and accelerating tube, followed by a prebuncher. The first 175 :MeV 
of the linac is the Alvarez type operating at 201. 25 Me. The present 
design layout of this part of the machine is given in Table V. 

H. Hoyt and W. Visscher will discuss the LASL programs that do 
the same type of calculations. LASL is, of course, participating in the 
effort to see If joint designs can result in savings in hardware costs for 
the several linacs now proposed in this country. 

Table V gives the present 200-Mc design. Figure 1 shows the 
acceptance fish corresponding to this design, calculated by M. Rich. 

As you have heard this morning, one of the very interesting featllres 
of the last year's work has been the rapid development of new structures 
for the SOO-Mc part of the linac. As E. Knapp said, the cloverleaf struc
ture offers a factor of two or more improvement in shunt impedance and 
a factor of 10 or more in coupling over the center-coupled iris at th~s 

frequency. The other electrical properties, e. g., field patterns, higher 
cell modes, and tank behavior are now understood in great detail as a 
result of a very satisfactory agreement between theory and measurements. 

The fabrication problem appears to be tractable. We regard the 
cloverleaf, therefore, as a practical solution to the problem of finding a 
better SOO-Mc structure. The present design of the SOO-Mc linac is based 
on the cloverleaf, although the side-coupled structure is an attractive 
alternative. 

Table VI shows the basic SOO-Me layout. Forty-five {45} power 
amplifiers, each driving two resonant 7T" -mode tanks of 40 cells each, 
are used to get to 793 MeV. The phase velocity is constant in each tank. 
The final amplifier tubes, RCA A15191 coaxitrons, have a design power 
of 1. 25 MW. We have rated them at 1. 0 at the tanks, including beam 
loading. 

The problem of the phase and amplitude control of the tank voltages 
is an interesting and important one. Bob Jameson will discuss one 
system for doing this. 
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The choice of transition energy is a compromise between cqnsidera
tions of power economy and beam dynamics. Power economy considera
bons would argue for a transition at less than 140 MeV. However, the cost 
is not very sensitive to a 30 MeV change. With 40 cells per section, the 
computer runs predict a resonance between the radial and phase oscillation 
at about 130 MeV. Above 130 MeV, the curves for radial and phase oscilla
tion diverge quite rapidly as shown in Fig. 2. The problem of fitting in 
focus magnets is much easier at the higher energy. Finally, the additional phase damping helps the SOO-Mc fish to digest the 200-Mc fish. All of these 
considerations together point to 175 Mev as a suitable transition energy. .'The remaining part of the talk is to show you some slides which 
illustrate the artist's conception of the physical appearance of the accel
erator and the buildings. They are Figs. 3 through S. Figures 9 through -11 show the SOO-Mc test stand and development models of the 200-Mc and 
SOO-Mc structures. 
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TABLE I� 

Research Characteristics of the LASL Linac-
1. Average proton beam 1 rnA. 
2. Extraction efficiency 1000/0. 
3. Micro duty factor can be 100% from 200-700 MeV. 
4. Macro duty factor 6%. 

- 5. Energy variable 300-800 MeV, with possibility of extendL1'lg energy later.� 
6. Radial emittance ~ .". mr-cm.� 
7. Energy spread ~ O. 3% (rms, with errors).� 
8. 800-MeV phase width, if not debunched = + 15

o 
.� 

9. Beam loading 26%.� 

-
TABLE II 

Pion Beam Intensities 

Conditions: 1 rnA Proton Beam - 800 MeV .... 

-
6 gml em2 Target 
3 x 10- 3 Steradian Pion Channel Acceptance 

6p/p = 0.04 - Momentum Acceptance of Pion Channel 
Channel Length = 40 Ft. (Minimum 6p Ip of Channel = 0.007) 

Pion Energy- MeV 

100- 200 
300 
400 
500 

-
-

Positive� 
Pion Intensity� 

2.5 x 108 /sec 
1. 6 x 109/sec 
2.2 x 109/sec 
1. 7 x 109/sec 
1. 0 x 10 91sec 

Negative� 
Pion Intensity� 

4 x 107/sec 
2.8 x 108 /sec 
3.1 x 108/sec 
2.8xl08 /sec 
1. 6 x 108 / sec 



TABLE III 

Muon Beam Intensities 

Conditions: 1 m A - 800 MeV Proton Beam 
30 gm/cm2 Target 
n = 10~2 Steradian = Acceptanc e of Pion Matching Channel 
Xl =45 Ft. = Length of Pion Matching Channel 
!::.p /P>'".= Momentum Acceptance of Pion Channel = 0.10 
!::'p/p}fL= Momentum Interval of Muons Considered = 0.10 
F = Probability of Muon Remaining in Channel = 0.2 for ~,  50 Ft. Channel 

= 0.1 for 100 Ft. Channel 
Pion Positive Pion 
Energy Beam at Muon Positive Muon Negative Muon 

coMeV JI: Channel in Energy Beam Intensity BeamIntensity co 
50Ft. 100Ft. 50Ft. 100Ft. 

Channel Channel Channel Channel 

6100 9 x 109bsec 70 MeV 2 x 107/ sec -- 3 x 10 / sec 
200 6 x 101 / sec 175 MeV 2 x 109/ sec 3 x 10~/ sec

9 a300 8. 5 x 1010/ sec 265 MeV 2 x 10 9/ sec 3 x 10 / sec 2 x lOa/sec 
400 7 x 1010/ sec 360 MeV 1.3 x 109/sec ~ :~ ~ ~ ~~ ~ ::~ 2 x 1O~/ sec 1. 6 x 10 / sec 
500 5. 5 x 1 010/ sec 435 MeV a . a x 1 08/ sec 6.9 x 10 / sec 1.4 x 10 / sec 1 . 1 x 107 / sec 

l( . , ,l t I c I I I I t .. ( I t'" •• • 
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TABLE IV 

Machine Characteristics 

Proton Energy 
External Average Beam Current 
Length of Beam Channel- Radiofre quency 

- Total Peak Rf Power 
'Total Average Rf Power 
Macroscopic Duty Factor 
Injection Energy 

. Total Facility Power� 
Average Beam Loading� 

-�
-�
-

-

792 million electron volts 
1000 microamperes 
2330 feet 
201. 25 Mcps below 176 MeV 
805. 0 Mcps above 176 MeV 
62 MW 
3.8 MW 
6.00/0 
750 keV 
33 MW 
26 0/0 

-�



TABLE VI� 

805-Mc Accelerator Summary� 

Section Number� 
Input Energy (MeV)� 
Accelerator Section Length (meters)� 
Quad Length 4 /3 >.. /2 (meters)� 
Drift Length 4 /3 A /2 + 0.4 (meters)� 
Accumulated Length (meters)� 
Structure Power (MW)� 
Beam Power (MW)� 
6w/L (MeV/m)� 
Final Energy (MeV)� 

1 to 90 
176.5 

4.0741 to 6.2960 
0.4096 to 0.6302 
0.8096 to 1. 0302 

575.3462 
0.387 to 0.350 
O. 113 to O. 150 
1. 389 to 1. 192 

792.0 

-
-

-
-
-
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- JOHNSTON: Did you say that in a given cavity you do change the length 
of the cell as beta increases? 

NAGLE: No, we do not; we keep it constant until the next cavity. 

JOHNSTON: Doesn't this shake the phase oscillations too badly for each�- proton?� 

NAGLE: No.-
-

OHNUMA: I should like to ask about your choice of the final energy. 
You mentioned that this machine will be primarily for nuclear physics. 
What would be the particular advantage ,of getting 800 MeV instead of 
say 500 MeV? 

NAGLE: Well, there is certainly no precise energy that you must reach, -
The difference between an accelerator that runs at 500 MeV and one that _.� runs at 800 MeV is primarily in the range of high energy pion and muon 
beams that are available, and the range of high energy nucleon beams 
that are available. If you go to 500 MeV, you will not have many pionlii 
above 190 MeV because there's just not :much phase space available. If-� you go to 800 MeV, you could have 300-350 MeV pions. 

SYMON: I think it is a little amusing that the figure 800 MeV first arose- because that was the natural dynamical limit for AVF cyclotrons. When 
we first discovered this, we were a little unhappy because it seemed one 
would like to go higher to get over the strange particle thresholds. We- looked very hard to try to find reasons to justify building a machine at 
800 MeV. Now I guess the tables are turned and the AVF cyclotrons are 

- no longer so attractive. But this particular energy seems to be attractive 
still. 

-�
-�
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INPUT FISH� 
.850 FOR 176 Mev Linac� 

.825 -

.800 

.775 
>. -
~ .750 

>
CI .725 
a:: 
~ .700 

W 

PHASE STA8LE PARTICLE 

1----1,r--+,--11--+1-+1--111---+1--11---1-'-4-I--lII---+I--IIf--+1--
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Fig. I 

DEPENDENCE OF PHASE AND OF RADIAL� 
OSCILLATION WAVELENGTHS. UPON THE ENERGY�

2 
9xl0 (The Ordinate Is Number Of Cells) 

800 >."'_ CALCULATED FROM� 

ADIABATIC THEORY nx2 • e£oSln X,� 

700 •� COMPUTER VALUES (NO GAPS >'''13mc2� 
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(2 P >. GAPS)� 
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300� 
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-
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Fig.4 ACCESS CORRIDOR AND ACCELERATOR CHANNEL 

..� 
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-�
.... 

Fig. 5 ACCELERATOR CHANNEL AND MAIN EQUIPMENT AISLE 
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Fig. 6 EXPERIMENTAL AREA LAYOUT 

-
-
-

-
-

- Fig.7 EXPERIMENTAL AREA SHOWING TARGET 

PION Ato.ID MUON BEAMS 

ROOM 
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-�Fig.8 PLASTIC MODEL OF WAVEGUIDE CLOVERLEAF TANK 

-
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-
Fig. 9 aOO-Me HIGH POWER TEST STAND .
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Fig. 10 ALVAREZ SECTION EXPERIMENTAL MODEL 

-
-

-
-
-
- Fig. II CLOVERLEAF EXPERIMENTAL MODEL 
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STUDY FOR A SUPERCONDUCTING MULTI-GEV PROTON LINAC 

H. Schopper 
Karlsruhe. Germany 

A study group has been established which will investigate the problems 
connected with a high energy superconducting linac. This type of accelerator 
has been selected for various reasons. the three most important of which are: 

1.� The experience with syn.chrocyclotrons has shown that for many 
experiments high currents are useful only if combined with a 
high duty cycle. 

2.� The technology of a superconducting accelerator is interesting in 
itself. 

3.� If a proton accelerator is built in Germany. it should be of an 
advanced type and it should permit the production of strange 
particles. 

The advantages offered by a superconducting linac seem to be so 
attractive that we think it worthwhile to make an effort to overcome the 
great difficulties and to take into account the unavoidable delay in the con
struction. 

The study group will investigate the physical and technological prob
lems of superconducting cavities at 1200 Me. In addition. various accel
erating structures will be studied at room temperature and 400 Me. 

Since experimental data for the production cross sections of second
ary particle beams are very scarce between 1 and 10 GeV. calculations 
based on the statistical model are being performed in order to provide a 
basis for the final choice' of the energy of the accelerator. It is hoped that 
a definite proposal can be worked out within 1 or 2 years. 

In order to give an impression of the implications of such a project. 
a few very tentative figures may be quoted. A major advantage of a super
conducting linac lies in the fact that.because of the small rf losses and 
the good vacuum high. gradients can be used.resulting in a large energy 
gain/me Values of about 5 MeV /m. seem possible. For a disc-loaded 
structure this implies maximum magnetic fields of about 200 gauss com
pared to the critical field of 500 gauss for Pb and 1400 gauss for Nb. 
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Adopting an energy of 3 GeV, the accelerator length would then be 
only about 600 m. For a frequency of 400 Mc,and scaling the improve
ment factors q obtained at Stanford for Pb at 2800 Mc to this frequency, 
one expects q!:::! 40,000 or perhaps even more if other superconductors 
are used. With an average shunt impedance of 20 M n 1m (which seems 
conservative, considering the new structures discussed at this conference), 
one calculates a power loss for lead of P = 40 kW, which has to be cooled 

- away at liquid He-temperature. 

The refrigeration system able to achieve this will require an input 

- power of about 20 MWand is estimated to cost approximately 6 M$. Since 

-
the saving on the rf system is much higher, it is to be expected that a 
superconducting linac will not be more expensive than an ordinary linac 
with the same energy but a much lower duty cycle. 

NAGLE: What current do you expect to get?-
SCHOPPER: The current will be limited mainly by the shielding and the 
power the target can stand. Most of the rf power will go into the beam, 
of course. Assuming a current of 100 fLA, the beam power would be 
300 kW compared to the power loss of 40 kW. 

- MARTIN, J. H.: Do these figures push you uncomfortably high in rf 
magnetic field strengths? 

- SCHOPPER: No, it depends on the structure of course. If we assume 
the ordinary iris-loaded structure, then the ma,ximum field that you get 

- is 260 G compared to the critical field for lead of 500 G, and 1400 G for 
Miobium. I forgot to mention that in calculating the power, I assumed 
an average shunt impedance of 20 MfL/m, which I think is on the safe side. 

WORSHAM: Have you looked at the problem of how you would build the 
cryostat? 

- SCHOPPER: We haven't ITlade any detailed studies. This will be one of 
the tasks of the study group. 

- DICKSON: Have you done a."'1y rf measurements yet on superconducting 
surfaces? 

- SCHOPPER: Not yet, but we hope to start in about two months. 

GUILBAUD: The rf magnetic field you mentioned is related to the 40 kW 
energy loss?-
SCHOPPER: Yes, the field is proportional to the energy gain per meter 
which in turn is related to the energy loss. 
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THE NEW ZGS INJECTOR PROPOSAL 

Rolland Perry 
Argonne National Laboratory 

The history of accelerators shows that as each one becomes opera 
tional and as new experiments are designed, there is an ever increasing 
demand for higher beam intensity or higher energy, or both. The ZGS is 
no exception to this rule. Consequently, we are presently considering an 
improvement program for the ZGS which includes (a) a new 200 MeV, high 
intensity injector system, (b) remodeling of the ZGS rf system to accom
modate larger beams, (c) rebuilding of the ZGS inner vacuum chambers to 
withstand full atmospheric pressure and to eliminate the likelihood of 
radiation damage, and (d) provisions for remote handling of targetry and -other highly radioactive components in the ZGS. 

I shall discuss only the proposed injector system. 
In the early planning of the Zero Gradient Synchrotron (ZGS). it was 

conservatively estimated that a 50 MeVlinac could be expected to inject in
to the ZGS a proton beam of about 5 mA with pulse lengths of about 200,usec. 
This would give about 6 x 10 12 protons per pulse; and assuming a capture 
efficiency of 50% for the ZGS, the latter should then be able to accelerate 
about 3 x 1012 protons per pulse to full energy. As this was nearly two 
orders of magnitude higher than the achievements of any then existing 
proton synchrotron, it was expected that the ZGS would be in a very favor able position with respect to beam intensity for some time after its com
pletion. 

-When the parameters for the ZGS w1lie finalized, the space-charge 
limit was determined to be about 2.6 x 10 protons per pulse after bunch
ing for a 50 MeV injected beam. 1 To reach this level would require an injected beam of 50 rnA from the linac. Up to the present time the 50 MeV 
linac has injected 17 rnA into the ZGS. Presumably, with careful adjust
ment of all parameters, 50 rnA might be achieved with the rf power avail -able. This will bring the injected beam approximately to the space-charge 
limit of the ZGS. -. Consideration of how it might be possible to increase the output of 
the ZGS beyond the inherent existing space-charge limit led to the realiza
tion that increase of the injection energy would push the space-charge limit ,_ 
to a higher level and thus permit acceleration of a larger number of par
ticles per pulse. Furthermore, increasing the energy of the injected beam 
will reduce its angular divergence and thus permit injecting through a 
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- smaller aperture into the ZGS, with the consequence that, by decreasing 
the rate of rise of the ZGS guide fi(;)ld, the injection time can be increased 
to about 400 fL sec. 

The space-charge limit of the ZGS at injection increases with injec
tion energy somewhat more rapidly than linearly, as shown in Fig. 1 up 
to 400 MeV. 

However, as the intensity of an accelerator rises, shielding require
ments also increase. The saf4 limit of intensity for the ZGS basic shield
ing is believed to be about 10 particles per pulse, which imposes a 
practical upper limit on injection energy.-

-
Choosing an injection energy of 200 MeV provides an increase in the 

ZGS space-charge limit by a factor of five above the limit at 50 MeV, which 
would just about match the limit of the basic shielding. 

The proposed injector system is comprised of the following major- components shown in Fig. 2. 

A� 750 keV preaccelerator, including an ion source and ion focusing 
and accelerating elements. 

A beam transport system and beam analysis system for the 750 keY- ion beam. 

-� An ion buncher for phase bunching of the ion beam. 

A 200 MeV linear accelerator, comprised of seven or eight separate 
cavities, each driven by a high-powered rf amplifier and all 
properly phased together and locked to a common rf oscillator. 

A� beam analyzing and beam transport system for the 200 MeV proton- beam. 

A� set of achromatic deflecting magnets to conduct the proton beam 
into the Zero Gradient Synchrotron and place it on its proper orbit. 

- It is planned to inject the 200 MeV beam into the ZGS at the No. 1 
straight section but along a beam line which will permit building and 
testing the new system completely, except for the beam transport and de
buncher portion, before disturbing the existing system. It is expected that- a period of three years will be required for construction and testing and 
about six months for installation of the connecting equipment and modifica
tions to the ZGS equipment. 

-�
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-
Two complete preaccelerators are planned in order to reduce the 

probability of down time of the ZGS facility due to ion source or other pre
accelerator problems. The beam switching magnet will permit use of 
either preaccelerator beam for injection. At the same time the beam from 
the other preaccelerator could be deflected in the opposite direction for 
beam analysis, etc. -

The parameters selected for the preaccelerator are as follows: -
Beam energy 750 keY + O. 10/0 
Peak proton beam current 200 rnA 
Beam pulse duration 400 - 800 fL sec. 
Pulse repetition rate 5 - 10 per sec. 
Beam emittance 107T' - 17 7T' cm-mr. -

An ion source development program is presently under way, includ
ing investigation of the Russian plasma expansion cup idea. Also, in co
operation with MURA personnel, plans are being made for testing short 
accelerating column designs, with the hope of attaining improved beam 
quality by use of rapid acceleration in a controlled field configuration. -

The beam from the preaccelerator will be focused through the 
apertures of a multiple-harmonic buncher by a set of quadrupole magnets 
and will be matched into the first cavity of the linac by another set of 
quadrupole lenses. Beam pulse transformers, Faraday cups, and beam
defining slits will be placed appropriately along the beam path to permit 
amplitude and beam quality measurements ahead of the linac. An electro -
static deflection type fast beam chopper will also be placed ahead of the 
linac. -

Because the linac is to serve the ZGS with high efficiency, the 
parameters chosen should be such as to meet all the minimum require
ments without imposing stress on any components. The following param -
eters are based on this basic philosophy. 

-
-
-
-
-
-
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Linac Parameters 

Item Value 

Number of Cavities 7 - 8 
Input Energy 750 keV 
Final Energy 200 MeV 
Input Current (protons) 150 mA 
Output Current 100 mA 
Transverse Phase Acceptance 177r cm-mr 
Output Beam Emittance 4.6 l' cm-mr 
Repetition Rate 5 per sec 
Beam Pulse Length 400 - 500 J.I. sec 
RF Pulse Length 1000J4 sec 
RF Duty Factor O. 50/0 
RF Losses in Cavities 17 MW 
RF Power for Beam Acceleration 16 MW 
Temperature Stability < + 0.25

0 
C 

The linac will be comprised of seven 2 separate cavities, each powered 
by a single rf amplifier capable of at least 5 MW peak rf power. The 
parameters of each cavity will be so chosen as to give the most effichmt 
division of rf power, P n' between cavity losses and beam power at the 
design beam current, 1. The incremental energy gain, 6 Wn' for the nt,h 
cavity when this condition is satisfied is given by 

(MeV) 

where Ln ;: average rf losses /MeV in the nth cavity. 

The rf loss factor, Ln , is a function of drift tube and cavity 
geometry. For a given cell it increases with drift tube diameter. It also 
increases with energy since drift tube lengths must increase with energy. 
It is also proportional to the square of the mean rf gradient, Eo, in the 
cavity. Figure 3 shows the general behavior of this factor as a function 
of energy for three different 200 MeV linac designs computed by MURA 
personnel who are cooperating with ANL in the design of the linac. 

The linac cavities will be much like the present 50 MeV cavity. A 
cross section through the cavity and drive line is shown in Fig. 4. RF 
power from a power amplifier is coupled via a coax transition into a 
rectangular wave guide. At the linac end of the wave guide, power is 
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coupled through a cylindrical ceramic window into a short coaxial line which 
is terminated by a coupling loop at the linac cavity. The loop penetration 
is adjustable, and irises in the wave guide, together with tuning shorts at the 
ends of both wave guide and coax lines, permit impedance matching. 

Drif t tubes will be of the cylindrical type, which MURA people have 
computed, because of the simplicity of this design and the resultant economy 
of fabrication. However, the drift tubes for the first cavity may be of the 
Christofilos type, used in the existing injector, because the computer 
program is not yet capable of giving reliable results below 20 MeV. A dc 
quadrupole magnet will be installed in each drift tube although they may not 
all be necessary at the high energy end. 

The type of tuner has not been established although ball tuners 
similar to those in the existing linac are being considered. It is believed 
from our experience in setting up the field distribution in the 50 MeV linac 
that a tuner in each cell may be very desirable, and this is presently being 
planned. For slow servo tuning of an entire cavity, an eccentric bar run
ning along the cavity wall offers an interesting possibility. 

Each of the cavities of the linac must be driven at the same rf fre
quency, and each must have the proper phase and amplitude. Because of 
'the relatively large beam loading expected and the variation of cavity shunt 
impedance with energy, amplitude control must be either preprogrammed 
or servo controlled. Phasing also will require fast servo control. 

The rf system is shown in block diagram form in Fig. 5. Each of 
the amplifier chains will be identical in operational requirements, and 
each will be separately controllable. The following table lists the specific 
requirements of the system. 

Performance Specifications for the 200 MeV Linac RF System 

Item Value 

Operating Frequency 201. 25 Mc/sec 
Pulse Length, Variable to 700 - 1000 fA. sec 
Pulse Repetition Rate, Variable to O. 5 - 5 per sec 
RF Duty Factor 0.035% - o. 5% 
Number of Power Amplifiers 7 - 8 
Peak RF Power per Amplifer 5 MW 
Total Peak RF Power 33 - 37 MW 
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The rf system, shown in Fig. 5, will consist of seven rf power 
amplifiers (PA's), one for each of the linac cavities. Each PA will use a -single RCA 7835 super-power triode rated at 5 MW peak power and will 
be driven by an amplifier chain, cap able of supplying approximately 160 kW 
peak drive power. The amplifier chains will be excited by a single low -level oscillator-amplifier system so that all final amplifiers will be driven 
at a single frequency and at controllable relative phase, maintained by fast 
servo systems at the low level amplifier stages. This arrangement will -permit independent testing of each of the rf amplifier systems and of the 
cavity it drives. It will also preclude interaction between one PA system 
and any other. Thus, from the standpoint of tune up and trouble diagnosis, -this system will be most versatile. By eliminating interactions at the high 
power levels, it will be more reliable than with high level coupling. 

-A separate amplifier chain will drive the buncher and debuncher in 
order to avoid the effect of beam loading interactions on the amplitude and 
phase of these cavities. -

It is proposed in the new system to use the same scheme that is 
presently in use on the 50 MeV linac in maintaining frequency stability: -i. e., the rf system will be driven from an oscillator until the rf level 
in the linac cavity reaches approximately the accelerating gradient. At 
this time, a signal from No. 1 cavity will be gated on in place of the oscil -lator so that the No. 1 cavity will thereafter be driven at its resonant fre
quency. All other cavities would be driven at this same frequency, and 
all would, of course, require very good thermal stability in order to -resonate at or near the same frequency, as /:if

f 
= - <:t /:iT, where oc. is 

the coefficient of thermal expansion for the cavity metal. -A further consequence of cavity temperature change is the phase 
shift resulting from driving a cavity at a frequency different from 
resonance. The magnitude of this phase shift is proportional to the Q of -the cavity, i. e. , 

e ~ - 2 QO€ /:i T . -
Figure 6 shows the magnitude of the phase shift as a function of temperature 
for a few values of Q. -

Taking into account the phase damping that can be expected, one can 
set an upper limit to the magnitude of phase shift between cavities that can -�be tolerated without loss of particles. As the phase damping is propor
tional to f3 -3/4 one finds that the maximum allowable phase shift varies 
with energy, as shown in Fig. 7. 

-
-
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This in conjunction with Fig. 6 indicates that cavity temperature 
stability must be good to ± O. 250 C in order not to spill particles frorp. 
the ph'ase bucket in successive cavities. Considering energy spread and 
other factors, the thermal stability must be very much' better than this. 

The shape of the curves in Fig. 7 suggests that, since there is still 
considetable phase damping after the 10 MeV region, it would be desiri3-ble 
to design the first cavity of the linac for 20 MeVor even higher energy. 
In the ANL case, since we propose to use identical amplifier systems for 
each of the linac cavities, it will be advantageous to design the first cavity 
for 20 MeV or more in order to reserve more rf power for the remain~ 

ing cavities. These are the two main reasons for designing the first cavity 
for 20 MeV rather than 10 MeV. 

SYMON: I didn't see why this diagram that you have here really shows 
what the tolerance is on the phase shift. If you had one single phase shift 
that occurs, then I can see that this diagram is relevant, but if you sud
denly jump the rf phase, then the packet moves over to where you have 
shown. If that situation lasts for on the order of a phase oscillation, you 
have smeared the packet around the boundary so that you no longer can 
tolerate another jump in phase. The packet is now equal to the full bucket 
size. 

PERRY: Yes, what I showed on the curve was the maximum phase shitt. 

SYMON: Yes, but it would seem to me that what you are really interested 
in is a series of small phase errors from tank to tank, which occur at 
intervals that are short compared to a phase oscillation. Then I don't 
see that the diagram that you have drawn is relevant. 

PERRY: In the case of which you are speaking, it is true, it is not 
relevant. I was looking only at the maximum phase shift allowable due 
to frequency shift or temperature change between the first a.nd any suc
cessive cavity without loss of particles. This essentially places a maxi
mum tolerance on frequency control or cavity temperature stability. 
The maximum allowable temperature variation of any cavity would be 
±O. 250 C just to prevent particle spill, and in order to keep the phase 
spread, and thus the energy spread, to a minimum the temperature 
stability would have to be very much better than that. 
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- PRELIMINARY DESIGN OF A HIGH ENERGY 
HIGH DUTY CYCLE PROTON LINEAR ACCELERATOR 

H. Leboutet, G. Guilbaud, Kervesic, Mangin, Tran 
CSF - Compagnie Ge'ne'rale de T~legraphie Sans Fil - France 

(Presented by G. Guilbaud) 

One of the applications of proton linacs considered these days is the 
production of intense Tr meson beams. Roughly, this will be best achi,eved 
by use of protons of energies higher than 500 MeV. A high average current, 
of several hundred microamperes is desired, together with as high a duty- cycle as possible.� 

The advantages of the linear accelerator for this application have� - been discussed at great length in many publications. The main one is 
extraction of the total beam current and the related absence of any indv.ced 
radioactivity in the machine. Another is energy variation.-

The Institut de Recherches Nucleaires of Strasbourg is planning to 
build such a meson factory and we have been attempting to evaluate the 
technical and financial implications of such a project. Work started about-
a year ago and this paper describes the present status of it. 

- Desired Performance 

The performance we have been asked to take as an objective are- the following: energy higher than 500 MeV, up to 800 MeV, average cur
rent: 200 p.A, to be increased to 1 rnA after some time of operation; duty 
cycle: 50/0, this being essentially defined by the present state of the art 
for microwave tubes. These objectives are very similar to those of other 
projects and the following arguments are also the same. In short, the 
200 Mc/s Alvarez structure cannot be used efficiently after some 150 or 
200 Mev. One needs to look for other structures at higher frequencies, 
which implies a frequency jump at some point. 

Our preliminary design has been guided by the following: 

(a) Try and use a low voltage injector, to avoid pressurization.- (b) Limit the frequency jump to a minimum. 
(c) Make the project as a whole as cheap as possible. 
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Choice of the Accelerating Structures and Freguencies 

A number of arguments make it desirable to operate at frequencies 
as high as possible at low energy: Shunt impedance is higher, the jump 
to the higher frequency will be smaller, and the filling time of cavities 
will be reduced, resulting in shorter pulses for the rf. 

However, a number of practical reasons oppose this. The main one 
is the necessity to house, in the drift tubes, quadrupoles of a sufficient 
strength to compensate the rf defocusing effects .

• 

Having looked into this with some detail, it appears that operation 
at 400 Mc/ s at the low energy end of the machine is possible. Two 
possibilities have been considered. 

(a) One is to inject 3 to 4 MeV protons. The general dimensions 
of the drift tube are then given by Fig. 1. The outer diameter is a little 
over 12 cm. The length is 5.3 cm. A model quadrupole is being built 
for magnetic testing. These figures, of course, are indicative. These 
lead to the general dimensions of the Alvarez structure, as shown on 
Fig. 2. It can be seen that the diameter of the cavity is of the order of 
40 cm at most. The drift tube supports are shown here in alternate 
horizontal positions. This may not be final. One must position all parts 
so as to have enough perimeter for the water cooling which will have to 
be very efficient since dissipation will be of the order of 10 kW/m. 

Models of 400 Mc/ s Alvarez are being tested for shunt impedance 
requirements. 

From the technological point of view, we are investigating the 
possibility of using an electrolytic copper tubing, supplied by a European 
firm who claims very good conductivity. The water pipes could be pro
vided in the thickness of the copper, and the design of Fig. 2 could be 
greatly simplified. 

Figure 3 shows the general structure of a tank and its support. 
The electrolytic tubing comes in 8 m lengths and, of course, tolerances 
being those of the mandril, a very precise tank can be obtained, avoiding 
the use of correcting bars. 

(b) Another possibility is to operate on the 2 (3). mode, at reduced 
rf electric field. At 500 kV/m, one is led to inject 750 kVprotons into a 
400 Mc/s Alvarez structure. These values correspond to the same quad
rupole strength and drift tube size as before, so that Figs. 1, 2, and 3 
give approximately the dimensions of a first cavity which could be used 
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to take the protons from 0.750 to 4 MeV, where they would enter an� 
ordinary ~). Alvarez structure at 1. 8 to 2 MV1m.� 

This low injection voltage is very attractive. Of course, it involves 
taking some precautions. The main one is to reduce the drift tube inner 
hole diameter, to limit transverse field variation effects. According to 

2 2S~ ~ 1, the hole should not exceed 1 cm in diameter. Since the peak 

rurrent will be of the order of 10 A, this should not be a difficulty. 

The 400 Mel s Alvarez structure should be used for the first 100 MeV. 
After this, a number of other structures might prove useful, and we are 
presently investigating two main types. 

(a) The first is the general class of bar structures. A model is 
presently being built according to the drawing of Fig. 4. The model will 
allow making measurements on X bar structure, on the interdigital 
structure, by suppressing half bars, and a number of intermediate ones, 
by varying the angle from one cell to the next. Measurement may be 
underway presently and results are expected in September or October. 

(b) The second class is that of iris loaded structures. Our electron 
linear accelerator work has been done with the ." I 2 disc-loaded circular 
waveguide. Since a passband may be desirable here, variations of this 
guide should be used. We are investigating the one that was previously 
examined for backward wave oscillations at CSF; we call it the diabolo 
line. The discs are cut by two very wide slots, about 1200 wide, and the 
remaining sectors are not aligned from one cell to the next, but at an angle, 
which gives wide band characteristics. This circuit is about half way 
between the cross bar and the disc-loaded waveguide. Measurements 
made last fall with very low values of ~ are now extended to the region of 
f3 s corresponding to 100 MeV. Such structures should be used after some 
100 or 200 MeV, at an 800 or 1200 Mcls frequency. The choice of the step 
energy will depend very much on the results of shunt impedance measure
ment. In any event, after 100 MeV, focusing can be made by magnetic 
doublets or triplets between short sections, of 4 to 5 m, so that the 
structure can be chosen without taking in account any focusing inside it. 

Before turning to the general design of the machine, we should like 
to point out that beam-loading effects will bear heavily on the choice of 
the accelerating structure. We have just started an analysis of these, to 
understand them and determine their amplitude and ways of correcting 
them. It is our feeling that resonant." modes should be avoided because 
they lead to very large field amplitude variations and also to very large 
phase shifts along the structure, causing great difficulty during the beam-loading 
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transients. We would greatly favor the use of short travelling wave 
sections. where these effects will remain very small. at the cost of some 
complication in the use of residual power at the end of the sections. This 
subject will be studied in the next year; it may prove to be the most impor
tant criterion in the choice of the design. 

General Design 

As can be understood from above. we have not yet determined our 
exact choice for the circuit to be used at high energies. However. if we 
assume that the effective shunt impedance will average to 25 M n 1m along 
the machine. one can fairly well determine its composition. including length. 
rf power. and later. the cost. 

Figure 5 shows our present design. for the following performances: 

500 MeV 
4 ma peak accelerated current 
50/0 duty cycle 

Since the filling time at 400 Me I s will be some 50 to 70 fL s. 500 fL s 
beam pulses can be used. which is very good for the higher frequency 
power tube. 

First. we use a 750 kV Cockcroft. capable of 20 ma at 50/0 duty cycle. 
It is followed by a buncher. including beam transfer lenses. Next comes a 
2 /3 ~-400 Mcls - o. 5 MV/m cavity, either up to 4 MeV. or only to 2.5 MeV. 
In the latter case. a short section on the f3 A mode but at reduced electric 
field takes the protons from 2. 5 to 4 MeV. After that. we have assumed 
that 400 Mel s structures are used up to 200 MeV and 1200 Mel s structures 
afterwards. The step energy is not determined. We have taken it to be 
200 MeV here. The rf power has been estimated on the basis of an 
average shunt impedance of 25 M n 1m and available evaluation of beam
loading effects. The length and rf power have been chosen by economical 
arguments: the product of rf losses and accelerator length is a con
stant.and consequently cost goes up with length for the waveguide and build
ing and goes down with length for the rf power. The result is shown on 
Fig. 5. The breakdown of this over-all design in units has not been 
determined yet. At 400 Mel s and up. good klystrons ca'1 be made. and 
some U. S. firms are already producing them. Units of 300 kW to 5 MW 
would lead to the lowest cost. However. these would feed about 20 m of 
accelerating structure each. and, according to what is known of beam
loading effects. this power would then have to broken down to feed several 
shorter sections. In that respect. the rf pool idea proposed by Berkeley 
is a very attractive solution. 
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Summary 

As can be seen, the past year has been used to determine the main -
problems to be solved for the construction of such a machine and to lay the 
general design. The year to come will be used essentially to measure new 
structures and choose which one offers the best compromise at each ~nergy, -
to get a good understanding of beam-loading effects, and to make as close a 
cost evaluation as possible, by going into detailed mechanical and electrical 
design. 
HUB BARD: With respect to your drawing on the board, do you think there 
is any advantage in skewing the angles at other than 900 ? 

GUILBAUD: Well, I think varying this angle will give you different pass 
bands and we will have to play with that. 

HUBBARD: You do not have any obvious advantage in mind then? 
GUILBAUD: This line was done at a time when we were working on wide
band tubes and were looking for wide pass bands and certain slopes for 
tuning of oscillators. Measurements made last fall do not show any great 
dependence of shunt impedance on this angle, but only of pass band, which 
may be of definite interest. 
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PROGRESS REPORT ON THE� 
STANFORD LINEAR ACCELERATOR CENTER':'� 

G. A. Loew� 
Stanford Linear Accelerator Center� 

A. Introduction 

This report describes some of the highlights of the present state 
of construction of the Stanford 20 GeV Linear Accelerator. Comprehen
sive descriptions, statistics and specifications of the two-mile linear 
electron accelerator have been given on numerous other occasions 1 and 
will not be included here. By the nature of progress in our construction 
schedule, hopefully a substantial fraction of the information and pictures 
given in this report will soon become obsolete. 

B. Building Construction 

Figure 1 shows a cross section of the accelerator layout. Two 
buildings are seen. The lower one, underground, called the accelerator 
housing, contains the accelerator structure proper, supported by a 24
inch aluminum girder which also provides the optical alignment vacuum 
pipe to be used to align the two-mile machine. Three jacks are used to 
adjust the position of each 40-foot girder in the transverse plane. The 
upper building, called the klystron gallery, is separated from the accel
erator housing by 25 feet of earth shielding. The gallery contains all the 
equipment necessary to power the accelerator and includes the klystrons, 
their associated microwave equipment, the modulators, vacuum equip
ment, utilities and over-all instrumentation. In Stage I of the construc
tion program, there will be 240 klystrons with their individual modulators, 
each feeding four 10-foot long accelerator sections. The vertical tube 
connecting the two buildings, shown in the picture, is one of the wave
guide runs which feeds two accelerator sections. Extra modulators in 
the gallery are shown to illustrate the configuration foreseen for Stage II 
when there will be one klystron per accelerator section, hence 960 
klystrons and modulators. Plans for this expansion are not firm at this 
date. 

Initial excavations on the SLAC site for the housing started in 
December, 1962. The construction of the accelerator housing began in 
June, 1963. Figure 2 shows the concrete slab and the beginning of the 

':'Work supported by the U. S. Atomic Energy Commission. 
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accelerator housing construction. Figure 3 shows the same building 
after completion of the concrete housing, on July 3, 1964. The first 
parts of the water-cooling system installation can be seen. The Klystron 
Gallery construction was started in November, 1963 and Fig. 4 illustrates 
the first few hundred feet of construction of that building. Figure 5 shows 
the inside of the klystron gallery with some installed utilities as well as 
the klystron supporting frame structure. 

C. Accelerator Structure 

Figure 6 illustrates some of the slow-wave structures investigated 
three or four years ago to optimize the accelerator structure of the two
mile machine in terms of shunt impedance, pumping speed and ease of 
construction. This figure is included here only because of the renewed 
interest in more complex accelerator structures for' high energy proton 
accelerators, such as the cross-bar structure, the slotted-disk structure 
and the cloverleaf structure. It should be restated here that for a phase 
velocity equal to the velocity of light, the highest shunt impedance was 

277'
obtained with the simple disk-loaded structure operating in the -3- mode. 
Although a higher vacuum pumping speed could be obtained with the so
called ventilated structure, it was not adopted because of the difficulties 
in maintaining tolerances on the ventilating holes. 

The specific design of the disk-loaded waveguide accelerator struc
ture has been described in detail elsewhere. 2 The accelerator sections 
using the constant-gradient design are presently under fabrication at SLAC 
at the rate of about two sections per day. Figure 7 shows the layout of the 
waveguide circuitry, from the 24 MW klystron through a window, a vacuum 
pumpout, a waveguide valve, a 3-db coupler. the waveguide feeds. two ad·
ditional couplers, the input to the accelerator sections, the accelerator 
sections themselves and the output loads. The configuration of the wave
guide as it is shown in the lower part of this figure has recently been 
modified because the need was found to feed the accelerator sections 
alternately from right and left. This alternation, called "operation flip 
flop ". was found necessary because it was not possible to cancel entirely 
the asymmetry in the longitudinal electric field present in the first and 
last cavities of each section. Microwave measurements showed that both 
an amplitude asymmetry in the field as well as a phase shift of this field 
exist across the cavity in the transverse plane. Since the net effect of 
this residual amplitude and phase asymmetry is to create a transverse 
force on the electron beam, it was believed safer to alternate coupler in
puts. The final result of "operation flip flop" was the building of sections 
such as the one shown in Fig. 8 with input arld output couplers on the same 
side. However. the mode of coupling into sliccessive sections is to follow 
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Fig. 3 Inside of accelerator housing shortly after completion. 

Fig. 2 Beginning of accelerator housing construction.Fig. 1 Cross-sectional layout of klystron gallery (top) 
and accelerator housing (bottom). 
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Fig. 4 Beginning of klystron gallery construction. -
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Fig. 5 Inside of first sector of klystron gallery showing utilities and 
klystron frame supporting struc tures. 
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the pattern right-left-right-left, followed by left-right-left-right. This 
is accomplished by rotating successive sections by 180 degrees. By this 
method, transverse deflections should cancel out. Over an 80-foot length, 
then, the beam should be back on axis and parallel to it without any in
crease' in transverse phase space. -
D. Drive and Phasing Systems 

Figure 9 illustrates the microwave drive system from the master -
oscillator to ihe high-power klystrons. One main booster amplifier at 
476Mc/ sec fed by a master oscillator powers the entire two-mile length 
of the drive system by me ans of a 3 -1 /8" coaxial line. Each of the 30 
sectors into which the machine is divided obtains its rf power froin a 
coupler in the main drive line. The frequency of the rf power is then 
multiplied by 6 by means of a varactor multiplier. The resulting -
2856 Mc/sec rf power is then amplified by means of a sub-booster 
klystron to 60 kW of pulsed output power. Another coaxial line (1-5/8" 
diameter) feeds this rf power to each of the eight klystrons in a sector. 
The phase and amplitude of this signal is controlled by means of an 
isolator, a phase shifter, aId an attenuator. A special protection 
attenuator is incorporated which automatically removes the rf drive 
power to the 24-MW klystron every time a major gas burst or modulato~ 

failure temporarily disables the klystron. The protection attenuator 
subsequently slowly restores this drive power to its former level, there 
by preventing full output rf power from striking the klystron window 
instantaneously. As has been reported earlier, this procedure should 
prevent the frequency fractures and punctures of windows experienced 
in the Stanford Mark III accelerator. 

Figure 10 illustrates the principle upon which the operation of the 
automatic phasing system for klystrons is based. It is known that when 
a klystron is correctly phased, the phase of the klystron output signal in 
the accelerator, EW' is 180 degrees out of phase with the signal induceeJ, 
by the electron beam, E e . Hence, maximum energy transfer is obtained 
from the klystron output wave to the electron beam, resulting in the re", sultant vector, ER. On the other hand, if E e is not 180 degrees out of 
phase with EW, less than the maximum energy transfer takes place and 
one obtains a rotated resultant vector E R as shown in the lower part of 
Fig. 10. This principle is used as follows; The klystron pulse is mo.,. 
mentarily delayed in time, thereby allowing E e to be compared in phase 
with a reference signal obtained from the drive line. A so-called -"calibrating" phase shifter is used to null the output of a phase bridge 
under this condition. EW is then compared with the reference signal 
and caused to be 180 degrees out of phase with E e by means of the same 
phase bridge. This bridge consists of a magic T and is followed by a 
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pair of linear thermionic diodes, a gated voltmeter, a phase wobbleI' 
and two servo amplifiers. These feed into the two windings of an ac 
motor which controls the rotation of the klystron phase shifter until a 
null is obtained. An automatic programmer causes all klystrons in a 
sector to be sequentially and automatically phased according to this 
technique. The operation should take no longer than one minute per 
sector. 

E. Injection System 

Figure 11 shows the main elements of the electron beam injection 
system to be used at the input to the accelerator. Briefly, this system 
will consist of a gridded gun, a prebuncher fed with approximately 1 kW 
of peak rf power and followed by a drift space, a constant velocity 
buncher (vp = 0.75 c) and finally a standard accelerator section (vp = c). 
The bunching process which results from this setup is illustrated In the 
lower part of the figure. An experimental injection system is presently 
being tested at SLAC and the various parameters including rf power 
levels, gun modulator settings, and magnetic focusing currents are being 
studied. It has been found by means of an rf deflector used as a bunch 
analyzer illustrated in Fig. 12 that 5 degree bunches can be obtained with 
this system. The structure used for the rf deflector is the same as that 

3proposed for rf separators. By varying the setting of the calibrated 
variable phase shifter which controls the phase to the input of the de
flector, it is possible to study the charge density inside the electron bunch. 

F. Beam Guidance 

At the end of every sector, i. e. at 30 points along the machine, 
there will be a special drift space containing special devices to locate 
and to guide the electron beam. This drift space will include a set of 
quadrupole triplets, a set of two steering dipoles, a set of beam position 
monitors, a toroid to measure beam current, an insertable beam profile 
monitor, a beam scraper to protect the accelerator and to localize the 
radiation, and two vacuum valves enabling the operator to isolate one 
sector from the next. The principle of the microwave beam position 
monitors is illustrated in Fig. 13. The pickup cavity which is shown 
here as a structure similar to the beam deflector structure shown in 
Fig. 12, will, in fact, consist simply of a single cavity operating in the 
TM 120 mode. Two such cavities will be used, one for x and the other 
for y position. Depending on whether the beam is up or down, left or 
right, the phase of the rf induced signal will flip by 180 degrees. This 
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induced signal will be compared with a phase reference signal induced in 
a third cavity and compared by means of a magic T and two linear de- -tector diodes. The information obtained from each of these drift spaces 
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will be sent to the Central Control Building by means of a base-band 
telemetry system and an FM system. There this information will be 
displayed on a set of oscilloscopes, allowing the operator to take cor
rective action by means of the remotely controllable steering dipoles 
and quadrupoles. 

G. Support and Alignment 

Figure 14 shows an expanded view of the support and alignment 
system. The three jacks which control the position of the beginning of 
each 40-foot support girder, are shown together with the accelerator 
tube and a retractable Fresnel lens mounted inside the girder. This 
Fresnel lens is part of the optical alignment system which will consist 
of three basic elements: (1) a laser mounted at the injector end of the 
accelerator, (2) 300 of these retractable lenses consisting of square 
copper and nickel plated targets perforated with an appropriate Fresnel 
pattern, and (3) at the end of the accelerator. a light intensity scanner 
and detector to determine the position of the image center. By deter
mining the coordinates of successive spot centers formed by inserting 
successive lenses in the light path, it will be possible to measure the mis
alignment of each lens and hence of each corresponding girder. Correc
tive action can be taken accordingly. Because the focal length of the 
Fresnel lenses must change as a function of their position along the two
mile length. the hole pattern must change gradually from lens to lens. 
A special computer program has been used to determine the pattern per
taining to each lens position and a punched tape has been derived to con
trol the ruling machine used to fabricate each target. Experiments with 
sample targets have already been conducted in an abandoned railway tun
nel, not far from San Francisco, and it has been show,n that over a 1. 000
foot distance. displacements of a target of the order of 0.001 inch can 
be resolved. 

H. Beam Switchyard 

Figure 15 shows the layout of the array of magnets following the 
two-mile length of the machine which will be capable of switching the 
beam into the various experimental areas such as End Station A (for 
electron scattering experiments), and End Station B (for secondary beams. 
bubble chambers. etc.). A straight ahead beam is also provided. Before 
entering the beam switchyard, the beam will be steered onto and through 
an adjustable collimator. Electron energy of the deflected beams is 
measured in the switchyard by means of several momentum spectrometers. 

-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-
-
-
-
-�
-�
-�
-�



-�
141-

- ACCELERATOR ~_.~. 
TUBE---~ V / 

~ 
/ ;~RT GIRDER- '-24" DIAMETER 

ADJUSTABLE) 1 PIPE I 40 I LONG
SUPPORTS 

RETRACTABLE
TARGET 

FIG. 14 SUPPORT AND ALIGNMENT SYSTEM 

-
-

I ; 
I

!
> 

/\ 

Fig. 15 Beam 8witchyard layout. 



142� 

or. Instrumentation and Control 

All essential instrumentation and control information will be avail
able at the Central Control Building to be constructed close to the end of 
the machine. Several systems are being engineered and procured to per
mit monitoring and control of the accelerator. the switchyard. and some 
of the essential beam parameters in the experimental areas. These 
instrumentation and control systems include an "on-off" type status 
monitoring system based on the time-sharing multiplexing principle. an 
analog system to transmit information concerning certain analog signals 
available at each sector. a base-band telemetry system to transmit beam 
position and intensity information, a more accurate FM system to trans
mit accurate electron beam charge information and a remote control 
system consisting of a relay tree enabling the central control operator to 
actuate a number of devices along the machine. such as trigger delays. 
steering and quadrupole currents. gain controls, automatic phasing. etc. 
Because of the complexity of this instrumentation and control system and 
the difficulties foreseen in operating the accelerator with interlaced beams 
of different energies accelerated by different complements of klystrons on 
a pulse,..to-pulse basis. it is now being contemplated to acquire at least one 
small computer to take over some of the control functions and many of the 
data logging functions which a human operator would not be able to perform. 
The first computer will be used to set up the magnet currents required in 
the beam switchyard for beams of specific energies. The next step may 
be to design a computer system capable of automatically controlling the 
beam guidance system along the two-mile length. Studies of these com
puter systems are presently beginning and will develop further in the 
near future. 

J. Conclusion 

While it outlines some of the highlights of the present construction 
status at SLAC. this report is by no means complete and several systems 
such as the modulators. the vacuum system. the cooling-water system. 
the variable voltage substations. and others have not even been touched 
upon. It is believed that the information on these systems can either be 
found in other SLAC reports or will be forthcoming at future conferences. 

YOUNG: Can you tell us briefly what the situation is concerning klystron 
procurement and delivery. 

LOEW: Weare making klystrons at Stanford. In additiOn. we have two 
contracts. one with RCA and one with Sperry. We are no.w receiving tubes 
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from these suppliers which are meeting the specifications. To proteGt 
the� project we have just signed two more study contracts, one with Eimac 
and� one with Litton. 'J;'hese companies will make something like six tubes 
each in the next year with an incentive plan so that they will receive mare 
for� each additional megawatt output. 
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A GREEN'S FUNCTION APPROACH TO THE CALCULATION� 
OF DRIFT TUBE CAVITIES':<� 

M. Rich and W. M. Visscher� 
University of California, Los Alamos Scientific Laboratory� 

Los Alamos, New Mexico� 

I. Introduction 

We report here on a calculation similar in spirit and method to that 
. of Gluckstern 1 with some simplification and some generalization. Briefly, 
our method is to first use the symmetries of the drift tube calculation 
problem to reduce Maxwell's equations to a single one, which we solve by 
use of a cylindrical Green's function. 2 The Green I s function gives directly 
and exactly the fields inside a cylindrical conductor for a prescribed dipole 
disc (or tube) source with sinusoidal time dependence of arbitrary frequency. 
By integrating this Green I s function over a source distribution, we can in 
principle (and, with enough patience, in practice) obtain an exact solution 
for the fields due to an arbitrary internal current distribution. We have 
chosen a particular form for the internal current distribution, with which 
we hope to be able to mock up a variety of drift tube shapes. 

Given a current distribution, the fields can be obtained exactly. If 
'the fields have a mode on the transverse plane which bisects the current 
distribution, then one can start at that point to construct a surface which 
is everywhere normal to the electric vector. If this surface is found to 
stay outside of the current distribution, then the fields would be unchanged 
if the surface were made of a perfect conductor. If the conductor has a 
reasonable shape, we have designed a drift tube and can easily obtain the 
shunt impedance and transit time factor by numerical integration. 

II. Equations 

We define, in cylindrical coordinates� 

iwt� r Be (r,z,t) ~ e F (r,z). (l) 

Then for a current 

- iwtj(r,z,t) = e j(r,z) (2) 

Maxwell's equations reduce to 

2 2r*1. ~ + 0 F + w = J.L r (~jz _ 0 jr) (3)F 
rr or oz2 c 2 or Oz 
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in MKS units. The Green's function for Eq. (3) satisfies 

<£ + >...2} G (r.z; rl.z l ) :: 'r 8 (r ~ r l
) 8 (z - Zl) (4) 

with 

(5) 

Upon defining X (.lS a complete set of eigenfunctions of
k-

J: X = - k 2 X (6 ) 
k k ' 

G can be formally written down as 

. t 
~. Xk (r, z). Xk (r l • z')- G (r, z; r '. z') = 6 (7) 

k >...2 _ k 2 

which is verifiable by inspection of Eqs. (4) and (6) if the normalization 
of X is such that

k� 
L�

f... 
R

dr f 
(r, z) X (r, z) = 8 , (8) 

oro k kk' 

where R and L are the cavity radius and half length respectively (see 
Fig. t). A complete set of Xk's satiE;lfying Eqs. (6) and (8) and the 
boundary conditions imposed 6y the physics of the problem, namely 

X I = 0r=O 

oX I. - 0 (9)or r=R 

OXI - 0oz z:: 0, L 

is the two-parameter set 



• • • • 

146� 
-�
-�

.Cavity wall .. 

//L//rL/LL/LL/LL'V 
I 
I -I 
D 

0 -+
R I ,I

Current f 
.... 

~ : +j I 

~ Distributio~S -I 
t

i 
I 

I tI 
to t 

z ! 0 
~ z =L 

I \ I 

Center of Center of -drift tube gap 

Fig. 1 Unit cell quadrant -
-�

- ~ m, 0' m7Tzx cos 
m,n L L 

where m runs over all the non-negative integers and p is the nth root 
nof J O' -Equation (7) is therefore a double sum, over nand m. Either, but 

not both, of them can be summed in closed form. One of the sums must 
be left for the computer to do numerically. The choice is made on the 
basis of speed of convergence; the more slowly converging sum always be 
ing done first, analytically. The relevant results are 

... 

-�
-�
-�

7T rr' 
2 
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2 ,2 . . 
or, if Ie '" - Ie 1S negatlve, 

where r> is the greater of r and r' and r< the lesser of the two. If 
one wishes to do the sum over m analytically, it is 

2 - 8 cos m 71' z m '71 z t cosh /3 (z> - L)cosh ~ z< . (13) __-=m:.:.l,-O;:.. L cos L 
:= 

f3 sinh~ L 
L ~ 2 + (~ .".t 

The solution F (r, z) of Eq. (3) is found from the Green's funct~on- according to 

R L oj. (r' z') o jr (r', 2')
" z . - F (r, z) :: It! dr'f dz' G (r, z; r , z ) ( 0 r' ).oz' 

o 0 (14) 

Here we must specify the form of T. We stipulate that only Jz differs 
from zero, and that it has the form 

j (r~z') := _1_ '" j cos k z' Q (r' - a ) Q (b - r') Q(;y: - z') (15) 
z J-L 0 1r J-L J.L J-L J-L j.L 

where Q is the unit step function Q (x) := t (1 + I~I ). Since the derivat~ve- of Q is a 8 function, the integral over r' in Eq. (14) can be performed 
by inspection, and the integral over z' is elementary. The task remain
ing is then to perform either the n or m sum and the fL sum (which we 
have never yet taken to have more than two terms). 

III. Calculations 

A Fortran code for the IBM 7094 has been written to calculate drift 
tube shapes using Eq. (14) for F. The input consists of the parameters 
of Eq. (15) describing the current distribution, the frequency, the cavity 
radius, the proton energy (length of the cavity), the surface resistivity of 
the structural material, and a number to provide a convergence criterion 
for the Bessel function sums. Since the metallic boundary condition for 
Maxwell's equations specifies that the normal derivative of F vanish at 
the surface-
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~ = 0 (16)on ' 

and since at z = 0 the surface of the drift tube is parallel to the axis, 
F must satisfy -

OF = 0 (17) 
~ 

at the point rd where the metal cuts the median plane. The code searches 
r at z = 0 for a point satisfying Eq. (17); if one is found, it then integrates 
Eq. (16) to find the surface along which one can put a metallic drift tube 
without altering the fields. The method used to integrate Eq. (16) is the 
same as that used by Gluckstern; briefly, it approximates the curve of the 
surface by a series of circular arcs of constant chord. By reducing the 
,9hord length one can increase the accuracy indefinitely; we find 1/2 cm to 
be usually adequate. 

..
The transit. time factor is formed by a Simpson's rule integration of 

the E field along the axis 

-cos 1r Z dz 
L 

T = - (18) -jL(:M-) ctz 
o O,z -

The shunt impedance is found by a Simpson's rule integration of B 2 

over the metal surfaces of the drift tube and the outer cyl:inder: -

Other output available from this code includes the maximum elec
tric field on the drift tube, the electric fields everywhere in the cavity, 
and the fraction of the total power dissipation which occurs on the drift 
tube. 

2
(numerator of Eg. (18»

f (19) 
2 2 2L W E 7r R s :;. d..t -

-3 -1 9
where R s := 3.6 x 10 ohms for copper at 200 Mc, E = 361f x 10 
and the integral is a line integral over all the metal surfaces in a quarter 
cell as shown in Fig. 1. 

-
-�
-�
-�
-�
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IV. Results 

The form of Eq. (15) allows the construction of distributed charge 
distributions for excitation of a cavity. Except for comparisons with 
some cases of Gluckstern, 1 the problems which have been run with the 
present code were done with two charge distributions of opposite sign 
running parallel to the cavity axis, the lower one usually carrying less 
charge than the upper. This choice was made with the hope that it would 
more nearly approximate the charge configuration which must be produced 
in the metallic surface of a real drift tube, as illustrated by the + and 
signs in Fig. 1, in order to result in an interior shielded region. In this 
we have only been partially successful. Axial indentations in the drift 
tubes can be accomplished with such dipole charge distributions and the 
axial fields interior to the drift tubes can be made approximately zero, 
but the electric fields near the end of the charge distribution and close to 
the axis vary rapidly in such a way that formation of a true hole seems 
impossible. Presumably a more complicated charge distribution would 
produce a drift tube with an axial hole. 

No exhaustive study of drift tube shapes has been made with the 
present code. Some problems have been run at 10. 50, 100, and 150 MeV 
in an effort to obtain relatively cylindrical drift tubes with reasonable 
values of Z T 2, GIL, and radius. Because of the large number of 
parameters involved with these distributed "dipole" charge distributions 
and the restriction to reasonable shapes .. optimization of the drift tubes 
becomes very difficult. 

Running times with O. 5 centimeter integration stop and a maximum 
of sixty sum terms are about three minutes per problem. These use a 
single sinusoidal form for the Z-dependence of each of two distributions. 
The phase of the cosine function at the end of the distribution was kept the 
same for both in each case. For similar drift tube sizes and shapes in the 
neighborhood of what appeared to be optimum, ZT2 values were not overly 
sensitive to changes in the parameters of the charge configurations, as 
would be expected. Relative to an arbitrary configuration in this nei-ghbor
hood. increasing the cavity radius decreases the drift tube radius, general
ly with a resultant increase in ZT 2

• An increase of the length of the charge 
distribution would decrease the drift tube radius while slightly increasing 
its length. As the phase of the sinusoidal charge distributions were made 
to approach 900 

, distributing the charge more uniformly, the drift tube 
radius would in general increase, reducing ZT 2. Finally, making the 
magnitude of the charge on the lower distribution approach that of the upper 
tended to result in a reduction of the drift tube radius and the formation of 
an indentation at its front, the beginnings of a hole. 
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Figures 2, 3, 4, and 5 show some typical results for drift tube -shapes and axial electric fields within the gap for energies of 10, 50, 100, 
and 150 MeV, respectively. Pertinent data with respect to cavity radius, 
gIL, T, ZT 2, etc., are contained in the figures. These results are con -sistent with those of Gluckstern1 and with MURA MESSYMESH calculations, 3 
although there seems to be a tendency to obtain lower ZT2 values than do 
the latter. 

In conclusion, we would like to emphasize that the material presented 
here is very preliminary. It is hoped that as more detailed parameter 
studies are made and more "realistic" charge distributions used, a closer 
approach to drift tube optimization will be achieved. 

YOUNG: I have two questions. The first is: How much effort have you 
put into making a drift tube hole and are you going to devote more atten
tion to this? The second is: Have you checked your program against the -results of other programs? 

VISSCHER: To the first question: We have made an effort to achieve a drift tube hole. I don't think that it is practical for us because we have so 
many parameters to change to optimize the drift tube shape. By adding 
one or more current distributions close to the point where the drift tube 
contour intersects the axis when these currents are not present, we can 
get a deep depression in the nose of the drift tube, but not a real hole. -

As far as our agreement with other calculations that have been done, 
we have tried to reproduce some of Gluckstern's single-charge drift tube 
shapes. We were able to do that all right with the agreement in shunt 
impedance to within a couple of percent. The difference may be due to 
the fact that we didn't quite duplicate his shape. We can't really duplicate 
the shapes calculated by the MURA MESSYMESH program but our results -
are� in general agreement considering this fact. 

REFERENCES -
1.� R. L. Gluckstern, Proceedings of the International Conference on 

Accelerators, Brookhaven National Laboratory, 1961. -
2.� P. M. Morse and H. Feshbach, Methods of Theoretical Physics, 

McGraw-Hill Publishing Company, 1953. -
3.� See, for example, MURA reports 622 and 642. -
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DRIFT TUBE C~4..LCULATIONS):' 

Harry C. Hoyt� 
Los Alamos Scientific Laboratory, University of California� 

Los Alamos, New Mexico� 

I would like to talk about the mesh calculation that we are trying to 
set up at Los Alamos for the calculation of resonant cavities. I know quite 
a number of you have heard about these mesh calculations before, and I 
hope that you will bear with me as I go through some of the more elementary 
details. Our calculation divides the resonant cavity into a mesh containing 
a finite number of points, and then uses a finite difference scheme for com
puting the values for the magnetic field strength at the points in the mesh. 
Once we know the magnetic field we can compute other quantities of interest, 
such as the frequency, shunt impedance, transit time factor, and so on. 
The voltage is also computed, but is used to determine the normalizing 
factor needed to get rid of an arbitrary constant which multiplies all the 
values for the magnetic field strength. 

My reasons for wanting to do this mesh calculation are two in number: 
First, I wanted to learn how to do this type of calculation, and second, there 
seemed to be a need for a mesh calculation which could be used for a cavity 
having any arbitrary boundary shape. Consequently our mesh calculation 
has been set up to allow any boundary shape; in this respect it is different 
from those calculations which have been done previously. The freedom 
that we might gain from having a calculation in which we can easily draw in 
new boundaries will allow us to act ually do some comparisons between a lot 
of strange ideas which are not easily adaptable to other methods of calcu~a
tion. Also, the mesh calculation is readily adaptable to parameter studies 
if one has a man who has the time to look at several million numbers. 

A resonant cavity which can be handled by our mesh calculation has 
symmetry with respect to an axis, that is, such a cavity is a figure of 
revolution. Because of the symmetry, the calculation is carried out for 
points in a plane which contains the axis, and we have a two-dimensional 
problem. The calculation may cover either the entire cavity or, if the two 
halves of the cavity are identical, only half of the cavity. Figure 1 shows 
the sections used for half-cavity and full-cavity calculations. In Fig. 1 
the holes in the drift tubes have not been shown; the calculation, however, 
can treat the holes. 

):<Work performed under the auspices of the U. S. Atomic Energy 
Commission. 
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The mesh used in a given calculation is chosen so that there are an 
integral number of spaces along the axis, or z-direction. The mesh interval 
is the same in the radial direction or r-direction, as in the z-direction; 
that is, we have a square mesh. The outer surface of the cavity does not 
have to coincide with a mesh line. Figure 2a shows how a mesh might look 
for a half-cavity calculation. The curved lines show a drift tube and a 
curved outer wall. The principal difference between MURA' s MESSYMESH 
code and the Los Alamos program is in the way in which we treat the bound
ary. Since we decided to allow for any boundary shape, we abandoned the 
idea of doing our calculating on the actual boundary. Instead we compute at 
points on a zig-zag approximation to the actual boundary. Figure 2b illustrates 
different ways of determining a zig-zag boundary. The curved line repre
sents an actual boundary, say a metallic surface. One can draw a zig-zag 
boundary which is the closest approximation to the actual boundary, or one 
can draw a zig-zag boundary either completely inside the actual boundary 
or completely outside the actual boundary. How one chooses which zig-zag 
boundary to use can depend on the type of difference equations one decides 
to use for the boundary points. Other considerations also may indicate a 
preference for a particular way of drawing the zig-zag boundary. Hope
fully we will be able to choose the zig-zag boundary and the difference 
equations for the boundary points so that we will get the greatest accuracy 
for the boundary equations. 

We have decided to use the zig-zag boundary which lies completely� 
outside the actual boundary. One of the original reasons for this choice� 
was that it allowed us to choose a set of boundary point equations with nice� 
mathematical properties; however, we have since aba.ndoned that particular� 
set of boundary point equations. Another reason for choosing the zig-zag� 
boundary outside the actual boundary is that we can find field values on the� 
actual boundary by interpolation, rather tha.n by extrapolation. In setting� 
up our difference equations for the boundary points, we do insist that the� 
boundary conditions are satisfied on the actual boundary. Thus, although� 
the mathematical properties of our set of difference equations are not� 
ideal, the physics is correct. Figure 2a shows how the zig-zag boundary� 

. would be drawn for the configuration shown. 

The partial differential equation for our problem is given below. In 

-1 )\.2 F ::: 0 (1)
I' 

-�

-�
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-�
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..� 
...� 

-�2equation (1), F::: I' Hg and A2 = w 2/ c , where Hg is the only component 
of the magnetic field present. Equation (1) is the equation which remains 
after the time dependence has been removed from the wave equation. The 
boundary conditions are -�

-�
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F = 0 on the axis, and 

-�

(2) 
OF = 0 on the remainder of the boundary. 

WI 

On
M is the derivative of F normal to the boundary. These conditions 
ar~ equivalent to the following conditions on the electric field: 

E = 0 on the axis, and r 
(3)-n x -E = 0 on the remainder of the boundary. \ 

Equations (3) say that there can be no radial component of the electric 
field on the axis because of symmetry. and that on the remainder of the 
boundary the electric field must be perpendicular to the boundary either because of the presence of a conducting surface or because of symmetry. 
The second condition of (2) is called a Neumann condition. and it is the 
difficulty in treating this condition numerically which is a major problem 
in a mesh calculation of this type. 

Our method for getting the difference equations is somewhat differ ... 
ent from that used by others, at least insofar as the interior points of the 
mesh are concerned. Our original intention was to obtain a set of differ
ence equations which would have a positive definite matrix. since this 
would assure convergence to a solution. To get such a set of equations. 
one uses a variational principle. Consider the following integral: 

I = 1- f f 1 [(~)2 + (0 F)2 _A2F 2] r drdz . (4)
2 ~ or Oz -

If we take the variation of (4) and require it to be equal to zero, i. e .• -8 I = 0, (5) 

we find that the condition for (5) to be satisfied is that the differential -equation (1) be satisfied. Equation (5) says that the integral (4) will be� 
either a maximum or a minimum. Substitution from Maxwell's equa�
tions into (4) shows that ...� 

(6 ) .. 
-�
-�
-�

that is. I is proportional to the energy in the cavity. Equation (5) then 
requires that the energy be a minimum. The procedure for obtaining the 
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difference equations is to substitute our difference approximations in (5) 
rather than in the differential equation (1). We then perform the process 
of taking the variation of I and setting it equal to zero. The result gives 
us our difference equations, both for interior points and for points on the 
zig-zag boundary. However, the difference equations for the points on the 
zig-zag boundary say that the normal derivative of F on the zig-zag bound
ary--not the actual boundary--is zero. Because we want the condition to 
apply on the actual boundary, we have substituted a new set of equations 
for the boundary points. 

Figure 3 shows the points which are involved in the resulting differ
ence equations. For the interior points we have a 9-point difference equa
tion. In Fig. 3a, we wish to compute a value of F for the point (i, j), 
where i and j are integers giving the location of the point. The illustration 
shows the other points which are referred to in the difference equation. 
Figure 3b shows an example of how the equation for a boundary point can be 
obtained. We wish to compute the valuaof F at point (i, j). However, the 
boundary point equation must say that a~ = 0 on the actual boundary at P, 
the intersection of the actual boundary with the normal to the boundary which 
passes through (i, j). The first approximation satisfying the boundary con
dition is to say that F at (i, j) equals F at point p'. The value of F at P t 

is found by interpolation from the values at the adjacent mesh points. 
Figure 3b shows what points will be referred to in the difference equation. 

. Once we have a complete set of difference equations for the mesh, we 
would like to compute the F values for the mesh points. We also would like 
to compute the lowest eigenvalue for the system of equations; this will give 
us the frequency of the cavity. The eigenvalue, A 2, is computed from 
equation (7). This 

r dr dz 
(7) 

equation can be shown to give the eigenvalue we want by taking 

(8) 

Again we can find that the condition (8) for an extremum is that the 
differential equation (1) be satisfied. 

The input data required to describe the boundary have been chosen 
as follows: For each point where the actual boundary crosses a line of 

..� 

-�

•� 

...� 
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-�
-�
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the mesh, three numbers are given. These three numbers are the co-
ordinates, r and z, of the point and the slope m of the actual boundary 
at that point. Any given problem may require several thousand input 
numbers to describe the boundary, but the data handling problem can be 
reduced considerably by considering each problem as a modification of 
a previous problem. Then the input for the previous problem can be used,- together with the necessary information which shows the changes from the� 
previous problem. In addition to data describing the boundary, we must� 
provide input'2 or guessed, values for the F's at the mesh points and the� 
eigenvalue ~ . Once you have a backlog of problems, the values for the� 
solution of one problem can be used as the input for the next one. One� 
cannot start a problem without this "mesh loading" of F's because F = 0�- everywhere is a solution to the differential equation, and the program would 
get nowhere. 

- The calculational procedure used is point-by-point relaxation. This 
allows us to compute a new value for F at a given point on the basis of the 
values at adjacent points, regardless of whether they are new or old values.- We proceed through the mesh systematically, starting at the bottom where 
r = 0 and going from left to right. When we finish one row, we go to the 
next row above and repeat the process' When we finish computing the F

2- values, we compute a new value for ~ using equation (7). Then the 
process is repeated. T~ result is a kind of double iteration: you iterate 
with a gi~en value for ~ until the F values settle down, then you calculate- a new ~. Finally when both the F's and ~ 2 have settled down, you can 
declare that the solution has converged. Once the F's and ~ 2 have been 
computed, we can calculate Q, shunt impedance, transit time factor, and- so on. 

- The status of our program is as follows: We have completed pro
gramming and check-out on the input program and the parts computing 
the F's and the eigenvalue, and we are in the process of programming 

- the calculations for Q, Z, transit time factor, and so on. We have done 
some checking out on problems. Our first check-out problem was a 
spherical cavity, for which we have an analytic solution; this problem 
works very well. The F values for points in the interior (and some 
distance from the boundaries) agree with the analytic solution to O. 1 or 
O. 2 percent. Near the axis, F values seem to be within 2 percent, and 
near the outside boundary they are within 3 or 4 percent. Better values 
might be obtained by running the problem longer. Boundary point equa
tions, however, do not have the same degree of accuracy as the equation 

- for interior points, and some of the error near the boundary may be a 
more or less permanent feature. We are now trying to run a drift tube 
problem for a 50 MeV cavity. This is a problem which has been computed by 

-�
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Bill Visscher a..n.d Marvin Rich using the methods described in the previous 

-�
-�paper. 

A word about the computer time involved might be in order. A prob�
lem with a 100 x 100 mesh, or 10, 000 points, will take about 8 minutes on� 
the IBM 70~4 if we make reasonable,%uesses for the initial values of the� 

. F's and ~. By "reasonable guess , I mean that these values should be 
within 10 percent of the final values. As I mentioned before, this is not .... 
too difficult, since each problem is a slight variation from a previous prob
lem. The calculation currently can handle a mesh having up to 40,000 
points; this means mesh spacing of a few millimeters for the drift tube -cavities we are now interested in. Our current estimate of the time� 
required to complete the program is two to three months. If we are suc�
cessful, perhaps we can answer some of the questions 'which have been 
the subject of many arguments.� 

EDWARDS: Do you use the technique of overrelaxation? We find here at� 
MURA that it speeds up the convergence immensely.� 

HOYT: I set the calculation up in such a way that we can use overrelaxa�
tion. I found that on the spherical problem overrelaxation was not as fast� 
as using a relaxation factor of one. One gets the a':1swer in half to two�
thirds the time required when a larger value for the relaxation factor is� -
used. I also checked to see what theoretical estimates one can make for the� 
relaxation factor, and found to my surprise that the estimate is very nearly� 
one. The relaxation factor depends on the frequency of the cavity, so this� -
might not be true for frequencies other than 200 Mc. 

GLUCKSTERN: Didn't the numbers you gave as estimates of the ac�
curacies of interior points also apply to the electric field on the axis?� 

HOYT: I don't know about this yet. We have not computed any electric 
, field values on the axis yet. The procedure we plan to follow is this: One 
can compute the voltage across the cavity using Faraday's Law, which 
should be more accurate than obtaining it by computing the electric field on 
the axis. We would then also, using the best curve fitting methods, try to 
compute the electric field on the axis, integrate along the axis to get the 
voltage, and compare with the Faraday's Law value to estimate the accuracy. -
I feel this estimate is necessary. because E z on the axis must be used in� 
the calculation for the transit time factor, and we should know all we can� 
about the accuracy. I might explain to those of you w.ho are not familiar� -

1 dF
with the problem that E z is proport~onal to I' --or' and so when I'� 

approaches zero, E z is given by --.d.:.E2 • Determining second derivatives� ar 
-�
-�
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-
with accuracy is very difficult in numerical calculations. One must do 

- some curve fitting, or use some other approximate methods. We are 
going to reflect into the axis for two or three points out and then do a 
curve fit which will give F as a function of r for fixed z. We will dif
ferentiate this to obtain E z on the axis. With the spherical problem and- some of Bill Visscher's problems, we should be able to determine the 
accuracy. 

- EDWARDS: We have done much the same thing in calculating the axial E 
field. We find that the difference between the two methods is of the order - of 4 to 5 percent, if my memory is correct. 

HOYT: I have a feeling that most of the errors which I have mentioned 

- here, like the ones near the conducting surfaces and those near the aJ(:is, 
may well turn out to be systematic errors. If it can be established that 
they are systematic errors, and if someone can furnish good measure
ments, then we can correct for them. Then the errors would not be- serious when we compare and evaluate different types of structures. 

-
-
-
-
-
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-
THE SACLAY DESIGN STUDY OF PROTON LINEAR ACCELERATORS -

M. Prome' 
C. E. N. -Saclay -I. Introduction 

A team* from Saclay has been dealing with proton linacs for about 
two years. The purpose is to design, with the collaboration of the 
Compagnie Ge"ne'rale de Teie'graphie sans Fil (C. S. F. ), **a 200 MeV 
linac capable of injecting a 100 milliamp beam into a future synchrotron. 

Another purpose of these studies is to design a 20 MeV linac to 
replace the 3.6 MeV Van de Graaf injector of Saturne. In this case the -tequired beam is about 20 milliamp. 

The purpose of this talk is to present some information about the -
studies undertaken in connection with these projects: theoretical work, 
models, design of the preinjector, and a general survey of the 200 MeV 
project in its present form. 

II. Theoretical Studies -Theoretical studies have proceeded in two different ways. On the 
one hand, a computation program for individual cells is being written at 
Saclay. This program will be similar to the MESSYMESH program of -
MURA. It will give the values of the resonance frequency, Q factor, 
shunt impedance, and will allow one to choose accurate dimensions for ...the linac. 

On the other hand, studies have been made to find out if there is 
any interest in choosing a variable accelerating rate along the linac, 
from the point of view of an easy trapping of particles by the accelerating 
process. For instance, a small accelerating rate at the input end of the 
linac, and gradually increased over a few MeV up to a final value, in -
creases the useful acceptance area for the axial motion. We are now 
investigating whether this does not implicate a growth in the energy 
spread of the beam at the exit of the linac. -
':<� This team consists of MM. M. Gouttefangeas, M. Prom~, G. Rastoix, 

under the direction of M. Levy-Mandel, a.l1d to whom M. P. Lapostolle 
(CERN) gave a lot of fruitful ideas. 

':<~~ 
MM. F. Girard, G. Guilbaud, R. Jea..'l, H. Leboutet, Tran Duc Tieu. -
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Computations have been performed for particles on the axis with a -
simple program. It will be determined later whether such a variable ac ... 
celerating rate damages the radial acceptance or not. This will be done 
by using a program ta~ing into account the six phase coordinates, similar -
to the PARMILA program of MURA. 

III. Experimental Program 

- The purpose of the experimental program unc;lertaken at Saclay is 
to get some experience in the field pf proton linaG cavities. 

A two-cell model at 50 MeV has been built and $ome experiments- have already been performed. The 150 kW required to set the rf field 
to its nominal value inside this model are supplied by a 10 kW C. S. F. 
television transmitter. C. S. F. has reached the 150 kW level easily by- improving the power tube anode insulation, and by adding a 200 fL s, one 
pulse per second moQulator. 

It is planned to build a 3 m Long model at 750 keV. Profiting from -
the experience acquired with the first model, this one will be closer to the 
final design. 

Experiments performed or planned with these models involve 
measurements of the Q factor, measurements of the fields and determina- tion of shunt impedance by the perturbation method, and the behavior of 
the cavity at full power. 

- IV. Preinjector':< 

A 750 keV injection energy has been chosen for the linac. The pre- injector, a Cockcroft-type machine, offers the possibility of being pres
surized. Such an injector has the advantage of being small, 2.5 m long 
and 2 m in diameter. With such technology, one can avoid setting the 
classical storage capacitor between the high voltage electrode and earth. 
Such a capacitor can be damaged when a breakdown occurs. This capaci
tor is replaced by a pulsed liner, which permits balancing the voltage de- crease during the 200 milliamp pulsed beam. Such a liner already exists 
on the Van de Graaff injector of Saturne, with the different purpose of 
producing dV > 0, and works in a satisfactory manner. The pulse to be 
applied to ille liner will be supplied by a beam intensity transformer, and 
will be monitored by the beam itself. 

- The preinjector voltage will be controlled by a continuous bea.m of 
about 50 microamp. This beam, which is deflected by an electrostatic 

- ':'Preinjector design has been performed by MM. R. Vienet and J. Faure. 
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device at the exit of the preinjector, passes through a regulation slit which 
provides a control signal. This signal feeds back on the one hand to the -Cockcroft (slow regulation), and on the other hand to the liner (fast regula
tion). -The behavior of the beam at the exit of the ion source remains to be 
checked experimentally. However, the focusing device has been computed 
for a 200 milliamp beam. Calculations have proceeded far enough to take into account the aberrations. In this scheme the beam is accelerated 
quickly up to 200 keV; the focusing process operates at this level. The 
whole column, between the ion source and zero potential, is 80 cm long. Moreover, there is a cross-over at about 50 cm after the exit of the pre~ 

injector tube. This will make the adjustment and tuning of the beam easier 
(Fig. 1). -

It is estimated that the time spent to reach the ion source with such 
a pressurized device will be increased by about half an hour with respect -to a nonpressurized device. It is planned to have at one's disposal two 
similar preinjectors, the time spent to switch from one to the other will 
be five minutes. Of course, one can repair the first one while the second 
one is running. 

V. Design of the 200 MeV Linac -
Cavities -The structure considered in this project is the conventional one, 

with drift tubes. Copper-clad technology, which seems to be cheaper 
than the separate vacuum tank solution, has been chosen. Elementary .. 
sections would be 3 m long. 

It has been shown after some difficulty that it would be possible to 
manufacture copper-clad linac cavities in Europe; copper being either an 
American OFHC copper from "American Metal", or a European one, 
such as the BE58 copper, from Norddeutsche Affinerie, Hambourg, whose -qualities are close to the OFHC one. The German Company, Phoenix 
Rfieinrohr, will be able to perform the cladding by hot lamination without 
brazing compound. Rolling and welding operations could be made either 
by the same company with an accuracy of ±. 5 mm on the diameter, so 
that it would be necessary to inlay copper at the ends of each section in 
order to machine an accurate circle, or in France by "Les Chantiers 
Navals de La Ciotat", in which case tolerances would be + 8/10 mm on 
the diameter, thanks to encircling rings left afterwards on the cavities. 
In the latter case, it would be unnecessary to inlay copper at the end of -the sections. 

-�
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- The mechanical tolerances are important from the point of view of 
the joining of two seotions, not from the point of view of having cavities 
tuned exactly to the chosen frequency of 200 Mc/s. The coarse tuning- will be made with auxiliary rods similar to Brookhaven. The fine tuning 
of the local frequency will be obtained by means of classical ball tuners 
which will also be used for setting the accelerating field law chosen along- the cavity. 

- The accelerating structure will be about 125 m long. The tempera
ture control system has been designed so that the linac temperature will 
be within O. 10 C along the machine, whatever the operating conditions. 

- Rf Power Supply 

In the present design we are considering a short first cavity of 6 m - maximum length and 4 to 6 cavities 20 to 30 m long (Figs. 2 and 3), each 
cavity being fed by a power tube. This choice results from the power 
available in one tube. Power estimations have been based on the shunt- impedance values published by MURA. A conservative interpretation 

, leads one to predict 65 kW 1m at the input end of the linac and 130 kW 1m 

- at the output end, with a linear decrease. Calculations made on beam 
loading have shown that these figures have to be overvalued by about 55% 
during the beam acceleration process. A ~ood security coefficient will 
be obtained by providing an rf power pulse of 5 MW maximum for each- cavity during 200 p.s for the filling up of the cavities, and 10 MW maxi
mum during 20 p. s to balance the beam loading. Either the well known 
RCA 7835 tube or the RCA 4617 tube will be used. The latter tube, which- 'requires lower plate voltage, should lead to a simpler modulator (Fig. 4). 
The modulator is of the hard tube type and is more ea.sily operated than a 
delay line when it is a question of nonrectangular pulses. The RCA 7835 
tube leads to the design of a modulator with two sets of capacitors and a 
switching system from one to the other. The RCA 461 7 tube allows the 
use of a single set of capacitors, with a hard tube grid controlled system.-

It must be pointed out that according to the results of the experi
ments being performed on the PS linac at Geneva one will perhaps find- it preferable to feed each cavity with two tubes, the first one working 
during 220 fLs. the second one during 20 p. s. This should lead to simpler 
modulators because each tube would have a quasi-rectangular pulse. 
Moreover, cheaper tubes than the RCA tubes previously mentioned could 

'be employed if need be by dividing the accelerator into a large number of 
cavities. Another a.dvantage would be to set free a new parameter, the 
rf phase angle between the two tubes. 

-�
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Radial Focusing 

Radial stability will be insured by magneticquadrupoles in the ++~
p~ttern (Fig. 5). Quadrupoles will be fed by dc current; the first 20 
could be made with 5-turn windings of a hollow 6 x 6 mm wire, with a 
4 mm diameter hole tor water cooling. Maximum current density will 
be then about 27 amp/mm2. The other quadrupoles will be made with 
ordinary conductor windings and will be molded in plastified araldite. 
They will be cooled by a water jacket. Induction on the pole faces no
where exceeds 6250 gauss (Figs. 6, 7, 8 and 9). 

Vacuum System 

Primary pumping will be in two steps: 20 minutes to reach 10 'Ibrr 
starti~ from atmospheric pressure (the required pumping sp_~ed is 
325 m /hr for a 30 m long cayity), then one hour to reach 10 'Ibrr (the 
required pumping speed is then 600 m 3 /hr). In the_~resent state of this 
project, secondary pumping will be turned on at 10 Thrr; later, it may 
be thought preferable to turn on the secondary pumping at a lower pres
sure. 1000 lis VacIon pumps will be used for the secondary pumping. 
We are considering providing one pump every 3 m along the linac (Fig. 10). 

Alignment 

The method being considered is the following one: cavities lay on 
a main girder by means of wheels dependent on an adjusting system; each 
3 m long section is machined at its ends in order to define its axis; the 
drift tubes are aligned along this axis. The sections are joined together 
to form a 20 or 30 m long cavity. A slight rectification of the drift tube 
position is sufficient to balance the lack of parallelism of the end faces 
of each section. Outside references allow checking the slow displace
ments of the drift tubes following a possible distortion of the main con
crete girder. Stem attachment devices have been designed so that it is 
possible to correct the drift tube positions without opening the cavities 
(Fig. 11). 

Planning 

The planning has been conceived in order to keep in line with the 
building time of the synchrotron (Fig. 12). The critical path appears to 
be linked to the quadrupole studies, machining and controls; it is. there
fore planned to carry out special studies on this feature. From another 
point of view, copper-clad cavity models will be tested in conditions as 
close as possible to the operating conditions of a particle accelerator. 
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- OHNUMA: I would like to ask about your choice of quadrupole magnet 
str~ngth. I noticed that the magnet strength reduces very drastical~y as 
the energy increases. Are you always taking the optimum point at each- energy? The solid line comes down rather rapidly and I don It believe 
those are optimum points. 

/ 

PROME: With reference to Fig. 5, one can choose lines inside the sta
bility limits such that the beam keeps a constant size. These lines fall 
rather quickly and starting from the input point, you. can choose such a- line for the operating line so that the size of the beam does not incI'ease. 
It is perhaps not the best, but is at least feasible. 

OHNUMA: How far do the nonsynchronous particles penetrate into tpe 
unstable region? 

..- PROME: Not far and this is on~y at the beginning of the machine. Very 
quickly the nonsynchronous particles enter the stable area. Of course, 
this has to be checked with a computer program using the six coordinates.-

-
FEATHERSTONE: I was interested in your reference to the possibility of 
using large power tubes of less cost than the RCA tubes that you have also 
considered. Is there anything concrete that you can say about this matter 
at this time? 

/ - PROME: There is nothing new, to my knowledge, about these tubes. 

FEATHERSTONE: F. T. H. has not done something interesting we should.... 
know about? 

, 
PROME: Perhaps Colin Taylor will say something about this. 

TAYLOR: I will give some information about this during my talk. 

FEATHERSTONE: You referred to using a variable rate of acceleration 
at the injection end to improve capture. Would this be used in conjunc

- tion with conventional bunching or to the exclusion of an ordinary buncher? 
, 

FROME: This does not exclude a buncher. 

FEATHERSTONE: Would one inject a continuous stream of protons? 

, 
. PROME: No, you would need a buncher as well. 
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FEATHERSTONE: Do you have an estimate of the efficiency of capture 
that you should obtain with the combination of buncher and variable ac~ 

celeration rate? 

~ 

PROME: I am afraid that I cannot give a number because we have not� 
finished the calculation. However, we saw that we gained something.� 

CURTIS: You mentioned the use of a liner in your preinjector Van de� 
Graaff. How much of a voltage droop do you have to correct for wh~Q
 

you are drawing 200 milliamps?� 

LAPOSTOLLE: I think it was a few 10's of kilovolts. It depends on the 
capacity of the machine. 
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DRIFT TUBE AND PARAMETER SELECTION� 
FOR LINEAR ACCELERATOR STRUCTURES BELOW 150 MEV� 

D. E. Young 
Midwestern Universities Research Association 

With three linac proposals being submitted to the USAEC this year,� 
the question has arisen whether money could be saved by cooperation� 
between the different groups. Savings could be realized in research and� 
design, engineering, and in procuring similar items in greater quantities.� 
Since each of these linacs have different basic design parameters such as� 
the duty factor, beam current, energy, etc., the question arises whether� 
a common design is really feasible. Certainly below 200 MeV where a� 

.·.drift tube loaded Alvarez structure is proposed there are many similar" 
ities. However, if one looks at the basic parameters which are to be 
met by each and tries to fit a common design to these parameters, one 
soon realizes that this is not possible. Wheeler has looked at this prob
lem in detail! and concludes that if LASL agrees to derate their power 
supply so as to require an additional power module for the extra tank 
needed, which is the same as having the capability of accelerating a 
larger current but not doing so, and which of course would raise the cQ!;!t 
of their proposal, then a common design is possible. If all three linacs 
were built, the saving in the common design might more than offset the 
added cost to LASL. I do not want to get too involved in this question. 
Rather I would like to point out that it is still possible to meet the basic 
parameters of each laboratory without adding greatly to fabrication costs 
if decisions can be reached on drift tube and tank structures which are 
fabricated of similar modules. 

In order to reach agreement between the different laboratories on 
drift tube shapes, a committee was formed whose purpose was to try to 
enumerate the problem areas in adopting a particular drift tube shape 
and to try to expedite work in these areas. This committee made certa~n 

recommendations which I shall relate and work is proceeding in other 
areas. Since the committee was formed, its activities have been extended 
to a selection of parameters for the 200 Mc portion of the linac. If agree
ment can be reached, then savings should be realized in design and in larger 
volume purchases of similar components. 

So far, the following recommendations have been made by the drift� 
tube subcommittee:� 

1.� Since sparking is mostly confined to the first gaps in operating 
linacs, it is desirable to design a short first section which 9an 
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be operated at reduced gradients. At 750 keV an average gap 
field of 8 MV 1m or less should prevent excessive sparking 
for conventional shaped drift tubes. Above 10 MeV an average 
gap field of 12 to 13 MV1m is considered conservative. 

2.� An operating frequency of 201. 25 Mc should allow design re
quirements to be met and give minimum interference with 
existing FCC allotted bands. 

3.� A drift tube hole of 2 cm has been achieved in the first drift 
tube at O. 75 MeV with a dc quadrupole and without unduly 
affecting the radial transit time factor. A linear increase 
from this size up to 4 cm at 200 MeV is recommended. 

4.� Satisfactory dc quadrupoles for drift tubes have been built and 
could be used in future design without major modifications. 

5.� A single drift tube stem is adequate even though a large diam
eter is required to accommodate four cooling leads. 

6.� The current computer programs for the calculation of drift 
tube shapes are sufficiently accurate so that extensive modelling 
is unnecessary. 

7.� Cylindrical shaped drift tubes at the higher energies can be 
chosen which are not far from an optimum shape and which. in 
addition. can be more easily fabricated. 

In order to choose a drift tube shape. it is necessary to arrive at 
figures concerning the cost of rf power, the cost per unit length of the 
linac, the diameter of drift tubes which allow quadrupoles and adequate 
cooling, the maximum value of the accelerating rf gradients. the operat
ing costs of the linac, as well as many other interacting requirements. 
In the months ahead many of these items will be better evaluated. To 
attempt to optimize the rf structure, including drift tube shape, clearly 
requires these considerations to be adequately assessed. However, even 
with the present knowledge it is instructive to understand the way these 
parameters affect the structure. 

The total cost for building and operating a linac in terms of the 
power and length may be written as: 

C = Cf + Cp P + Cop P t + CL L + CoL L t 

where: 

-�
-�
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- :;::Cf fixed costs 
;;:Cp power costs per unit of power 

Cop power operating cost per unit of power per unit time= 

CL = length costs per unit length 
CoL = length operating cost per unit length per unit 

time 

A great deal of effort is being expended on an evaluation of the cost co
efficients at the present time. The operating cost coefficients are dif- ficult to assess, but after some searching through records of laboratories 
with operating linacs. we have found that if one takes t = 10 years, a 
possible lifetime of such a linac, then (within the error of determining 
the s e coefficients): 

- Now rewriting the formula in such a way as to give prominance to 
the factors which influence the structure 

C - Cf� 
2� 

with the power P per energy gain Aw given by 

P = 
6.w ZT 2 coscP 

and the length L per energy gain by 

L 1 

6.w 

where Eo is the average peak axial accelerating field, T the longitudinal 
transit time factor, and <:pthe stable phase angle. In practice the power 
has to be increased, (a) to allow for losses on drift tube stems, tuners, 
and end plates as well as additional losses accounting for a lower Q 
value than the calclllated value , and (b) reserve power to take care of 
beam loading. The p0wer will be increased by a factor k to take care of 
the former, and a term Cp IB Aw added to allow for a beam lB. With 
these considerations, the cost formula becomes: 
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or 

1 
!:1W 

where the terms on the right are related to the choice of geometry. 
For any particular description of the geometry which specifes a value 
for Z and T, a cost can be calculated. The lowest cost will correspond 
to the largest value of Z and T. However,' this alone does not allow one 
to choose a geometry that will allow the desired accelerating gradient to 
be achieved without excessive sparking. An accelerating gradient which 
will minimize this cost equation, can be determined and is given by 

This value of Eo is shown plotted in Fig. 1 as a function of Z. For any 
description of the geometry which gives a value of the shunt impedance 
Z, the value of Eo can be determined which gives a cost minimum. 
However before this information can be used in linac design. it is neces
sary to know what gradient can be maintained without problems due to 
sparking. Attempts are now being made to set safe sparking limits by 
accumulating data on operating linacs and by experimental measurements 
on a sparking cavity at this laboratory. Some preliminary results on the 
sparking cavity will be mentioned later. In the absence of a suitable 
explanation of sparking. one can use a value for the maximum field on 
the surface. such as the Kilpatrick criteria. 2 The MURA field computa
tional program. MESSYMESH, can calculate the maximum value of the 
field on the surface of a drift tube. Actually what is calculated is a 
factor ex., where 

0<- = E max (on surface) 

Eo 
For some peak value on the surface, the value Eo can be calculated for 
the geometry considered. This value of Eo may be less than the optimum 
value of Eo obtained from the cost function for that particular geometry. 
If this is so. then to go to the optimum value would clearly cause maxi
mum fields in excess of the chosen peak value on the surface and a danger 
of sparking. However. if it turns out that this value is greater than the 
optimum Eo. then $parking is not a problem because power is too ex
pensive to go to the sparking level anyhow. 

Using the MURA field computational program. we have investigated 
nearly 2000 different geometries for cylindrical shaped drift tubes. A 
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large number of runs have been done at energies of 50. 100. 150. and 
200 MeV. When these runs are evaluated using the cost formula. it is 
possible to choose an optimum set of parameters that describe the 
geometry. This optimizing procedure using a specified value of the 
maximum field on the surface was described at the Yale Linac Confer

3 ence. If each run is plotted on the Z, Eo diagram with the value Z 
corresponding to the geometry and the value Eo calculated on the basis 
of an upper limit for the maximum field on the surface. one can observe 
the importance of the sparking restriction. At 50 MeV the cluster of 
points lie to the left of the curve of optimum gradient; at 100 MeV the 
cluster of points lie closer to the curve; and as the energy increases. 
the cluster moves closer to the curve. At 50 MeV. clearly money can 
be saved by raising the gradient to more nearly approach the optimum. 
At the higher energies where the value of Z is lower. it is not as 
definite and depends on the diameter of the drift tube which may be 
specified from engineering considerations. 

Any practical drift tube must allow space for quadrupoles and 
cooling. This places an additional restriction on the diameter of a 
drift tube. Our studies indicate that a diameter of 15 or 16 em is neces
sary especially for a high duty factor linac at energies of about 200 MeV. 
The latest popular cost data indicate that this diameter is a departure 
from the cost minimum and that it is unwise from sparking considerations 
to raise the accelerating gradient to the optimum value. However. it 
should be pointed out that the cost minima are rather flat so that the 
departure from the minimum may not be a great penalty. When one con
siders raising the gradient to reduce cost. one must also consider the 
limitation on the power amplifier tube. A shorter linac with a greater 
multiplicity of ta'1ks and power amplifier tubes. phasing systems. and 
poorer reliability may not be a suitable way to save money. 

When the specifications of the 200 Me linacs at the three laboratories 
are considered. it is found possible to arrive at a design which uses many 
similar components. In particular, it is possible to maintain a constant 
drift tube diameter from 50 or 60 MeV upwards. Thus cylindrical drift 
tubes could be fabricated out of stock material with similar end caps. 
Quadrupoles might also be alike. The tank diameters can be similar. 
although of different lengths. By mass procurement of these similar 
components or pieces overall cost reductions can be realized when two or 
more linacs are constructed simultaneously without the necessity of re
quiring a departure from the basic design parameters. 

To gather more information on the sparking restriction we have 
fabricated a one unit-cell cavity. with movable end plates so that geometry 
from 5 MeV to 150 MeV can be investigated under full power conditions .. 
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This cavity is driven by an RCA 2515E (2041) power amplifer capable of 
approximately 300 kW at pulse lengths of about 500 Ji-sec and about 30 _ 
pulses per second, and at a frequency of 200 Mc. Our initial operation 
was at 50 MeV with a drift tube diameter of 16 cm, 3 cm hole, and 4 cm 
curvature on the outer corner (the cavity diameter is 79 ern). At the _ 
present time we have operated up to 125 kW in the cavity. This power 
level corresponds to an average accelerating gradient (Eo) of 2. 7 MV 1m, 
an average gap field of 10 MV 1m, or a peak field on the surface of 
16 MV1m. At this level there was not a single spark detected, it was 
just a matter of running the power up. We are now trying to get more 
power out of the power supply to go to a level where we can see a few 
sparks. However, the next step will be to go to 5 MeV where sparks 
should occur at a lower power level. Here hopefully we can study the 
phenomena. 

WHEELER: This type of expression for cost, which both Don and I have 
used, leaves out a very important consideration especially for the in
jectors, that is, there is nothing in the equation which says anything 
about the reliability of the accelerator. The constant k, which comes 
from experience, can be used to contribute to the reliability and one 
should consider very seriously keeping k a fairly large number. Experi
ence with most of the proton linacs to date certainly shows that they have 
been underpowered. By increasing k one can design for lots of reserve 
power and this of course will greatly improve the reliability. The other 
matter is the choice of Eo with respect to sparking limit. In the MURA 
sparking cavity I am told that the x-ray hackground at the 125 kW level is 
rising very rapidly and I would predict that, at 16 MV 1m on the surface, 
you are very close to the sparking limit. We have observed in the heavy 
ion machine that the x-ray background rises very steeply just before the 
sparking level is reached. So again in terms of reliability for the machine. 
one should be very conservative in keeping the value of the maximum field 
safely below the sparking limit. These two factors are very important in 
terrns of achieving highly reliable machines. -
LEISS: People have been using cost formulas for years and have system
atically left out what is really in many projects the biggest cost of all, 
that is the project salaries. Have you thought how to integrate some of -
this into guessing what is the best to do? This would be particularly ad-' 
vantageous, although difficult, if examining the desirability of a common 
design. -
YOUNG: The rules are becoming clearer now on how you estimate cost, 
even the salary costs. MURA has a technical note on their experience on -

-�
-�
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cost estimation and other people have discussed these things with the 
AEC to see how salaries should be integrated into the total project cost. 
This has not been put into the cost formula used here; this is a bigger 
operation research project than has been undertaken so far. 

HUBBARD: As Wheeler pointed out, when you get somewhere near the 
sparking limit, you get a large amount of x-rays out of the machine which 
you must shield against. If you just lower the gradient slightly, the x-rays 
go down rapidly. Have you given any consideration to the amount of shield
ing necessary if you operate close to the sparking limit or have you put 
this into the cost formula? 

YOUNG: We have not put the cost of shielding into the cost formula as a 
function of the gradient, only the cost of shielding as a part of the building 
costs which is part of the length costs. We intend, however, to make 
some measurements on the sparking cavity of the radiation background 
as a function of the voltage across the gap. We would like to get some 
good values for these quantities. 

FEATHERSTONE: For the benefit of those of you who have not been 
paying close attention to the argument about sparking, I would just like 
to say a couple of words that I think should be repeated again and again. 
Mr. Kilpatrick wrote his "criterion", as it is so often referred to, in an 
attempt to integrate a great deal of data from many different sources and 
to account for it in an approximate way. I do not believe that he himself 
has ever given it the degree of authority that one would think it had by 
listening to the use of "Kilpatrick's criterion." Second, it was not in
tended as a working upper limit, but rather as a threshold level below 
which no sparking at all is expected to occur. Third, at 200 Mc a great 
many of the terms of his equation drop out and one arrives at something 
which is related only to the maximum field strength at the surface of the 
electrode. I think there is an accumulating body of evidence which in
dicates this is not adequate to account for the sparking we have observed 
in practical machines. I am very glad to hear Don say that they are going 
to try the spark cavity down in the equivalent of the 5 MeV energy region. 
What was the equivalent energy range of the present drift tube size? 

YOUNG: 50 MeV. 

FEATHERSTONE: The experience with the Brookhaven and Argonne 
linacs suggests strongly that something different is going on at the low 
energy end of the machine where there seem to be lower gradients and 
more sparking than at the high energy end. I don't think the gradient 
alone is enough to account for what we see. Of course, everybody knows 
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that sparking is affected by surface conditions and vacuum quality, but 
we presume that the surface conditions and vacuum conditions are pretty -uniform from end to end. 
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TRANSVERSE BEAM BLOW - UP IN STANDING WAVE LINACS 

R. L. Gluckstern� 
Yale University a.nd Brookhaven National Laboratory� 

1. Introduction 

The phenomenon of beam blow-up in traveling wave electron linear 
accelerators 1 has caused concern as one has attempted to increase the 
beam current and pulse length. Among the explanations of the observed 

2phenomenon is one presented by Wilson in a....'1alogy with the theory of 
backward wave oscillators for accelerating-type fields. This explanation 
suggests that means exist to reduce the serious consequences of the blow
1J.p by modifying the synchronism of the beam and backward wave deflect
ing mode. The effect discussed by Wilson takes place for bunched or un
bunched beams. 

A similar concern has been expressed by Leiss and Schrack3 who 
point out that a bunched beam may have a harmonic which resonates with 
that component of the deflecting mode traveling with the beam velocity. 
For conventional iris-loaded guides, the deflecting mode frequency band 
is approximately 50% above that for the accelerating mode. If the beam 
bunching is, for example, at the 4th subharmonic of the accelerating 
mode (as it is at present for the AGS improvement program), then the 
6th harmonic of the beam win be approximately resonant with the deflect
ing mode. This phenomenon cl("arly depends on the details of the mode 
spectrum for different values of /3 and can probably be influenced by 
transverse focusing and by perturbation of the deflecting modes where 
necessary. 

The present work is an attempt to formulate the two corresponding 
effects for the case of a standing wave accelerator (proton linac in the 
case of the AGS improvement program). We will not treat here the addi
tional serious effect of beam loading on the accelerating mode. (In this 
case the steady state effect can presumably be compensated for by ad
justing the power source to supply additional power at high beam cur
rents; the transient effect will require beam injection while the fields 
are rising in an appropriate way. ) 

II. _gavity Fields 

We shall consider an iris-loaded guide of length L = NLo ' where 
L o is the cell length, as shown in Fig. 1. The deflections will be 
assumed to be confined to the x - z plane, where z is taken as the 
longitudinal direction. In this plane the jth r.ormalized standing wave 
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deflecting mode can be written, because of Floquet's theorem, as 

N~l 

- E~ (x, 0, z) ::;� L P jn (x) sin kjnz , 
n::;o 

::;� (2. 1)Hj (x, 0, z) L Qjn (x) cos kjnz ,y 

E
j (x, 0, z) ::; Rjn (x) cos kjnz ,z ~
 

where� 

(2. 2) 

If we define the spa.ce harmonic of concern as that for n ::; 0, the 
important components of the fields in the vicinity of the axis may be 
written as 

j
E ~ p. sin k·z 

x J J 
j� (2.3)H ~ Qj cos kjz
Y 
j .....E z -. x Rj cos kjz . 

The fields are normalized such that 
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(2.4) 

a ...
1.1 

and the actual fields are written if;l terms of th~ normalized fi;elds as 

-E = I C j (t) Ej @ • -H = L D j (t~ Hj . ,<¥,> '. (2. 5) -
j� J 

where C · and D. are related in the absence of beam by -.1 J ' 

Dj = (E C I W j) C j • C· '" - ( fLcl w) D .. (2.6)
J� J J -

Relations can be obtained between p" Qj' R. via ~axwell~s equations. 
One must,however. take into accounf the com~onent Hz in obtaining 
these relations since the modes are not purely TE or TM. but are -4hybrid modes. Let us write: 

(2. 7) -
In the presence of a current pulse of the form -

(2. 8) -
it can be shown that Cj (t) satisfies a differential equation whose solu�
tion can be written in the form 

. iw t-':J d W 2fT <X: w ) . E
j G0 dv (2. 9) c.� (t) = wze', 

.J w - w. 
J 

The poles are moved into the upper half w -plane because of losses. 
Assuming the losses to be smal.l, one can write fot late'times (after 
the beam pulse has passed through the cavity) -
C j (t) - - (."./_ ) ~ei W jt JTex. w /. W dv + c.c.] 

-1 
- - (E c) D . cos (w . t + f/J.)� 

J J J� . 
(~L 10) 

- 7T' C [ 1. e i w·J tf-j (x. - W j) . -;E,I dv + c. c.] 
== D j sin (w j t + f/J j ) . -

-�
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In the presence of losses these fields will decay at the rate 
w. 

- --l. t
2 Q.

Je (2. 11) 

The transverse angular impulse given to a particle entering the 
cavity at t = tm in the presence of deflecting fields can be calculated in 
the approximation that the trajectory is along the longitudinal axis. One 
then has . 

(2.12) 

= (e/€pc) 

-
where 

(2. 13)'" j = W j t m + 0j . 

Since one is interested only in those modes for which k j and w. /v are 
almost equal (phase velocity of deflecting mode approximately Ute same 
as beam velocity), one may write 

-1 
. (w o/,.) D. R sin (oI ,/2) sin (~J' - Of. ./2) ,L. j J J J J J 

J 
(2. 14) 

where 

0(. == (k. - w . /v) L (2. 15)
J J J 

is the slip of beam relative to the wave in its transit through the cavity. 
If one adds angular impulses due to all effects, the beam will be lost 
when 

(2. 16) 

where A x is the wavelength of the transverse oscillation and a is the 
bore radius. 

The remaining quantity needed for our analysis is T (w). Assum
ing a single bunch of spatial dependence f (z) (symmetric about z '" 0 
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for convenience) whose center follows the trajectory z =vt, x =x (t) ,� 
one has� 

J <X: t) = Iof1 t 8 [x -x(t>] 8 (y) f ~ - v(t - tm)] fr x(t) +k v] 
where f1 t = 271'/ w is the separation of beam bunches and 10 is the� 
average current. \Xfriting� 

f 
.w 

-i~· u l-U 
v� 

f (u) = 1 dw e g(w), g (w) e v f (u)� 
2 .". V 

(2. 17) 
one finds, for narrow bunches, 

_. -1 -iwt .-l - I [ 1N j (x, w) = :0 g( w) 8 x - x (tm + Z /vj 
8(y) [ i x (tm + z/v)/v + kJ e m 

(2. 18) 

The normaliz ation is such that for a delta function bunch g (w) = 1 
that is, g (w) is the relative harmonic content of the beam pulse. The 
relevant integral in (2. 10) is therefore 

-iW.z/v . 
(10 / w0 v) g (wj ) e J [ x(t + z / v) E~ (x (t + z / v), 0, z) +m m 

+ v E~ (x (t + z / v), 0, z)] (2. 19)m 

In the limit of small transverse displacements, one then finds from� 
(2.3), (2.7):� 

-j1 <x: w .) . E dv =J•. J 

JL -i w· z/v 
R j dz e J [Kj (x/v) sin kjz + 

o 

-i w· tIL ioc z/L
+ x cos kjzJ ~ (10/ 2 w ) g (wj ) e J m R dz e J 

o j 

o� 
[x (z) - Kj ix' (z>] (2. 20)� 

-�
-�
-�
-�
-�
-

-iwz/v 

-
-
-
-
-
-
-
-
-
-
-
-
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III. Nonresonant Beam Blow-up 

If one considers that the beam has transverse displacement and 
velocity unaffected by the cavity fields in calculating the contribution to 
(2. 20), then the contribution of successive bunches will depend on their 
relative phase, and build-up will be serious only if there is a resonance 
between a beam pulse harmonic and a defelcting mode. This phenomenon 
is treated in Section IV. If no resonance exists, one must consider the 
effect of the field itself on the trajectory in order to get a significant con
tribution to (2. 20). This is the effect considered by Wilson, and the one 
we shall treat in Section III for a standing wave linac. 

In order to evaluate (2. 20), we must find the trajectory of that par
ticle entering the cavity which is oscillating with fields 

C " (t) = - (E c)-1 D· cos (w· t + 0·)
J J J J (3. 1) 

= D· sin (w. t + 0·) ,
J J J 

at the time tm . According to (2. 12) one has 

z 

(3. 2)= x' (x) = (e!pv) J 
o 

Keeping only those wave components traveling at approximately the same 
velocity as the particle, one finds 

~(e/2Epc) L (DkRk/Wk)(L/()(k - Kk ) [cos (Dtkz/L - "'k) - cos Iii] 
k 

(3. 3) 

x (z) = (e/2 EpC) I (Dk Rk / Wk)(L/OC - Kk)(L/O(k) [sin (Otk z/L - ~k)
k

k 

+ sin ~ k - (Otk z / L) cos 0/ k] , (3.4) 

where 

(3. 5) 
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Th~nonresonant character of the values of tmimplies that onll the 

i . -lW, t me component of (3.3) and (3.4) is needed wlth the factor e J in (2. 20). In this approximation one has 

fT· 
L 

J 
i 0(. z /L T - i ~ z / L - i '\ z / L 

'X dz e J L(L/cXk)(i e - i - Q(k z/L) - K j i (e l)J 
o 

(3.6) 
where M'k and m;k are the amplitude and phase of all the factors not appearin~ explicitry in the last form of (3.6). From (2. 10), the pulse 
entering at tm contributes an increment to the field already present, 
which is given, including the decay of the field already present, by -

~ D· (t) :: 2 -rr c L Dk M k sin [w. t + ( w W.) t + 0k + m·k]
k 


J k J J Jm J 

(3. 7) -
This is our result. It is, of course, dependent on the mode spec -

trum ( w. vs j), the timing of the pulses>:< (tm)' the slip (<<. vs j), and 
all the other nonexponential factors appearing in Mjk . particularly in 
cases of low group velocity (w close to w), one should proceed direct-k 
ly from (3. 7) on a numerical basis. J 

We shall try to reduce (3.7) analytically by making further assump -
tions. In particular we shall assume a steady state solution for which the 
contributions for k f j in (3. 7) average to zero. In this case -
6Dj (t) =0 2-rrc Mjj Dj sin (Wjt + 0j + mjj) - (7rW/W Qj)Dj sin (wjt + 0),o 

(3. 8) 
':'We have already assumed that the pulses are nonresonant and have -ignored the term in (w k + w.) t m . If they are resonant, the present 

considerations are modifiedJby a factor of order 2. 

-�
-�
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which is equivalent to the relations 

.". W . 
J (3. 9)

W Q.
o J 

and 

~~j = - 2 .". C Mjj sin mjj 

From (3.6>' one finds 

1 

i« x iOt.x ]
,eRe I dx [ i (L/ex - K) (1 - e ) - <xxe L/ot.� 

o� 

- K (1 - CosOl )/~ (3.11) 

In the approximation of small coupling holes it can be shown that 

L » K. (3. 12)
0( 

Equation (3.11) then becomes 

3 2 3 
MJ'J' cos mJ'J' = (e 10 /2.". W E pc) g (w,)(R.I w.> L g2 (OC.> (3. 13) 

o J J J J 

where 

1 - cos O! - (<</2) sinoc. 
g2 (ex) = 3 (3. 14) 

2 (ct I.".) 

is the same function as that defined by Wilson, and has a maximum value 
of 1. 04 when 0( = 2.65. 

The "starting current" for the beam blow-up is therefore giv~n by the 
vanishing of (3. 9), that is for 

3 2 
e 1 = .". E f ~ J (3. 15) 

0 g2 g L R j Qj 
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The quantity Qj R ~ is related to the ratio of the square of the electric 
field gradient alon1 the axis to the power loss and therefore has the 
general form of a shunt resistance per unit length for the deflecting mode. -
SpeCifically, if one defines rt as 

f L 2 
= [(c/Wj) a dz (aE~/ax) cos k j z]-=- 

r.e L )( Power Loss� (3. 16) 

and notes that Qj may be written as� 
. 2 

__ (Wj E /2) 1E'j1 dv1� Q.� := (w. E /2 Power Loss) (3. 17)�
J Power Loss' J� 

-one has 

(3. 18)� 
where -= ~2 0 

, ~ , 

This 1e ads finally to 

e� 10 = 

2
Mc = 
27T'c/w, ::; 

/3 J := 

r := 

g2 '" g 1"-J 

L 3m'" 

:= 377 ohms .� (3. 19) 

-
(3. 20) -�

-�
-�

940 Mev 
0.25 m 
0.6� 
1. 25 (3. 21) 

-
~'" 20 megohms/m 

leading to 

10 ~ 2 amp. (3.22) 

-
-
-
-
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-� Several comments should be made at this time: 

1) The value of rJ.. has been chosen typical of accelerating modes. 
It will probably be considerably smaller since the square of a transit 
time factor should be included to correspond to the particular space har
monic used. This will lead to an even higher "starting current. 1I:;'~ 

2) Resonance between the deflecting mode and the beam bunch fre
quency will lead to a reduction of order of a factor 2 in (3. 20) and (3. ~2). 

3) If the current is higher than the limit in (3.20), the build ..up 
time can be estimated from (3. 9) with an assumption for the order of 
magnitude of the "noise" in the cavity. The result will be of the form 

Canst.TB = (3. Z3) 
10 - 10 , starting 

4) Although the present calculation is for a standing wave lim1.c~ 

the form of Wilson I s result for a traveling wave linac can be obtained by 
going to the limit of large L in (3.6). The sum over k becomes an 
integral over k and a sum over beam pulses (m) leads to 

~ i(w - w.)m.1t
kL,e J =� 

m� 

~ (d 1T )-1 8(k .. j) 8(k - j) . (3.44)
dk 

The factor Mjj in (3. 6) must then be multiplied by the factor 
(w L/Trv) and the self-consistent condition /j.D/D = 1 leads to (3. 2Q)
mu~tiplied~y the factor v g Qj / W . L. This factor, which is the ratio of 
the decay time to the filling tlme~ is not surprising when one goes from 
a standing to a traveling wave linac. The net result for the starting Gur
rent is an expres sian of the form 

Q
~) , (3.25) 

which is identical in its dependence on the parameters with Wilson's result. 

>:<An estimate of r.e, has been made for a model of independent cells. This 
leads to :r.t - 1 megohm/m and gives a starting current of 40 amp. See 
Appendix. 
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5) The contributions from k :f j in (3. 7) may not be negligible, as 

indicated by the traveling wave result. However, the factor Mjk has a 
structure which confines contributions to the vicinity Otj '" ct..k '" Tr. An 
estimate of the effect of the term, 

(3. 26)(W k - Wj) t m 
for an adjacent mode can be made by taking t to be the build-up time,� 
which is assumed to be of the same order as tWe decay time, i. e. , 

t m '" Q/ w .. (3. 27) J 

For this choice 

(W k - w.) t ..... v Q./ w. L . (3. 28) J m g J J 

The contributions will therefore be confined to the mode k = j or will 
extend to the neighboring modes according to whether the parameter in 
(3.28) is greater than or less than 1. If it were not for the factor Mjl\' 
one would then multiply (3.20) by the factor v g Q/w. L as we did in 
(3.25) for the traveling wave case. J 

6) Proper numerical investigation of this phenomenon should be 
performed starting with (3. 7), with an appropriate deflecting mode 
spectrum. 

7) Motion in the y direction has been neglected. If this is taken 
iIfto account, the cavity oscillations may be induced with rotating polar
ization. This can, of course, be prevented by destroying the azimuthal 
symmetry. 
IV. Resonant Beam Blow-up -

The other possible serious effect previously mentioned occurs if 
one of the harmonics of the beam frequency resonates with one of the 
deflecting modes. In this case the transverse motion of the bunches 
induces cavity fields which may then build up from successive pulses. 
Since the build-up leads to deflections, this phenomenon involves not -onl:>: the transverse focusing system, but the entire transverse history 
of the beam in preceding cavities. -According to (2. 20), the m th beam bunch, traversing a cavity with 
average transverse displacement and angle given by x and x' , gives 
a contrl'b'utlOn to th e current 0 f m m -

-�
-�
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The contribution to the field is therefore 

i wj (t - t m ) + i oe. 12 }� 
LiDj (t) = (-rrc 10 g LRj g31 w ) Re { e (x - K iX~)
 

o m j 

(4. 2) 

sin «(j.. 12) . . " 
The factor g3 = at mdIcates that the effect IS apprecIable only 
for those deflecting iA~ges with phase velocities close to the beam 

-IW; t 
velocity. The factor e J m indicates that the contributions of succes
sive bunches will be out of phase unless 

w.Lit/27r =: w.lw ~ s, (4. 3)
J J 0 

that is, unless the ratio of deflecting mode frequency to beam frequency 
is close to an integer. 

The angular deflection due to the presence of deflecting modes is 
given by (2. 14). If one also includes the effects of the focusing forces, 
the coupled set of equations (2. 14) and (4. 2) allow one to follow the 
progress of the effect from cavity to cavity and from pulse to pulse 
numerically. IThe effect treated in Section III may even be included by 
adding (3.8) to (4. 2)J It is clear that in this case the effect depends 
even more sensitively on the deflecting mode spectrum. 

An order of magnitude estimate of the effect can be made in the 
steady state condition (constant values of xm ' x~ from pulse to pulse) 
by including the field decay due to losses. The field after the entrance 
of the nth bunch is then 

i w· (t - tn ) + i «I 2 
Dj (t) =: (-rrc 10 g L Rj g3 1wo) Re { e J (x - Kj ix') 

,00 e 27rm [i(Wj/Wo-s) - (W j /2W Qj]}
..L: o 

m=o 
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Since Qj will normally be much larger than Iw /w 0 - s I, (4.4) can 
be reduced to -

K"J Xl cos X JO - x sin X " J ] 
Dj (t)::: (17 c 10 g L Rj g3) [ W j - s w 0 ' (4. 5) 

where 

X 0 = W ° (t - t,..,) + at / 2 . (4. 6) 
J J "~ 

The deflection of the nth bunch in this field is given by (2. 14). 
The cos X· term in (4.5) corresponds to 'It. = ~j/2 + 17/2 in (2.13), 
while the Jin X ° term corresponds to 'It" = J CC "/ 2. One therefore has, 

. J J J
usmg (3. 18), -

-
The increase in transverse amplitude due to this angular deflection is 

2: Ax e 10 gg§ L W j Ij. K j (w/ c)
[).A ~ x (4.8) j 2 Mc2f31Qj (W j - S W )o 

For the independent cell model used before, and theAGS improvement 
program parameters, including 10 = 100 mA, one finds (see Appendix) 

-7 3 x 10l::t.Ax '" s W meters . (4. 9) 
o 

(1 - ---w-:-) 
J 

Thus, for a resonance accurate to 10- 3 the increase in transverseJ 

amplitude from this cavity is '" 0.03 em. Since it is unlikely that this 
resonance will persist to an accuracy of 10 -3 for several cavities, the 
effect appears not to be serious. If it should turn out that the resonance 
is more serious in_§ne of the cavities, a perturbation of the deflecting 
modes of order 10 can undoubtedly be readily provided for. 

In summary, therefore, it appears that the transverse motion of 
the beam can lead to a build-up of the deflecting mode if there is a reso
nance between the beam and deflecting mode frequencies. A rough esti
mate of the effect indicates that it is small, but numerical estimates 

-�
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using (3.8), (4. 2) and (2. 14) are desirable. For these and other reason:;; 
it is recommended that both the accelerating and deflecting mode spectrum 
be measured carefully at several values of ~. 

We have of course neglected the variation of cell geometry within a 
cavity. This should reduce the effects discussed in this paper even further. 

v. Summary 

We have calculated the build'-up of deflecting modes due to two 
separate causes. The first (Section III) is the nonresonant effect that 
comes from the deflection of the beam by the transverse fields already 
present. These deflections induce further transverse fields which have 
a component in phase with the original field. The appropriate equation 
governing the behavior of a bunched beam due to this effect is (3. 7)., with 
Mjk and mjk defined in (3. 6). For an approximate treatment of the steady 
state behaVIOr, (3. 20) is relevant. A further approximate calculation of 
rJ- is contained in the Appendix, and the corresponding current limit is 
given in (A-12). 

The second effect treated (Section IV) is the resonant build-up of 
the deflecting modes due to the transverse oscillations of the beam. The 
average displacement and angle of a beam bunch with respect to the longi ... 
tudinal cavity axis induces a transverse field. Successive bunches can 
build up this field if there is a resonance between the transverse mode and 
one of the harmonics of the beam. The appropriate equations governing 
the build-up of these coupled "displacement-field" oscillations are (4. 2) 
and (2. 14). For an ,approximate treatment of the steady state behavior, 
(4. 5>., (4. 7) and (4.8) are relevant. A further approximate calculation of 
rl/Qj is contained in the Appendix,. and the corresponding limit is given 
in (A-10). 

Numerical computation of the combination of the above two effects 
can also be performed. For this purpose the field increment per pulse 
is the sum of (3.8) and (4. 2). 

It is clear that both effects liInit the contributions to those modes 
which slip no more than 1800 behind the beam. In addition, the second 
effect is significant only if the resonance exists. For these reasons it is 
important to measure the mode spectrum for the caviiies accurately for 
both the accelerating and deflecting bands at several values of f3 . 

Estimates of the magnitudes of the two effects discussed have been 
made for the AGS improvement program parameters. Although these 
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-
are extremely crude, the values obtained are not at all serious and 
should not prove troublesome. 

We have not treated the case of two transverse dimensions, nor 
have we considered the effects of the induced fields on the bunching of 
the beam pulses. Moreover, we have treated each cavity as having a 
constant value of v and a uniform cell geometry. These effects will 
hopefully not be serious. Besides, one always has the possibility of 
perturbing the transverse modes to modify transverse effects. We have 
also not considered the possibility of longitudinal beam blow-up. 
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- APPENDIX 

We shall estimate rj, and Q for the deflecting modes under the 
assumption that the cells are approximately uncoupled. In this case the 
fields in the 

Ej 
z 

Hj
q> 

Hj 
r 

m th cell are of the formTM110� 

Aj�= m J1 (PU rib) cos 9 

= A~ J~ (P11 rib) cos 9 (A-1) 

J 1 (Pll rib) 
= Am sin 9 , 

P11 rib 

where 

- (A-2) 

and p 11 is the first zero of J l' The Fourier decomposition of Ej can z
be shown to be 

N'-1 . k L 
. . ~ sm jn 0 

E~ = J 1 (P11 rib) cos 9 A~ ~ k. L cos k· Z, (A-3)
n - n = 0 In 0 J 

where k jn is given by (2.2). The relevant deflecting mode (n = 0) in 
the vicinity of the axis is therefore given by 

(A-4) 

Comparison with (2.3) indicates that 

- R j = W j A~ g1 I 2 c , (A-5) 

where 

(A-6) 

The quantity A~ is obtained from the normalization condition (2.4). 
It can be shown to be 

·2 [2 2 2 2 ;l [2 2] • (A-7)A~ = 4 W j I'" L P 11 c J 0 (p 111 Q! 2 W j I L P 11 c 
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From (3.18) one has 

rR. 
Q.

J 

For small holes one can show that 

where a is the hole radius. 

Ax e 10 

2
32 Mc

-�
2 

!::! Zo gl (Wj/c) 
(A-8) 

·4 Pu -
-�
-�
-�

(A-9) 

Equation (4.8) can then be written as 

2 
2 0 L g gr g~ (w/c) Pu a 

(A-I0) 
(l - s w / w.> ~2 1f b 2 

o J -�
In order to obtain rJ, or Q j independently, one must calculate the 

power loss. This is obtained from the square of the tangential magnetic 
field on both the guide and cell wans, and turns out to be -

2 8(wj / c)-1 
Q.

J PH -
where 8 is the skin depth. Equation (3.20) then becomes -

e T = (A-12)
"'0 -

LEISS: Does not the resonant beam blow-up always contribute in a -
serious way? 

GLUCKSTERN: It does in the sense that the nonaxial component. of the beam -
current can be increased by the response of the cavity. However. this 
depends on a resonance between the transverse mode and a multiple of 
the beam frequency. In addition the presence of transverse forces may -
modify the build-up. 

-�
...� 
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E. KNAPP: Isn't the value of shunt impedance used (20 Megohms/meter) 
high? 

GLUCKSTERN: Yes. As a first conservative calculation I took a value 
comparable with the accelerating mode. However. for the transverse 
one should take the appropriate space harmonic with a phase velocity 
equal to that of the particle. In this case the "starting':' current is in
creased by a factor of order 10. 

WALKINSHAW: Shouldn't one include other field components for the 
transverse modes? 

GLUCKSTERN: Yes. Although the only components which do not vanish 
in the x-z plane are the ones used. the relation between these components 
depend on the other components--in particular. on dH / dYe This has z 
only been taken into account approximately in the present calculation. 

LEISS: Isn't it true that both effects (resonant and nonresonant beam- blow-up) are present together and are part of the same effect? 

GLUCKSTERN: I do not believe the two effects are the same. but both 
effects should be taken together in any proper calculation. 

LEISS: Aren't there important resonant effects in your calculation of 
nonresonant beam blow-up? 

GLUCKSTERN: I don't believe that these modify the results by more than 
a factor 2. 
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DYNAMIC EFFECTS OF HIGHER RF HARMONICS� 

Frank J. Kriegler� 
Midwesterr:. Universities Research Association� 

The acceleration process of a bunch of charged particles can be 
significantly altered when the passage of one bunch of particles through 
an accelerating gap of an rf cavity removes a significant fraction of the 
energy stored in the cavity. In a linear accelerator the ratio of energy 
removed by one bunch passing through one cell to the energy stored in 
one cell is of the order of 10-4 However, in a circular accelerator this 
ratio may approach a value of 0.2. 1 The purpose of this paper is to in

" '''vestigate the particle dynamics for cases in which a high proportion of 
the energy is removed from the cavity by one bunch of particles. Clearly, 
this effect is extremely small in linear accelerators but the method of 
solution is of general interest. 

In order to study the dynamics of beam-cavity interactions, we 
need a suitable representation of the beam induced voltage across the 
accelerating gap of the cavity. We may consider the cavity as a lumped 
RLC circuit upon which a sinusoidal voltage is impressed. The capacitor 
of this circuit may be thought of as representing the accelerating gap of 
an rf cavity. This representation is shown in Fig. la. Consider a 
charged particle repetitively passing through the capacitor thereby induc
ing a voltage change, 6v == etC, on the capacitor, C. The distorted 
voltage waveform on the capacitor is shown in Fig. lb. It must be noted 
that the particle may not pass through the capacitor at exactly the same 
phase in every period of the applied voltage, but rather at a slowly varying 
phase, which corresponds to the synchrotron oscillations of the particles. 
However, if the damping time for the circuit transients is less than the 
phase oscillation period of the particles, 1. e., if. 

Q < (1) 
f phase osc. 

the transient amplitude behaves adiabatically. 2 Transients are not 
appreciably excited by the particles. We need, therefore, consider only 
steadY'-state response of the cavity to the particle current. This steady
state solution can be obtained by' Fourier analysis of the beam current 
and the voltage waveform on the capacitor. A suitable expression for 
the voltage waveform shown in Fig. lb is 

for 0 S f t:$ 1. (2)
o 
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By Fourier analyzing the voltage waveform of Eq. (2) the higher harmonics 
can be obtained. It may be shown that a convenient representation of the 
higher harmonics can be approximated by the following expression, 

CO 
1 ~ j 2nvfo t 2.". 6 Vn e ~ 6 V (0. 5 - f t) cos (2 .". f t)o o

n=2 
(3) 

Thus, a particle (equivalently, a delta function pulse of current) passing 
through a narrow accelerating gap (a delta function gap) produces a dis
torted voltage waveform which may be Fourier analyzed. The usefulness 
of this for particle dynamics is now presented. 

The beam current in a periodic accelerating structure may be 
Fourier analyzed: 

in(8 - w t)
I (8, t) = ~ e 0 = 8 1 = 8 - w t (4) 

o 
n n 

where w is the circular frequency of the rf source, 8 is the angularo 
coordinate relative to the synchronous partid e, and the coefficien ts ~ 

are slowly varying. Each Fourier component of the beam excites fields 
in the cavity. The longitudinal electric field may be written as 

(5) 

The terms for which n f .Jt are traveling waves which slip by the parti
cles, causing the fields to vary rapidly at any particle position. We, 
therefore, neglect them as is customary in studying rf acceleration 
problems. The terms for which n = ~ give a synchronous induced field 

in(8 - w t) 
b ~ e a (6 )nn 

n 

or in 'the rotating coordinate system 

(7) 



In Eqs. (4) and (7) the 

1 j21f 
an = 

2TT' 
o 

206 

-
~ are given by 

-in9' 
I (9') e d9 1 

• (8) 
-
-

Substituting Eq. (8) into (7) and rearranging terms gives 

j 
21f -

E (9') = I (9") K (9' - 9") d9" (9)s� 
o� -

where 

-1 in9
K (9) = bnn e (10) 

21f n -
Equation (9) has the same form as a space-charge field, except that the 
kernel, Eq. (10), has a different spatial dependence determined by the 
cavity geometry. It is possible to calcul~e a kernel for specific cavity 
geometries. A MURA computer program exists that calculates a kernel 
for axially symmetric cavities of the types shown in Fig. 2. However, 
to see the meaning of the kernel more clearly and to illustrate the prin 
ciples involved, the cavity is taken as the lumped RLC circuit considered 
previously. The capacitance represents a narrow gap located at 9 = 0, 
so that 

8(9) V (t)E (9, t) =: (11)
R -

where V (t) is the gap voltage and R is the orbit radius. This delta 
function representation allows us to write immediately the b ! of Eq. (5)n -as 

= (12) 
2 TT' R 

where V n is the voltage induced by a unit current at each harmonic 
frequency n w o . The kernel can then be written as 

-
1 in9

K (9) = e {l3}L21f 277' R n -
-
-
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Thus the voltage waveform expression derived for the lumped RLe 
circuit may now be used in the subsequent calculations. Substituting 
Eq. (3) into Eq. (13) yields 

K (8) ::: v (0.5 8 ) cos 8 .� (14)
2iT 

Figure 3 shows a plot of this kernel and a plot of a kernel obtained for a 
typical ferrite-loaded accelerator cavity having a narrow gap. The 
fundamental frequency component induced by the beam is not included in 
Eq. (14). The magnitude of the fundamental would depend upon a number 
of considerations such as Q of the cavity, internal impedance of the rf 
source and feedback loops. However, in this paper the results presented 
are based on the assumption that the fundamental is kept constant by some 
mechanism. 

As was pointed out above, the kernel function generated by a par
ticle passing an accelerating gap is similar to a space -charge force. 
Previous investigations4 , 5 have been made concerning the effects of 
space-charge forces on the rf acceleration process. Thus, the same 
techniques may be used to investigate effects of higher harmonics. 

One res~t of these space-charge investigations is a MURA com
puter program which integrates the equations of motion for a particle 
under the influence of a combined rf and space-charge field. A particle 
whose energy is sufficiently different from transition energy is governed 
by the following equations, 

e ::: f� df W (15 )
dE 

- W ::: .. Vi S + e V 0 sin 8 + 2 iT eRe(8, t) ,� (16) 

'Yhere� 8 measures angles in a coordinate system rotating with the beam, 
V;1 s is� related to the energy gain per turn of the synchronous particle, 
W is the energy gain of a particle relative to the synchronous particle, 
and V 0 is the accelerating voltage on the gap. The electric field e- (8, t) 
is the beam-cavity interaction field. The term containing the frequency 
change� with energy, f ~k, can be taken as a constant (for example, + 1 
for particles below tra.:.'1S1tion and - 1 for cases above transition). The 
basic app!'oach to the problem is t.o specify as many as 10, 000 pairs of 
initial� conditions (particles), 8, W. The field €(8, t) is computed by 
convolution (Eq. (9» of the kernel function with the particle density at 
the beginning of each time-step. The integration is then performed by a 
linear integration of Eqs. (15) and (16). For example, Eq. (15) is written 
as 
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-
9 (t + l:::.t) = 9 (t) ~ w (t) !::J.t, (17) -

and similarly for Eq. (16). It must be emphasized that since 10,000 or� 
less particles are carried iE the computation, the charge of these par�
ticles is greater than the electro:rjc charge, e. The magnitude of charge 
on these "macroparticles" is determined by scaling the constant,� 
V = 6.Q/ C, in the kernel fmction (Eq. (14».� -

The numerical results obtained using this computer program are 
presented by Figs. 4 to 9. Figure 4 shows a phase plot in which no 
higher harmonic beam-cavity interaction takes place. This figure is -
shown merely to provide a refereEce figure for the form of the computer 
results as the rf capture pro;:;es; takes place. The initial conditions are 
a band of 1935 macroparticles spread uniformly in energy and phase, as 
shown in the top diagrams. The middl2 diagrams are an intermediate re
sult of the computation. The bottom diagrams are the final buckets. The 
three diagrams on the right are for particles below transition, while the 
diagrams on the left are for particles above transition. The number of 
particles captured is 503 from the initial 1935. Figure 5 shows the effect 
of higher harmonic beam interact::.on. The magnitude of the kernel is 
based on an equivaJ.ent ch'cm+L!.in which the capacitance is 8 pf'13the rf 
accelerating voltage is 2 x 10 L volts, and a bucket contains 10 particles. 
Thus, if all the particles passed ttsr0ugh the capacitor at the same instant, 
the voltage change would be 2 x 10'- volts::; The constant, !iV, in the 
kernel function (Eq. (14») is nV::; 2 x 10 /1935 = 103. For this case, 
the initial conditions were the same as the unperturbed case shown in 
Fig. 4. In Fig. 5 the bucket bO:J.ndary for the ;.;nperturbed case is out~ 

Erred for comparison. Below transition the higher harmonic beam inter
action reduces the number of par"tl:Jes captured from 510 to 205, while 
above transition the number of particles captured increases to 670. 
Figure 6 shows the distorted voltage waveform on the accelerating gap 
for the above case for partic:es below transition; Fig. 7 is the voltage 
waveform above transition. Figure 8 displays a severe case above 
transition for w1wch the parameters are the same except that the bucket 
contains 6 x 10 protons (th"" ke2n:",1 is six times larger). The voltage 
waveform of this case is shown in. Flg. 9. 

The computer time required to run one case was from one to one 
and one-half hours on an IBM 704 computer. The running time varies 
approximately linearly with the number of macroparticles used. 

-�
-�
-�
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SWENSON: Does Fig. 8 correspond to above or below transition? 

KRIEGLER: This case is above transition. 

SWENSON: In this terminology are all linacs essentially below transition? 

KRIEGLER: Yes, and above transition the particles get a larger energy 
"kick" and take longer to come back again. This analysis would not hold 
too well with respect to linear accelerators. I assume that the particle 
comes back again and sees its effect, although I suppose if you stretch 
your imagination you could say that if one particle goes through, it starts 
to excite these higher harmonics and the next one will feel essentially 
the same effect, although it is a different particle. I have assumed up to 
now that the fundamental stays constant; there is a feedback mechanism 
which increases power into the cavity as the beam requires and keeps 
the fundamental constant. We could put in some kind of transfer function 
associated ·with a feedback loop. This would be done for a particular 
structure; here I have just tried to present general results. 

J. H. MARTIN: You spoke of a feedback loop involving amplitude. Do 
you have any consideration for that involving phase? -
KRIEGLER: I guess we were talking about including this. There is 
another consideration, the magnitude and phase of the fundamental would 
vary con.siderably if you're off resonance. Results could be obtained for 
all� these considerations; however, it seems desirable to perform com
puter experiments of that type ody for a specific accelerating system. 
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AN APPROACH TO THE STUDY OF� 
BEAM LOADING FOR THE LINEAR ACCELERATOR� 

..,
T. Nishika.wa.,-�

Brookhaven National Laboratory� 

1. Introduction 

Most studies on the effects of beam loading in linear accelerators 
have been made using the power relations or the equivalent circuit analogies. 
On the other hand, the field equation for cavities and the equation of motion. 
for the charged particles will gi"re a more complete picture of this effect, 
especially when the accelerator is a standing wa.ve type. This study was 
made for the iris-loaded structure being considered by the Brookhaven-Yale 
proton linac project. 1 The method is similar to the theories developed for 
microwavE: electronic devices, partic'lIlarly rravE:ling wave tubes, and the 
purpose is to give a brief physical picture but not exact numerical calculations. 

2. Principle and Assumptions 

According to Slater's 'Nell known theory for resonant cavitieso 2 the 
solution of Maxwell'S equations is expanded in terms of a summation over 
cer'tain normal modes, which pClssess orthogonality properties. Any vector 
field can be broken into new fields, oue of which is solenoidal and the other 
is irrotational and, so far as the WB.ve propagation is considered, the 
space-charge effect can be separated for the first ,approximation. The effed 
of the beam current on the cavity fieJd \vhich is operated near the nth mode is 
quite generally expressed by~::* 

(1) 

~ ~--

J is the~urrent density, E the field, and F n is the solenoidal norma.l mode 
field. F n is obtained by solving Maxwell; s equations when t.here is no curred 
in the cavity and the wans are either short~circuited or open·-cirCllited. 
wno is the resonant angular frequency of the nth mode an.d w n is that 
of the case when the effect of wall losses is taken into account. Rigorously 

f W n' but one can safely use w instead of w if the ur.J.oadedwno n no 

On leave from the Department of Physics, University of Tokyo. 

This equation is slightly modified from Slater's and immediately 
derived from the wave equation for thE: vector potential; and is quit.e 
general for the relativistic case. See Ref. 9 and its reference. 
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- Q, Qon' is sufficiently high. The total Q value of the cavity without beam,
Qn, is expressed by 

-
:;:� (2) 

where Qext n i is the external Q to the i th output and g. is the real part of 
the reduced aCImittance of the ith guide. If we study a s\anding wave type 
accelerator such as those operating in the 7T -mode, one section having 
N cells can be considered as a closed cavity of Qn :;: Qon. For simplicity 
throughout this paper a uniform cell structure in each cavity will be 
assumed, while an actual ;r -mode cavity would .!lave nonuniform structure 

,....� as discussed in the Appendix. The actual field, E, is also assumed to vary 
as ej W t with the operating frequency w, and the integrati on is performed 
over the cavity volume. 

The effect of beam loading in a linac can be estimated from the left
hand side of (1); its imaginary part gives the shift of the resonant frequency - or the detuning effect and the real part gives the further power loss or the 
beam Q-va1ue. 

-� 3. .Effect of Tightly Bunched._Beam (Light-loading) 

The assumption throu.ghout this paper is that a tightly bunched beam 
interacts with the field propagating along the cavity axis. The beam is also 
assumed to be confined to a region having a small diameter about this 
axis (z axis). 

In the first step, we neglect the field induced by the beam and the 
reaction of the field on the beam. This approximation will be valid when 
the loading is sufficiently small or in a transient stage when the induced 
field has not yet built up. 

In terms of the field equation the stored energy for the nth mode may 
be written as 

( 3)-
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This equation may also be written in terms of circuit parameters as 

-
L = QonEn02L ( 4) 

r sn -
where R is the wall loss per unit length, L the cavity length, En -
the axial-field amplitude (peak value of the field strength) of the nth 
harmonic field, and r sn ::: E n0

2/R the shunt impedance for the nth mode 
field. Substituting (3) and (4) into (1), we obtain 

")Q 

f---·!< J-....- -](5) ~ on - 3Fn" dv E'''Fndv ::: .._- + ~ 
rsn n 

Now the beam is assumed to be bunched in a wave having the� 
propagation exponent j( w It - k' z) with a bunch width 80 at a center� 
phase 00 . The current density of such beam is analyzed in a Fourier� 
series as� -

co 1I 80 I I
sin '--z- j 11 (w t- k z+00 )� 

J ::: 3 + Re e�0 L 
11 80II ::: 1 

-
where J o is the mean density during one pulse of the linac operation. 
When 11 80 « 1, the Y component is -

-
So far as a steady state solution is considered, only the term of wtr: ::: 11 Wi:::::: W n* should be important in the estimation of integral
J YFn"f.dv. Taking kb::: 1/ k l and =: 11 00, it becomes0b 

':< Y is four for the proton linac planned by Brookhaven. -�
-�
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(7) 

where 10 is the mean current, F no is the axial-field amplitude of the nth 
normal mode field which is given by 2Fno cos knz in the standing wave - case. For a .". -mode, knL::: 7r N with the total number of cells, N, so 
that knL >> 1. In such a case, one can easily see that the right hand 
side of (7) is dominant for I k - kb I ~ O. or for the synchronized wave n 

-
which hereafter is designated by n. It also should be pointed out that 
from here on only the synchronized primary mode will be considered, 
and the effects of all other modes have been neglecte<:l. Taking
I kn - kbl L« 1, we get from (7), 

(8) 

-
Combining (5) and (8), 

:= ( 9) 
r sn 

- ,,- J. ':< th 

-
where we used ~ relation, E:= L,. F .E'F'"n dv:= ~ ~n for the n 
harmonic field En; and ~bn is the rSatlvephase of the beam bunch to 
the nth harmonic field. Then we have the frequency shift, 6w n := W - W n ' 
and the beam Q-value, Qbn' as· 

-�
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-�26w n 

= (lOa) 

-
1---- = (lOb) -Qbn 

-
where the total Q-value is expressed by 

1 1 

Qtn -
4. Effect of Induced Field due to Beam Loading -

If the beam loading increases, the field induced by the beam increases 
and becomes an appreciable part of the field, so that it should not be 
neglected. The actual field in a cavity can be divided into two parts; one-is excit~d by the external source,Ee , and the other is induced by the 
beam, Eb. The total field is given by -

( 11) 
.. 
-The induced field is also given by the use of (1), which is the so-called 

circuit equation in the present paper. The nth harmonic field of Eb is -
-Ebn ::: -F 

r1 
f- ......,"',E ll' -c- dv- b --n (12) -

-and its axial component will be given by 

-
-
-
-
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where Ebno is the complex amplitude including the phase. The axial-field- amplitude of the nth normal mode, F ' which is, of course, a realno 
number, is obtained from (3) and (4), where E is taken by F . Since 

- Wn 
n 

= -f- for the normal mode, 

r wsn n 
(13) 

The value of integral in (12') is given as 

-�
-�

+~ 

-
(14) 

-
from (1) and (8). Substituting (13) and (14) into (12')-

. 
Eb = (15)

no 

-
just corresponding to (9). 

In order to discuss the effect of induced field, we must consider the 
relation between W band w n . The normal mode frequency, W n' is the - proper frequency of the free oscillation of the cavity and is just the 
operating resonant frequency, w 0' when beam is not present. If the 
beam comes in, the dynamic resonant frequency will move due to the 
reactive component of the load and differ from W n' the amount of this 
shift being given by (lOa) in the first approximation. We can make a 
readjustment of the tuning of the cavity to resonate at the frequency wO ' 

in order to keep the synchronous condition for the beam and the wave 

-�
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velocities. In such a case, the normal mode frequency is moved in turn 
-�

by the tuning process and is no longer equal to w • Because of theo -phase oscillation in the preceding part of the accelerator, the beam 
will be bunched to the wave of W rather than that of W n' oro 
w p ~ W f- w . Howevever, 8.S we c. an see from (lOa) and (lOb)"o n 

if lOb I < < 1 or Qb> > Qon' we may put I wb - wnl < <:.wn/Qn, and -
we have the expression 

-
jOb 

r sn 10 e (15') -
where Ebno is the real amplitude or the peak strEmgth of the inducf:d field. 
The induced field is out of phase with that of the beam bunch and 
proportional to the shunt impedance. 3 In the present"'designed accel~ 
erator, 0b '" + and Qb ~ 2 Qon: so that the approximation of (15') 
would be correct. 

Superposing the induc(sd field to the Exterrn3.1 field and repeating 
the process in paragraph 3, we h~r\.',s the foEowing results as, 

-
J E . dt.2b.W r '0 . ena SIn YJbnn sn 

E 2 'p2 _ 2E E dt. -eno + ...... bno . 'eno .bno cos YJbn 

Bn sin 0bn 
(l6a) 

1 + B2 -2B cos 0}:n n ]n -
1 rsn Io (Eeno cos 0bn ~ E bno) 
.-::-~ - --- -
Qb Qon E 2 -l- E 2 2 E ~ dt. ena . b:r..o - 'eno ~bno cos YJbn -

(I6b) -�
-�
-�
-�
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- instead of (lOa) and (lOb), with the beam loading parameter, 

Q r 1E bno n sn 0B :::-- ::: (17)n E Q E eno on eno 

being the nth harmonic amplitude of external field. If we takeE eno 
r sn as 20 Mil/ m , 10 as 0.1 P: (the maximum d~sign val~, E eno as 
4 MeV / m and Qn =. Qon' we fmd B = 0.5, leadmg to nl w n :::n 
1. 5 x 10- 5 ( '" 10 kc for an 800 Mc accelerator) and Qbn ::: 4 x 104 for 
Qon ::: 2 x 10 4 and 0bn:: 11" /6.-
5. Self-Consistent Field 

- Up to the preceding section, the reaction of the field on the charged 
particles is neglected. In order to find the complete picture, we must 

- solve the self-consistent field taking into account the induced current. 
The self-consistent field is the solution of the combination of the circuit 
equation and the equation of motion (electronic equation), this method 
has been extensively developed in studies of traveling wave tubes. 4 
In contrast to the usual TWT theory, the following points should be 
considered: 

- a. The injected beam is already tightly bunched and the 
induced field is important. Also some of the r;J.onlinear behavior should 
be considered. 

b. The motion of the charged particle is relativistic. 

- c. The circuit is used for standing waves and not for traveling 
waves. 

- For the tightly bunched beam, the so-called small-signal theory should 
not be valid. In a small-signal theory, the velocity, v, and the linear 
charge density, p, of particles are expressed as 

j( W bt-kbz) 
,..... v = va + v1 e 

- I vll « va 
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The condition for v will still be valid in the present case, but the 
condition for p is violated since PI ~ po. S"!lch a case is called a 
moderately large signal case" 5 and since the beam impedance is still 

high compared with the circuit impedance, the coupling between the 
wave and the beam should not be so strong. This is seen through 
estimation of the dimensionless coupling parameter, C, defined by 
Pierce, 4 the cube root of the ratio of circuit impedance to the beam 
impedance. As will soon be shown., C is of the order of 10-2 for the .. 
present case or of the same order as in the usual TWT, The weak 
coupling nonlinear theories for the TWT have been presented by 
Nordsiek and others, 6 and some numerical results are also available. 
Unfortunately, because of the different working conditions, these 
nv.merical reSults cannot be used f or the present case. 

On the other hand, by comparison of these numerical results 
with the results from the simple small"sigLal theory, Pierce pointed 
out that, if the beam is overbunched, the effect of nonlinearity can be 
estimated, at least qualitatively and almost quantitatively, from the 
results of the smal1~signallineartheory by setting the amplitude of the 
varying current equal to 210 , 7 In order to obtain the physical picture., 
we examine the self.~consistentfiel.d in this manner ~ 

The circuit equation is again equ.ation (1) and we make some 
modifications in order to express it in terms of the propagation constants. 
Then, corresponding to (9). 

-
E := (18)no 2Q v .on g e 

. 
where Ena and ! a.re the complex amplitudes of field and current, having 
time and z-dependence as exp (jwt - rz). Taking the phase velocities, 
v.lm an~ vp ' for the case. without an.d with the beam respectively, 
l·n =.J w/vpn a.nd ~ = J w!vp (~J Wn!vpn)' The effective group 

velocIty., v ge' IS defIned as 
-(19)� 

-�
-�
-�
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and the attenuation constant crt is 

-
(20)v Q 

ge on 

-
- Equation (18) has the same form as given by Pierce for TWT theory and 

the solutions for both forward and backward waves. 

The equation of motion for the changed particle is expressed by 

I 
oi -� e E� (21)

1 2� nom! 

-
-

where r b = jkb = j W / v o ' This is also derived in the similar manner as 
in TWT theory, 2, 4 provided the relativistic effect is taken into the longi
tudinal phase motion by taking the longitudinal mass mt = m (1 - v 2 /c2)-3/2.0o 
To derive this equation the standing wave is divided into forward and backward 

- waves, and is assumed to interact with the beam only through the forward 
wave due to the phase synchronism condition. >l<: 

- Combining (18) and (21), the self-consistent field is obtained. Taking 
r b =: r (or Vo = vpn), the solution for the forward wave is given byn 

82 ( 8 + TOt) =: C 3 kb 3� (22) 

where 8 = rb - r and the coupling parameter C is given by 

C 3 = ( 4~o v r sn~ 0Q ) (23) 
L ge . on-�

-�
>:<� The particular situation of the 1r -mode, which is pointed out by 

Leiss, can be taken into the calculation of shunt impedance, which 
will be twice that which was calculated for the forward wave only 
(J. E. Leiss, Minutes of the Conference on Proton Linear Accel
erators at Yale University, October 21-25, 1963, p. 74). 
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The following values of parameters: w:::: 27r X 800 Mc/ sec, 

rsn '" 20 M n /m, Qon :::: 2 x 104, vge :::: 4 x 105 m/sec, 10 :::: 0.1 A, 
and the proton kinetic energy:: 200-MeV, are taken leading to 
C :::: 1. 1 x 10-2. The estimate of v e is difficult especially for a 

7r -mode cavity. As is discusse!in the Appendix, the group velocity 
will vary along the guide to keep the field distribution uniform in an -
actual cavity. However, assuming the uniform cell structure as is 
in the present approximation, we may use its average value 
<vg > :::: W L/2 Qon. This is about 3.7 x 105 m/sec for L:::: 3 m. 

Now the two limiting cases will be considered; one is� 
d < < Ckb and the other is 0(» Ckb. As is shown later, the present� -
case is the latter, while such effects as beam blow-up would occur in 
the former. -

(1) Case 1, c;.. «Ckb 

As in the TWT theory, we have three roots of (22) for the forward -
wave. They are 

-
1 

(24a)2 -�
-�

8 =~ (- ../3 - J") Ck� (24b)2 2� b 

-
'8 :::: j Ck� (24c)3.� b 

-
which correspond to the increasing, decreasing, and unattenuated waves, 
respectively. We have also another solution for the backward wave which 
is given by -�

-�r :::: - r -� (24d)4 b -�
-�
-�
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and-
C 3k

8 ~O' _j __b_ (24d I)
4 2 4 

-
Since C « 1, we must take into account ex for the 8 4 and may neglect 
the second term on the right-hand side. 

These four waves should be superposed with the proper boundary 
condition. A finite beam current 11(0) at the input (z = 0) is considered 
and the standing wave conditions at the input and the output are taken as 
follows, at z := 0 assuming lSi I <: < kb,-

(25a) -
-

(25b) 

(25c) 

-
and at z := L 

- 8 1L. 82L. 8 3L. (2jkb+ 84}L�
E (O}e + E (O)e + E (O)e =: E (O)e (25d)�

1 2 3 4

.. where suffixes nand 0 for E are omitted for simplicity. The suffix 
i (:::: 1,2, 3 and 4) of Ei corresponds to the above four solutions of 8 i 

- and zero in parenthesis means z == O. The constant K is given by 

(26)� 
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-
from (21), and the third condition (25c) comes from the assumption of 
vi (0) =: O. The solutions for Ei are given by -

(27) -
-

where 

-
1 1 1 -1 

-
1 1 1- -0 

2 2 
8 7 8 

1 2 3 -
6 = (28) 

1 1 1 
~ s;- ~ 

0 

-
81

L 82L 83L (2jk + 84)L ..be e e -e 

.... 
and 6 i "is the subdeterminant of the i th column and the jth row. 
Taking •84 as c:A /2 , -

8 L 8 L 
2 3 ~(2jk + Qt ) L 8 e aed

E (O) - "K! (0) ~ 2 1 _ e b T 2 3 . . . e·J 1 '1. [ 5L- aE (0) = ~....,........._ .....6 3� 
1 L-(2jk b+ ·~)L(e~L 82 83L) (29a) 

3-e +e +e -�
-�
-�
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- The component~ E2(0) and E3(0) are found by interchanging subscripts and 
the component E 4(0) is 

-
(29b) 

- where 

-
(30) 

-
-

Terms having the form proportional to j KI l (0) 8~ give the induced field. 

(2) Case 2, ex:» Ck
b 

In this case the corresponding four roots of 8 are 

(31a) 

-
(31b) 

(3Ic) 

-
8 :. ~.-� (31d)�4 - 2 

assuming r:J.. < < kb " The modified coupling parameter D is 
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(32)D"J2:kb 
C. 

-
G€neral solutions are also obtained from (27) and (28), while, in the 
first approximation, they are 

-
. 
E 1(0) "'---- (33a) -

2 sinh ~ L 

-
.J?:lL 22e E (0) + ( e!f'-L - cosh 81L j jK 111 

£2(0) '; II (0) (33b) 
e 'hdL 22 sinh ~ L SIn -

2 ... 

81 
~L -- e jKa 2 

d 1 
E (0) 

. 
Ee(O) - '11 (0) ( 33e)

23 '" 
2 sinh ~. L 

-
_ .EL ...- $?L 

2 L 2 1...1 2 
e - cosh II1L) jK 81• ( eE4(0) ----- Ee{O) + '11 (0) , '" 

,Ol. L 22 sinh-~ L sinh (33d)
2 2 -

where we have assumed the resonance condition 2kb L =: 2 'W X integer. 
When the phase shift due to the beam is sufficiently small as is expected 
in the present design, this assumption will not change the results. In the 
actua.l accelerator, CJ. will also vary as z increases, for v g varies. As -

-
-
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we have used the average value of < vg (::: W L/2 Q ) for the 
uniform-cell assumption, one may use the cor~espongr-ng eX ::: 

wnl <vrt Qon ::: 2/L.. This. value of « is about ten times larger 
than the parameter Ckb for L ::: 3 m so that we can easily see, from 
numerical checks, that the above expressions (33a) (33d) should beI'V 

sufficiently close to exact calculated values. Using (20), (23), (26), 
(31a) and (32), the induced field given by the summation of the second 
terms in E i ' s is found to be expressed as 

(34) 

where f(z) is a function of z taking almost real-positive values. Using 
the above stated values for 0( , C and other parameters, f(z) is estimated 
to be about 0.27 at z ::: 0 and O. 73 at z ::: L. It is interesting to compare 
these values with that given by (15'), taking 11 (0).:: 21 , Since the

0 
coupling effect between the beam and the field was neglected, f(z) was 
constant and equal to O. 5 in the preceding section. Taking into account 
the coupling interaction in a lossy guide, the induced field increases as 
z increases. This is because the assumed interaction is one-directional 
or the beam interacts only with the forward wave. 

6. Discussion of the Beam Blow~up .~ffect 

In a linear accelerator, which is heavily loaded by the coupling 
interaction between the beam and the wave, the so-called beam blow'-up 
effect would occur as in electron linacs and traveling wave tubes. The 
beam blow-up effect in electron linacs is caused by the excitation of a 
deflecting mode HEM having a backward group velocity. Theoretical 
studies have been done by a method similar to the theory of backward 
wave tube oscillators leading to good agreement with experiments. 8, 9 
Of course, a similar mechanism is possible in high energy proton 
linacs; however, if we use the 1T-mode structure, the excitation of the 
deflecting mode is only possible at its space-harmonics having a forward 
group velocity. Therefore, the wave excitation of a backward wave tube 
type cannot occur in this case. The regenerative wave excitation will 
only occur through the standing wave type interaction, or the feedback due 
to the backward phase velocity wave., when the loss at the walls has been 
compensated by the wave amplification due to the beam. Furthermore.. 
the effective shunt impedance to excite such a space-harmonic wave 
should be much smaller than that for the fundamental wave, therefore one 
can expect that the starting current for the beam blow-up due tn this mode 
shouJd be relatively high in the present case. This problem has been 
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treated by Gluckstern who obtained a starting current as high as 40 A 
for the Brookhaven linac. 10 -

On the other hand, in a standing wave linac, the regenerative 
interaction due to feedback through the backward phase velocity wave 
would also occur at the other modes having high shunt impedances, for 
example, at fundamental harmonics of TM modes. Similar phenomena 
have often been observed as an internal feedback oscillation in TWT's 
with low loss structures and may be referred to as longitudinal beam -
blow-up. 

Since the beam blow-up effect could start even from a small signal -
such as the noise field, the small-signal theory would be applicable 
except for nonlinear effects as a coherent interaction due to the tightly 
bunched beam. The starting current will be sufficiently high to compensate 
losses, so that the Case 1 of ~C» c< (still C < 1) is. probable rather 
than Case 2. After a numerical calculation in TWT theory including 
losses, 4 even when knCId. ,... 1, the solution for 8 i' given by the -
Case 1 approximation, are still close to the exact calculations. 

Then, the starting current for a longitudinal beam blow-up is -
examined as follows: 

First, because of the relatively large value of CkbL, simultaneous 
tuning for the three forward waves cannot be made; Le. wave 3 will be 
completely detuned when waves 1 and 2 have been adjusted to resonate 
the cavity so as to make the wave-beam interaction. Second, the L -
decreasing wave 2 will have high attenuation so that terms of e 0<.2 can 
be neglected. Thus3 the beam blow-·up effect will occur when the 
denominators in (29a.) and (29b) become zero if we consider only the -
amplification due to wave 1, or 

-
~ L Re(81L) 

3 - e e ~ 0 (35) -
Taking 0(::: ~ , we have ~/2 CktL ::: 2.10, and tile starting current 
is given by using (23) as 

-
-�
-�
-
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2

m,!. V V Qo ge on = 57.0lOS� (36) 
e r W kbL 3 

sn 

-
2

m), V o 
= 28.5 - 2 

e r sn kbL 

-
If we use V� = 0.5 c, L = 3m, w:;: 2 1T' X 800 Mc, and I' = 20 Mil/ m ,. o� ~ ~ 
we obtam about 5. 5 A for the starting current for the TM01 mode. ", This 
current is cqnsiderably smaller than that estimated for the deflecting . -
mode, 10 though it is sufficiently high compared with the present design. 
The build-up� time, Tb, for this effect is also given by using (19) as -

Q1� on-� ~ -- '" 4 pi3ec • 
w 

Certainly, a� similar longitudinal blow-up having a lower starting current 
may be expected for the excitation of other modes as TM01 (n :> 0) 
rather than TM010 ' Also, there may be another mechanisfu of blow-up 
as a resonant or a coherent interaction suggested by Leiss, 11 which 
should be a quite nonlinear phenomenon and beyond this study; however, 
it might be strongly dependent on circuit conditions as discussed by 
Gluckstern. 10 

At any rate, before such a beam blow-up would appear, one can 
assume that the actual accelerator should become a decelerator as a TWT 
amplifier. In the first approximation, the critical current is given by 
(l6b) when the value of Qb becomes negative. Using (17) and taking the 
values of parameters used in the paragraph four, one will find about 
O. 2 A� for the critical value. Although this value increases as the field-� strength due to the external source increases, the actual limiting current 
of a high energy proton linac will be determined by such a condition. 

- The author wishes to offer his sincere thanks to Dr. J. P. Blewett 
for his stimulating interest in this work and for the hospitality of the 

>:<� At the MURA Linac Conference, we had neglected the effect of the 
wall loss in (35) and obtained a much smaller value. 
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APPENDIX 

Wave� Propagation in a 7r -Mode Accelerator 

As is well known, in the ideal .". -mode section, we have essentially 
zero group velocity from the dispersion curve. On the other hand, in 
the actual guide with losses, to maintain the field distribution constant 
along the guide, we need continuous power flow from the external source 
to the guide, or a finite_group velocity in the steady st~te. Such a 
condition is only fulfilled with phase shifts and shifts of resonant 
frequencies which are different for each cell in one section. This ,has 
been examined and verified experimentally by Giordano who obtained the 
dependence of these shifts on cell numbers and Q values12 (Fig. 1 ando 
Fig. 2). We have considered such effects from a simple power relation 
and a dispersion-equation, giving an idea of the group velocity in the 

.". -mode. :.;~ 

The energy flow along the guide is denoted by S(z) (J / sec) and the 
equation of continuity for the energy flow can be written as 

au + oS + R = 0� (A-i)at (Jz 

with the linear density of stored energy U(z) (JIm) and the loss per unit 
length R(z) (J / sec, m). In the steady sta.te the time derivative is zero 
so that the first term of (A -1) is eliminated. The energy flow S is 
expressed quite generally by using the~roup velocity, v g' which is also 
a function of z in the present case, by 3 

S(z) =:� v g(z) U(z) (A-2) 

Using� this expression, (A -1) becomes 

v (z)� 0 U(z) + avg(Z) U(Z) = - R(z) (A- 3) 
g� Oz Oz 

As is shown in paragraph 2, the peak axial field Eo(z) is related to 
U(z) through the shunt impedance and the Q-value by means of 

~:'.	 A somewhat similar analysis had been done by Nagle and Knapp using 
an equivalent circuit model (D. E. Nagle and E. A. Knapp, Minutes of 
the Conference on P. L.A. at Yale University" Oct. 1963, p. 171, 
E.A.� Knapp, LASL Tech Memo P-ll/EAK-'3, Oct. 1963, unpublished). 
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-
2

EO (z) w U(z) 
(A~4)and ==Q

R(z) = r s R(z) o 

-
Thus, so far as we consider the nearly uniform structure of cells, the 
constant field-distribution (1. e. E(z) is constant) corresponds to constant -
loss and stored energy density (1. e. both R(z) and. U(z) are constant). 
Using the second expression of (A-4), (A-3) becomes -

av g(z) 
" 

w 
(A-5)==oz Qo 


-

By integration, 

w 
v

g
(z) == -Q (z + const.) .� 

0� -
If the power is fed from z == 0 (single feed), it could be assumed to be 
completely reflected at the end-wall, or v g == 0 at z == L. Then, -

Vg(z} == ~; (L - z) (A-6) -
-

Now, we assume a simple dispersion equation between the frequency 
and the propagation constant k like -

w- w -.~ cos k L (A-7)o 2 0 -
taking the center frequency of the passband, w, the bandwidth, 8w 
and the unit cell length, L o . The group velocity is calculated from 

-�
-�

-�
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this equation as, 

-
dw 8w La 

v g :::: :::: 2 (A-B)
dk -

Combining (A-4) and (A-6), the necessary phase shift for the m th cell -
in a .". -mode guide is 

-
(A-g) 

-
where z is replaced by mL considering end half-cells (m :::: 0, 1,� 2,o -
... N for an N -cell section). The phase shifts are accumulated and 
the total shift is given by -

N 

N(N + 1)� (A -10) 
m""o -

The observed phase shift is the accumulated phase shift at the center of 
each celL Referring to the first cell (m =: 0). they are -

N -
~4>m ~ ~4>0·- 2: 6f/J = Q}W m(2N - m + 1) . (A-ll) 

n 

n=m 

Corresponding frequency shifts are also obtained by a Taylor expansion 
of (A -7) around the 7T' -mode propagation constant, or 

-
I w • w +_1 (d2W_) (A -12)1T 

.". 2 dk2� 
-
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I 

Taking ~ ::: W 7Tm - w.". , we have 

1 28W (N - m) (A -13) 

One can compare these formulae with the eXfe~...iments. Taking w::: 21r 
x 880 Me, 8w::: 27T X 2.7 Me, Q ::: 1. 7 x 10 , -.- and N ::: 6, the totalo 
phase shift and the maximum frequency shift calculated are 460 and 
36 kc, respectively. Corresponding experimental values are 47 0 and 
34 kc which are surprisingly close to the calculated values. Also their 
dependence on cell-numbers gives good agreement between calculations 
and experiments as shown in Fig. 1, and Fig. 2 gives results of another 
experiment shOW" ing the 1/Qo dependence of the total phase shift, which 
is also expected by the above analysis, while the calculated absolute 
values are about 30% smaller than observed, probably because of the 
very \vide band structure. 

Now, we have an idea of the group velocity, which varies along 
thE: guide. In the present approximation of this article, which is based 
on a uniform-cell structure, we have no reason to use velocity other 
than its average value of <vi ::: W L/2Qo' This velocity also 
corresponds to the value obtained by the well known dispersion-relation 
between the phase change and the frequency change of a res2~ant circuit, in 
which:we consider the whole 17" -mode section as one cavity. ,.'" In a 
transient phenomenon such as a pulse build-up, one may find another 
velocity for v ,which is the velocity of beats between the 7T -mode and 
other modes e~~ited by disturbances. The slowest velocity is the velocity 
of the beat between the fundamental and the next modes, and should be 
most important. Fortunately, this slowest beat velocity is also of the 
same order and slightly slower than the above average group velocity in 
the steady state, in the present desi,gned accelerator. 

Observed Qo-value is 1. 5 x 104, whereas a slightly high value is 
used by taking into account the effect of end·~wans. 

liwThe dispersion relation is IS'\[! ~ Qo' and considering'0:: 

o 

6w W o L 
v g ::: "'Kk,-~ "2 
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THE CERN- PS LINAC - BEAM LOADING AND RF STUDIES 

C.� S. Taylor and Y. Dupuis 
CERN 

ABSTRACT 

The CERN-PS linac is at present accelerating currents of the order 
of 60 rnA and partial compensation of the beam loading is being provided 
by "bumps" on the rf pulses. The evolution of this type of compensation 
is described and the results of energy spread and emittance measurements 
with and without compensation are presented. 

An alternative method of supplying beam power from a supplementary 
power source is considered and preliminary tests are described. 

Measurements of the phasing between tanks and the velocity of propa'" 
gation of fields along the walls of tre cavities are also reported. 

1. INTRODUCTION 

Beam loading in the accelerating cavities first became detectable 
in the rf envelopes with beam currents around 15 rnA, and in 1961 at
tempts were made to compensate the fall in field during the beam pulse by 
moving the beam to the rising edge of the tank field and increasing the 
level. At that period, however, there was a 20 fL s jitter in the initial 

- rise of field in the 10 MeV tank, . attributed to multipactor effect, and this 
jitter resulted in wide variation in accelerating field level and consequent
ly in linac beam quality and PS intensity. The increased level also en

- com'aged sparking although that could have been overcome by shortening 
the rf pul~e. 

Efforts were then directed towards supplying more power to the 
cavities during the beam pulse with the beam restored to its normal 
position near the end of the rf build-up. 

II. EVOLUTION OF PRESENT METHOD OF COMPENSATION 

In July 1962, attempts were made to increase the plate voltage of 
the TH 470 power amplifiers at the moment of beam injection. It was 
found. that, with some sacrifice of pulse length, we 'Could produce a use

- ful "bump" on the anode pulse by increasing the terminal capacitor of 
the modulator delay line as shown in Fig. 1. 
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-
This method was applied fIrst to the modulator of the three final� 

amplifiers (see Fig. 8 for a general schematic of the rf system), and� 
then extended to the drive modulator, both to increase the tank bumps 

and to suppress the over-voltages which appeared as a result of pulse 
length disparities. -

The next step was to decrease the cathode bias voltage simultan
eously with the anode bump by firing a hydrogen thyratron connected in 
parallel with part of the cathode resistor (Fig. 2). Careful adjustment 
of this combination of anode voltage and cathode current bumps led to the 
present situation, where a beam of 30-35 mA can be fully compensated 
in each of the three tanks. 

It has been found convenient to assess these effects by displaying 
the time derivative of the tank field rather than the field itself. Both 
signals are shown in Fig. 3. Knowing the beam current we can im
mediately calibrate our signal and derive the percentage compensation 
for any given rf adjustment. 
III. BEAM QUALITY WITH PRESENT METHOD -

For the case of a beam pulse short by comparison with the cavity� 
time constant, it can be shown by approximate solution1 that the beam� -produces a change of accelerating field 

l::t.v __Pb t� 
V 2W�o a 

where Pb is the instantaneous power delivered to the beam and W0 is� 
the cavity stored energy at t =: 0, and a change of phase� -

~cp =: _ P b tan CPs 
t

2 W o -where 4-1 is the synchronous phase a.'1gle. 

Since this phase term is roughly the same for each of the three tanks (about 2.50 for 50 mA)., the original phase relations between the 
tanks will be preserved during the passage of beam, although not neces
sarily between the last tank and the debuncher. 

The more significant effect of field cha..nge we should expect to be 
equivaler~t to a change of synchronous phase angle during the pulse and in our case on uncompensated 50 rnA should produce an 8% change in cos ~ , 
for example from <p =: 300 to q:>, =: 21

0
, and detectable changes in energy 

. s s 
spread and emlttance. -

-�
-�
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In Fig. 4a we see the measured energy spectra for an uncom
pensated 55 mA beam and for a beam compensated to an average value 
of 50% in the three tanks, with and without debuncher. It is evident that 
the debuncher is doing all the real work but that changes during the pulse 
are reduced by the compensation. The uncompensated beam is in fact 
not very satisfactory since particles are lost at the end of the pulse in 
the linear accelerator itself, the end of the pulse being only one-half the 
height at the beginning. 

The eX"perimental arrangement comprised a O. 5 mm object slit, 
approximately unity magnification, a 1 mm resolving slit equivalent to 
± 30 kV, and about 6 mA of total beam current, with this reduced current 
passing through the debuncher. This resolution is not adequate for small 
energy spreads and the energy spread may be less than that measured. 
However, from the point of view of what the synchrotron actually sees 
with 60 mA, this error may be countered by the deterioration of the 
energy spread due to the reactive beam loading in the debuncher which 
we estimate to change the phase by some 10

0 
and to add 80 kV to the 

energy spread. 

In Figs. 4b and 4b 1 we see the emittan.ce plots for the same condi
tion of no compensation and 500/0 compensation. The horizontal plane 
(emittance Y) appears to be su.bjected to a clockwise rotation with time 
whereas this effect in the vertical plane (emittance Z) is much less 
marked. The distorted envelope for the end of the pulse in "emittance Y 
without compensation" probably indicates aperture limitations in the 
linear accelerator. 

Care was taken during these measurements to keep the rf field 
constant in the middle of the pulse. However, the emittances with and 
without compensation in the middle of the pulse are not identical a..'1d 
this requires further investigation. 

IV. SUPPLEMENTARY POWER SOURCE 

In o!"der to drive a 50 mA beam through the 30-50 MeV tank, we 
need 1 MWof rf power, and since this tank dissipates 1. 5 MW: the total 
instantaneous power requirements are already beyond the capacity of 
our 2 MWamplifiers. If, however, we separate the functions of feeding 
losses and feeding beam power, we should be able to approach 100 mA 
beam currents with our present amplifiers. 

-�
-�
-�
-�
-�
-
-
-
-
-
-�
-�
-�
-�
-�
-�

Our present proposal is to drive the tank up to operating level by 
means of the existing delay line modulator, and then to supply the beam power by means of a second coupling loop and power amplifier for the 

-�
-�
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duration of the beam pulse. We propose a hard-tube modulator for the 
beam power pulse, with the possibility of servo control from the beam 
current. One advantage of this system is that the phase of the beam 
power source can be varied with respect to that of the main source, 1. e. , 
power caYl be fed to the beam with the accelerating voltage in phase with 
the beam current Fourier fundamental <p from the crest. 

s 

The proposed scheme is shown in Fjg. 5. 

Preliminary tests of such a system have been made on the 30-50 
MeV tank. The beam power amplifier was excited by rf power taken 
capacitively from the main loop feeder, and a modulator was modified 
to provide a short anode pulse (Fig. 6). Using the normal 200 p.s pulse 
transformer, we could not obtain a very satisfactory rise time. Never
theless full compensation of a 60 mA beam was obtained (Fig. 7). Un
fortunately beam quality checks could not be made in the time available, 
apart from a quick measurement of energy spread which appeared to be 
normal. 

v. PHASING BETWEEN TANKS 

The three accelerating cavities are each held at a fixed phase by 
means of a phase servo loop. Line lengtheners in the final amplifier 
grid circuits are coupled mechanically to line lengtheners in the phase 
reference lines and this arrangement permits relative movement of the 
tank phases (see Fig. 8: Schematic of complete rf system). 

A good beam can be obtained by a pt:rely empirical adjustment of 
relative phases. Alternatively, one can employ a criterion based Oil 
the 3 <p~ trapping width. In the early experiments it was accepted 
e;,. prIOrJ... • ::ithat. th . dJustmen.. t th. e f1 • hase II dOt' ]e correct a was In-p con I Ion a.-
though some attempts to measure relative phases with hybrid ring 
bridges gave conflicting results. With. however, the installation of 
accurately adjusted cables and a lissajous figure type of phase compari
son (Fig. 9), it has become fairly certain that the beam likes best to find 
the 10 and 50 MeV tanks in phase but the 30 MeV tank advanced by some 
25

0 
, that is, this dephasing produces the best energy spread. 

There is as yet no satisfactory explaIlation of this effect. One 
possible contribution comes from the two-cell drift distance between 
the first and second tanks, combined with the fact that we normally in
ject our bunched beam into the first tank well above the center of the rf 
bucket in order to profit from the higher trapping. However, our step
by-'step computations using the program developed at Harwell by Taylor 
and Carne show that the energy error resulting at 10 MeV is only about 

-
-
-
-
-
-
-
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100 kV, and produces a phase error due to the drift distance of only 3 or 
4 degrees. 

Another possibility, which came out of a discussion with Teng and 
Lapostolle, is that we are exploiting the nonlinear region of the Tank II 
bucket to spread the bunch out, and then rotating this elongated bunch 
around to the position of minimum 50 MeV energy spread by adjustment 
at Tank II and III levels, thereby varying the number of phase oscilla
tions in these tanks. This mechanism would require an integral number 
of wavelengths in Tank II and an odd number of quarter wavelengths in 
Tank III. 

VI. PROPAGATION 

Recent discussions of group velocities 2 have led us to compare 
the build-up of tank fields at the extremities of the 30-50 MeV tank (with 
power fed in at one end). Using the phase measurement loops and cables 
we have employed the chopped beam facility of an oscilloscope to super
impose the detected signals from both loops. In Fig. 10, we see the 
field signals and the initial build-up on a shorter time base. From these 
oscillograms one crn put an upper limit of a microsecond on the delay and 
a lower limit of 10 m/ sec on the corresponding velocity for field prop
agation along the cavity walls. 
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TURNER: Could you repeat the specifications for the new FTH 515 tube 
you mentioned? 

TAYLOR: 4 MW peak power; heater, 12 kW; anode dissipation, 11 kW. 
I think the drive power is 700 kW. 

VAN STEENBERGEN: Do you have to make a modification to the tube 
cavity? 

TAYLOR: No, the specification calls for a tube which is a mechanical 
plug-in replacement, for the FTH-470. It will have the same anode volts 
but double the current. We will probably have to modify the loop and 
the coupling. 

-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�



-�
247� -

-
L1NAC TANK - Second loop M.ift loop 

~ f' 

r-__.....::.e.~.m acceler.tion po.... Tank dissiplillon power 

Herd 
tub. 

moo.tator 

TH 470 
P.A. 

! 

I I TH 470 
P.A. 

I 

I 
I 

Ue o.tay lift. 

mo..ator 

-
rrom dri".. From driwr 

-
-

LNAC TANK. 

Second loop Main loop 

Ue 

- .----M-Od-if-i.-d---, 111......--........_-, 
Ue 

Motor controlled 

Modulator 

probe 

• 

Phase shift. 

T"t~ scherM 

-

•• dV 
dt 

for a ~OmA boarr, 



248� -�
-�

VAN STEENBERGEN: What is the promised delivery date on this tube?� 

TAYLOR: I think we should get a tube within about six months. 
QUESTION: Have you watched some of the modeling on this tube?� -
TAYLOR: It is only just started. I might mention that the cost is some�
thing like $6, 500 per tube. 
PERRY: I didn't understand the phase shift from 30 0 to 21 0 

• 

TAYLOR: This is simply the field going up and then dropping due to the 
presence of beam. This is equivalent to a change in the synchronous 
phase from 30 0 to 21 0 

• -
PERRY: When you have 50 rnA beam loading and 80/0 droop, was the 30° 
to 21 0 the phase shift due to beam loading? -
TAYLOR: The difference in cos CPs was 80/0. 

-KEANE: You mentioned that you had no phase or time delay in the field 
propagation along the tank. I have noted on Brookhaven's linac that we 
have at least 1-1/2 microsecond delay from the center drive point to both ends of the tank. 

TAYLOR: In our measurement, the difference in path length is about 10 m. In your case it is 15 - 16 rn. 

MARTIN, J. H.: You used the term "compensated" and "uncompensated. II Did that consist of anything besides just an additional bump at the end? 

TAYLOR: No, that was simply a bump. 
MARTIN: It had influence on the energy distribution and phase-space 
accommodation and so forth; did it have anything to do ""vith the phase relations between the tanks? 

TAYLOR: That occurs with a small beam. If we stop the beam down, we still have this effect. 

M...l\RTIN: So this effect is independent of beam loading? 
TAYLOR: Yes. 

KEANE: You mentioned that you used a separate amplifier for beam 
-�

compensation. Did you have any trouble with power coupling between 
the loops of the two driving sources? 

-
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-
TAYLOR: We were a little worried about this and our first move was 
to put a short circuit piston on the auxiliary loop. We made it as close 
to a short circuit in a tank as we could. Then we found that by moving 
this up and down, it made no difference. It is surprising. Then when 
we connected a FTH amplifier cavity in place of the short circuit, there 
was a tendency for it to 'Idiode" > and we found ourselves in a little bit of 
trouble getting enough power from the main amplifier. -
KEANE: Were the loops the same? 

TAYLOR: Exactly the same loop. It probably makes a terrible bump on 
the flattening, but so far we have not noticed it. 

DICKSON: Going back to the phase changing in Tank 2, how do you find 
running all tanks in phase and adjusting the wave lengths of Tanks 2 and 3 
together to get an integral half-wave length? -TAYLOR: We have tried to run them in phase and adjust the levels of 
all tanks together, but we went through a fair range and we could not find 
an energy spread as good as the energy spread which we get with the 
normal adjustment of the phasing. 

-
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-�MODEL MEASUREMENTS AND CORRECTION OF BEAM� 

LOADING EFFECTS IN PROTON LINACS� 

S. Giordano� 
Brookhaven National Laboratory� 

When a proton beam is being accelerated in a linac, there is an 
interaction with the fields in the accelerator cavity. The effect of the 
beam on the cavity is referred to as beam loading. Beam loading affects 
the cavity in two ways: there is a real part which absorbs energy from 
the cavity, and a reactive part that detunes the cavity. Some estimates 
of the relative magnitude of these effects have been considered by a num
ber of people, using an equivalent R, L, C circuit. It is the purpose 
of this paper to measure the effects of beam loading in a multiple-cell 
linac structure, and to determine the relative magnitude of these effects 
for two structures of different bandwidths. 

It was first necessary to devise some method which would duplicate 
beam loading in a model cavity. It should be pointed out that the method 
to be described considers only the steady-state beam-loading effects, and 
is based on the premise that the beam-loading effects are uniformly dis
tributed along the length of a cavity. 

If all the cells of a cavity were deiuned by a fixed amount.. and the 
drive was kept at the original resonant frequency, then the effect upon 
the cavity would be the same as a uniformly distributed reactive com
ponent of beam loading. The same results can be obtained by detuning 
the frequency of the rf drive by a fixed amount. It should be emphasized 
that the above method results in simulating only the reactive component 
of beam loading. 

The real component of beam loading can be duplicated in a cavity 
by increasing the losses (decreasing the Q) of all the cells uniformly. 
The Q is decreased by placing a strand of cotton thread that has been 
loaded with graphite, >;, down the axis of a cavity. The cotton thread has 
a very small reactive effect, which only slightly detunes the cavity. 
Since the reactive detuning of the loaded cotton thread is uniformly dis
tributed along the cavity, its effects can be eliminated by adjusting the 

*A piece of cotton thread is soaked in a graphite alcohol suspension. 
The thread is then squeezed to eliminate excess liquid and hung to dry. 
By varying the concentration of graphite and alcohol, the losses intro
duced by the thread can be varied. 
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perturbation tunes in each cell. Rather than adjusting the tuners, the same 
results are achieved by changing the frequency of the rf drive to the new 
resonant frequency of the loaded cavity. It should be pointed out that this 
simulates only the real component of beam loading. 

We now see that it is possible to separate the effects of both the 
reactive part and the real part of beam loading. It is also possible to 
combine both of these effects, by simultaneously introducing the loaded 
string and detuning the drive frequency. 

Measurements were made on two different cavities shown in Figs. 1 
and 2. Figure 1 shows a shaped iris cavity having a center frequency ( ." /2 
mode) of 880 Mc and a bandwidth of 2. 7 Mc (bandwidth is defined as the dif
ference in frequency between the "0" mode and the ." mode). Figure 2 
shows a slotted iris cavity (reported by this author in these minutes) hav
ing a center frequency of 824 Mc and a bandwidth of 72 Mc. Both the above 
cavities had pickup loops and perturbation tuners in each cell. 

All measurements reported in this paper were made in the" 1r" mode 
at f3 ~ O. 5. Of interest is the phase and amplitude variations of the elec
tric and magnetic fields along the cavity, as a function of beam loading. 
In all the measurements to be discussed. the cavity was first tuned to have 
a flat field (no amplitude variation). The Q and frequency of the drive 
were then -,raried in steps, representing different magnitudes of beam load
ing. Measurements were also made with two different drive conditions: 

OJ A single drive at one end of the cavity. 
(2) Two separate drives, both in phase, one at each end of the cavity. 

Figures 4, 5, 6 and 7 show the results of the measurements made 
on +.he shaped iris cavity. These measurements were made for the unloaded 
Q. Because of the very narrow bandwidth of the shaped iris structure, any 
attempts to reduce the Q resulted in the overlapping of adjacent modes. 
Figures 4 and 6 show the amplitude variaiions along the cavity at three 
different frequencies for the one-drive and two-drive case. Figures 5 
and 7 show the phase variations along the cavity at three different fre
quencies for both the one-drive and two-drive case. (All phase measure
ments were made by measuring the phase of each cell relative to one of 
the end cells.) For the two-drive case we see a considerable reduction 
of the relative phase change along the cavity, as compared to the single
dri'Je case. 

Figures 8 through 21 are the results of the measurement of phase 
and amplitude variations for the slotted iris structure. Figures 8, 10 
and 12~ are for Q values of 12, 000, 5, 000 and 3, 000, with a single drive, 
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and show the variations of the field amplitude for different frequencies. 
In the above-mentioned figures, it is interesting to note that changes in 
the amplitude of the field are very sensitive to changes in frequency. It 
should be pointed out that changing the Q from 12, 000 to 5, 000 and to 
3, 000, had only a small effect on the variations of the amplitude. 

Figures 9, 11 and 13 are for Q values of 12, 000, 5, 000 and 3, 000, 
with a single drive, and show the relative phase variations along the cavity. 
It is interesting to note the relative insensitivity of the phase to changes 
in frequency, as compared to the large changes in phase due to the changes 
in Q. In Figs. 9, 11 and 13, when the Q is varied from 12, 000 to 5, 000 
and to 3, 000, the relative phase difference between the ends of the cavity 
varies from 30 , 100 and 140 respectively. 

Figures 14, 16 and 18 are for Q values of 12, 000, 5, 000 and 3, 000, 
with two drives, and show variations of field amplitude for different fre
quencies. Figures 15, 17 and 19 show the relative phase variations along 
the cavity, for the same conditions mentioned above. 

It is interesting to c.ompare the relative phase and amplitude varia
tions for both the single and double-drive cases. Figure 20 is a plot of 
the over-all phase difference between the ends of the cavity vs Q, at fo ' 

fo + 150 kc, and f - 150 kc, for both the single and double drive cases.o -
For the same above-mentioned conditions, Fig. 21 is a plot of ~E vs Q. 
A~ E -Eo'av 

( ~ max mIn h E ° th ° fO ld ° th .E-:. = 2 ' were max IS e maxImum Ie In e caVIty, 
av E av 

Emin is the minimum field, and E av is the average field.) Figures 20 
and 21 closely show that there is a considerable reduction in both the 
amplitude and the relative phase changes with respect to beam loading 
changes. 

-In comparing the narrow band-shaped iris cavity to the wider band
slotted iris cavity, we see that the narrow band structure is considerably 
more sensitive to beam-loading effects. 

Figure 3 shows a hollow cylinder which is to be operated in the 
TM010 mode. Work was recently started on this structure, and meas urements are to be made in the ne ar future. 

VAN STEENBERGEN: In that diagram you showed a tilt in the tank amplitude. Could you not correct this tilt in the amplitude by changing 
the frequency? -�

-�
_. 
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GIORDANO: There are two reasons that could cause a tilt: (1) a change 
in the drive frequency as you have indicated, (2) a local detuning of the 
cavity which can be caused by a change in the thermal gradient along the 
cavity. 

VAN STEENBERGEN: Donlt these two effects amount to the same thing? 

GIORDANO: No. 

LEISS: Your resistive string represents only the beam loading which is 
1800 out of phase with the field in the taIlk. A beam of particles is at the 
equilibrium phase and not at the peak of the radio-frequency voltage, and 
so there is an additional phase shift due to this. 

GIORDANO: We are only considering the steady-state condition and 
assuming that the beam-loading effects are uniformly distributed along 
the cavity. The resistive string represents the real component of beam 
loading, and the reactive component is obtained by changing the frequency 
of the drive. 

LEISS: When you speak of reactive part, what you really mean is that the 
beam is not running at the peak of the wave, and as such we have an in
phase component and out-of-phase component, so that it is not really 
right to represent this by a frequency shift. 

GIOR-DANO: What you call an out-of-phase component, I call the re
active part. This reactive component actually causes a detuning of the 
cavity, which I have duplicated by shifting the frequency of the drive. 
In Fig. 20, I have shown the effect by varying the frequency from 
fa + 150 kc to fa - 150 kc, and we see that the effect is small. It should 
be pointed out that this frequency variation is considerably greater than 
one would expect from a beam of 50 rnA. 
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PARTICLE MOTIONS AND THE FOCUSING SYSTEM� 
IN PROTON LINACS*� -�

S. Ohnuma 
Yale University -�

Introduction 

Last year, at the conference on proton linacs p computer programs 
developed at Yale for particle motions and some of their preliminary 
results were presented. (1) Since then, there have been a number of 
modifications in our design parameters, particularly in the iris-loaded 
section. The results here are mostly based on the design parameters of 
the proposed 500 MeV injector for the AGS in Brookhaven which was 
presented by G. W. Wheeler. The computer programs are essentially the 
same as the one discussed in Ref. (1). 

Buncher 

No change has been made to the buncher which was presented last 
year . (2) The essential requirement here is that the beam must be tightly 
bunched near the synchronous point (A tp =.6r = O). The distribution of 
particles from a double buncher is shown in Fig. 1. If the ion source can 
produce 100 rnA, about 79 rnA will be confined to withinA"= ±14° and A W 
= ±20 keV. On the other hand, there are still particles near the boundary 
(- .5 rnA) which come out of the drift tube section with relatively large 
values of (41' , 6/r ). For a. linac of higher intensity, a bunching scheme 
that gives very small fraction of beams r:ear the boundary would become 
important. 

Drift Tube Section, 

Phase and transverse oscillations of particles 1 and 2 in Fig. 1 are -�
given in Figs. 2-3 together with those of the synchronous particle. The 
focusing system used here is shown in Fig. 4. Two different doublet 
arrangements, (A) and (B), have been tried in the last two tanks to see the 
change in the emittance shape. In Tanks No. 1 and No.2, the strengths 
of quadrupole magnets are chosen such that they correspond to optimum 
values for the synchronous particle. For non~synchronousparticles, the 
optimum condition is different and the amplitude of the transverse 
oscillation may increase instead of damping down. (see Fig. 3.) Since the 

*� The work reported here has been done b}~ Ro Bak:emanj To W. Ludlam, 
J'. N. Vitale and S. Ohnuma. 
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focusing system is continuous from Tank No. 1 to Tank No. 2 with a very 
short drift space, no matching magnet is required. This, however, is 
not true between Tank No. 3 and No. 4 where the system suddenly changes. -
At least one set of triplet is necessary in order to achieve a near perfect 
matching in x- as well as y-direction. After that, the system is continuous 
(i. e., the change is "adiabatic") and the matching system can be eliminated 
entirely. 

The acceptance in x - x' space of the drift tube section for the 
synchronous particle is shown in Fig. 5. When the smallest bore radius 
is .75 em, the area is 17." cm-mrad. For most of the non-synchronous 
particles, the acceptance area remains fairly close to the 177T cm-mrad. -
but the shapes are quite different. Thus, if the input beam is matched to 
the shape given in Fig. 5, the effective acceptance value for particles in 
(A {J = ±14°, 4. "( = ±20 keV) region is reduced to ..v 1617". cm~mrad. For 
particles 1 and 2, the shaded area in Fig. 5 is not acceptable and the area 
is less than 15 .". cm-mrad. It is, of course, possible to get a larger acceptance 
by simply taking a larger bore radius. This, however, will give a larger -
output bunch in (0. tfJ) - (4 r) space and may cause particle loss when the 
frequency is increased in the high energy section. If (NNSS) configuration 
is used instead of (NSNS) type, the acceptance for the synchronous particle 
is 14." cm-mrad. The change of the acceptance shap,e for non-synchronous 
particle from that of the synchronous particle is more serious than (NSNS) 
configuration. 

The maximum radial excursion of the beam in Tanks No. 3 - No. 7 
will be substantially smaller than shown in Fig. 3 if the focusing system is 
(NSNS) throughout instead of doublets with gradually increasing repeat lengths 
taken here. The particular advantage of the doubl et system will be discussed 
later. 

It would be useful for the purpose of shielding designs to see '.vhere •particles are lost radially. The location depends on the initial position of 
particles in x - x', y - yl and (A tp) - (A2r) spaces. For example, most 
of the particle 1 in the shaded area in Fig. 5 are lost at drift tubes No.7, .. 
No.9, and No. 13 of the first tank and at drift tubes No. 2 and No. 6 of 
the second tank, whereas the particle 2 are lost at drift tubes No. 5 and 
No. 7 of the first tank and No. 2 of the second tank. By assuming a particle 
distribution, o.ne can calculate the distribution of lost pari:icles along the 
drift tube section. However, extensive study of this problem has not been 
made so far. The results we have accumulated clearly indicate that the loss 
will be entirely in the first two tanks and most likely below -"'J 20 Me\r. 

-�
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In the (.4 <P ) - (A 2() space, particles coming out of the drift tube 
section with the final energy of 187 MeV are all contained in the tilted 
ellipse shown in Fig. 6. Several dots are those particles with ( 6 4' )~ 
1. 0 or ( A ep )..s -. 6 at the injection. Since their "effective" trans·' 
verse acceptance is very small (0 - 3 1T cm-mrad), the total intensity of 
these stray particles is less than 5 x 10- 5 of the main output current 
(i. e., the ellipse in Fig. 6). The other ellipse in Fig. 6 is the particle 
bunch assumed in calculating particle motions in the iris section. 

Fig. 7 shows the emittance from the drift tube section in x - XV 

space. The area is very close to 7T cm-mrad. (A) and (B) correspond, 
respectively, to the doublet configuration (A) and (B) shown in Fig. 4. 

In the low energy region (IJ ~ .2) wherE: the rate of the change of 
f3 is large, the accuracy of the calculation is not too good. As has been 
already suggested previously(3), it may be necessary to integrate the 
equations of motion point by point. This, however, requires a detailed 
information on electric and magnetic fields at every point. When there is 
no bore hole, the fields of the shaped drift tube (4) are accurately known 
but the effect of the bore is difficult to evaluate. It is hoped that the 
calculation at MURA and at Los Alamos ("MESSY MESH")(5) will eventually 
give the fields with the desired accuracy. 

Matching between Drift Tube and Iris Sections 

It is clear from Fig. 6 that a long drift space between the two 
sections must be avoided in order to keep the resulting phase spread as 
small as possible. Although;e here is large (. 55), the spread could be 
as large as ±2. 6°/m (for.4Y :c ±. 8 x 10- 3) so that a. drift space longer 
than -- 4m will definitely cause trouble. This is particularly serious 
for a. linac injector of a large synchrotron where a small momentum 
spread ( .0 pip) is essential in getting a high capture efficiency. On the 
other hand, it is highly desirable to have a bending magnet (to guide the 
beam for the energy measurement), one or two slit boxes (for measuring 
the beam shape in x and y-space), and one or two current transformers. 
If, in addition to these, two or three sets of quadrupole triplet are 
required to match the beam shape in both x and y-direction simultan.eously, 
a 4m long space does not seem to be sufficient. Two schemes have been 
tried to solve this problem. 

The first is to employ a matching scheme in the longitudinal phase" 
space that is based on the principle of the strong focusing(6). A tank 
operated at the stable synchronous phase cp::: ~s acts as a "focusing ::'ens" 
and a tank operated at rp =-Ps as a lIdefocllsing lens rr 

• The drift space 
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then will be an element of the matching optical system and does net necessarily 
have to be short. The system will be composed of 10 - 15 regular tanks 
with reasonable values of rf level. Based on the linear theory, we found 
that we can achieve an almost 100% matching even with a 10 m drift space. 
However, numerical calculation has shown that the non-linear effects are 
so serious as to make the scheme rather impractical. It may be possible 
to design an elaborate system composed of very special tanks just for the 
matching purpose but this does not seem too easy. 

The second choice is to eliminate the matching magnets for two 
transverse directions entirely, or use only one doublet. This means that 
the focusing system in the drift tube section (at least in the last two tanks 
or so) must be joined continuously to that in the iris section. Otherwise, 
one doublet or triplet cannot give a perfect matching in the both directions 
simultaneously. Since a doublet is used after each even-numbered tank 
in the iris section, one doublet just before the first tank together with a 
properly spaced doublet system in Tanks No. 6 and No. 7 will achieve the 
desirable matching. With 3. 5 m space between two sections, we have 
found that the matching efficiency cou14 be as large as 95% in both directions. 
It: will be even better if two or three auxilia.ry magnets are placed in the last 
few drift tubes to make adjustments. 

Iris Section -
Various systems of quadrupole doublets and triplets to be used for 

the focusing in the high-energy section have been investigated in order to 
get the necessary information for the choice of multiplet type (7). The 
doublet system used in the calculation and its acceptance shape are shown 
in Fig. 8 while the strength of magnets and the maximum (theoretical) 
excursions are given in Fig. 9. If the transverse phas(s space area is 
101T cm-mrad at the injection (.75 MeVL the area at 187 MeV is .6 7T 
cm-mrad. One advantage of doublet system is the rit-:latively large space ... 
available between two magnets for a given drift space (1 m in this design). 
The maximum x or y excursion at 500 M8V is 68% of the excursion at 
187 MeV. This is due to tl}~ increase of the momentum and the decrease 
of (Courant-Snyder) ..,e9max\ ). It is, of course, possible to take longer 
magnet repeat lengths gradually as the energy increases. This, however, 
will increase the value of fimax and, for Anax (500 MeV) / ~max 
(187 MeV) :: 1. 75, the maximum excursion stays constant. If, or.; the 
other hand, the focusing system is changed at some points, some k.ind 
of matching device will be required. 

A good matching at the entrance is essential in achieving the smallest 
possible xmax or Ymax. Different systems require different a.cceptance -shapes so that a particular point in x-'x' space leads to an entirely different 
maximum excursion. In connection with the matching, a device that can 
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accurately measure the beam shape in x-x' and y-y' space will be 
extremely useful. 

The theoretical maximum excursions in Fig. 9 are computed for 
synchronous particles. For non- synchronous particles, the acceptance 
shape is slightly different from those given in Fig. 8. This slight 
mismatching would J in general, give larger excursions for non
synchronous particles. The largest deviation recorded from the 
theoretical value is .25 cm. Of course, only those particles which are 
near the boundary of the acceptance ellipse in Fig. 8 deviate from the 
theoretical maximum excursion. For example, particles within an 
ellipse of size. 6377' cm-mrad in x-x' space are not lost if, in 
(6 'P ) - (A ~) space, they are inside of the (larger) ellipse in Fig. 6. 
On the other hand, it seems very difficult to keep the iris aperture 
smaller than 1 em (radius) and still not lose particles. One obvious -�
solution would be shorter tanks at the beginning to reduce the magnet 
repeat length. Since a smaller iris aperture gives a smaller power loss 
for the same structure, further studies of this point may be called for 
in the future. 

The choice of the doublet arrangement instead of a triplet was 
made because of the better over-all quality in focusing the high energy 
beam. (7) Triplet arrangements (+) (-) (+) (rf tanks) (+) (-) (+) are not 
symmetric in x and y directions so that the best operating point in one 
direction is very close to the stability boundary in another direction. 
This situation is shown in Fig. 10(*> where gs is related to H' by 

H' (kG/em) =: .313 (1S';9) gs2 

and the parameter n, for each curve is 
f ./' 

eEo 
QL cos cp 
dz 

Symmetric arrangements (+) (-) (+) (rf tanks) (-) (+) (-) give a very 
narrow stability range with large values of fi . as can be seen from 
Fig. 11 (*). There is a possibility of using an~cpper stability region 

( "')-.- Figs. 10 and 11 are taken from Ref. (7). Tank length is 2. 5 m 
instead of 3 m here and /max is slightly smaller than for 3 m tanks. 
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',vhere ,,/3 max are much smaller. However, aside from large magnetic 
fields required in the high energy region,. non-synchronous particles may 
spend some time near the stability boundary or even cross the boundary 
into the stopband and get a large radial excursion. Unless an extensive 
numerical calculation is done, it does not seem safe to design the 
focusing system operating in upper stability regions. 

The only remaining question is whether tolerance requirements 
for doublets are too difficult to achieve in the proton linac, as they appear 
to be in the Stanford two-mile electron linac (9), so that orie is forced to 
take triplets. This has also been investigated in a semi-analytic fas~io~ 

in Ref. (7). The method used there is outlined by R. L. Gluckstern. 10 
As has been discussed in Ref. (9) and Ref. (10), the advantage of triplets 
is the possibility of "bench alignmenttt which makes the effect of magnet 
displacements entirely negligible (maximum tolerances are order of 
100 mils). For doublets, bench alignment offers no improvement as far 
as the tolerance of It skew" (rotation about transverse axes) is concerned. 
On the other hand, it does not seem at all difficult to achieve the 
required tolerances for dOffilets (as well as for triplets) with the help of 
aligning monuments. (10) (11 A computer program has also been used 
to check the validity of the semi-analytic results. All together 50 random 
sets of misaligned doublets have been Lnvestigated at 400 MeV, 580 MeV, 
and 750 MeV. The displacements in x and y direction (individually) are 
larger than the analytic results in 5 cases at 400 MeV, 7 cases at 
580 MeV, and 2 cases at 750 MeV. How,ever.. the radial displacements 

are always smaller than the expected values. Since these 50 runs are 
performed for a particular particle, we will have to repeat the similar 
calculation for many different particles. Nevertheless, we feel that the 
tolerance requirements for doubl,.;;ts are not too stringent to achieve. 

Loss of Particles due to Failures of rf Tanks and Focusing Magnets(l2) 

The computer program for particle motions in the iris section can 
be used to find out whether the loss of particles is, in general, localized 
or extended over a long distance when certain tanks or a pair of focusing 
magnets faiL 
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If an amplifier tube fails, two consecutive tanks will be de-excited 
and there will be no increase in particle energy. The energy gain through 
two tanks are, in general, greater than the size of the "fish" (in t::. 0 direction) ... 
so that all particles will become longitudinally unstable after passing de
excited tanks. The energy of such particles fluctuates around a certain 
value that is very close to what they had just before becoming unstable. For -
all practical purposes, the problem is then reduced to the transportation of 
particles with a constant momentum (in z direction) through,a focusing system 
that is optimized for particles with increasing momenta. This means that -
we can predict where particles will be lost from the stability diagram of the 
focusing system. A detailed numerical calculation has confirmed this but ...it has also shown that particles are lost in a relatively long area ("'" 100 m).� 
Particles with 400 MeV or more energy are not expected to be lost at all.� 
It is not possible to retain the bunch inside the lon~itUdinal stability region� 
by simply increasing the rf level in nearby tanks(l ).� 

Since two quadrupole magnets will be getting power from the same 
source, the problem in case of magnet failures is to find the increase of 
the transverse amplitudes (Ax, Ay) when one pair of doublet is missing. 
At the "optical' ! centers, (x, x') and (y, yl) will satisfy 

-
with A ~J/ w'y...... :"-max y • 

... 
Wx and W~ are the phase space area divided by 1T in x and y direction, 
respectively. Because of the missing pair, these ellipses will be dis
torted to other forms (without changing the size): -
ax2 + bx,2 + 2hxx r :: 1 , ary2 + b 1yr2 + 2h 1yy' :: 1 -

-�
If these distorted ellipses are entirely inside the ellipse 

..� 
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with R = quadrupole aperture, there will be no loss of particles. For R = 2 cm -
and Ax =: Ay = 1. 5 cm, the fractional loss in both x and y directions changes 
from 30% at 200 MeV to 20% at 500 - 700 MeV. For R = 1. 5 cm and 
Ax =Ay = 1. 0 cm, corresponding figures are 40% and 30%, respectively. -
The important feature here is that most of these particles are lost in a 
relatively localized region (AJ 15 m) becau.se they can travel the distance- which is at most one-half of t.l-J.e transverse wave length (29m) before getting 
the maximum exc(:fsions. Again it is not possible to adjust the strength of 
adjacent doublets o,_} such that the loss would be decreased substantially.- Preliminary results of numerical calculations show the recovery of only 5% 
or less at all energies. 

VISSCHER: What is the radius of the aperture in your iris section� 
calculations?� 

OHNUMA: The aperture radius really does not affect the calculation.� 
It simply gives a criterion when you are concerned about the beam loss,�- Theoretically, the size of the beam would be about 1. 5 em or less. In 
calculating the misalignment effects, we used 2 cm radius, 

VISSCHER: The value 7T cm-mrad of the transverse phase-space area 
you are using must have been based on some aperture radius, 

OHNUMA: No. That is what we get out of the drift tube section inde
pendent of the iris section. The acceptance of the iris section is of course 
much larger. The calculation is a cor:.tinuous one for both sections,-
LAPOSTOLLE: About the possibility of a correction of the missing gap 
and drift spaces between tanks, especially in the Alvarez section, I think- that, for transverse motions, it is possible to compensate with a slight 
correction of the quadrupole magnets, I wonder whether, for the 
longitudinal motion, it would not be possible also to compensate by a 
slight displacement of the accelerating gaps in order to change the phase 
when the bunch crosses the gap and modify the phase-focusing condition. 
Did you think about the idea of trying to compensate for any disturbance 
due to spaces between tanks, possibly by some modification at the end of 
the tank? 

-
Here it is assumed that the strength of h~!o magnets of a doublet 

- can be changed only simultaneously. 
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OHNUMA: We have not studied this problem in any detail in the Alvarez 
section. I believe that in the actual operation one must always make fine 
adjustments of the focusing magnets. As to the compensation for the 
longitudinal motion. it seems very difficult to adjust unless we can ac
curately measure the position of the bunch relative to the rf field in 
tanks. In the iris section, unless you change the strength of each magnet 
independently. even the transverse adjustment is not easy. You must 
remember that each doublet is 7 m apart. If one tank is out of operation, 
the bunch is completely out of the longitudinal stability region and there 
is no way of recovering it into the bucket. Of course. the focusing system 
still could transport this low energy beam down to the end without any 
beam loss. It depends on the energy acceptance of your focusing system. 
KNAPP: You have two drift tubes close to one another that have magnets 
in them and then you have a large series of drift tubes with no magnet in 
them. Could you describe the distribution of magnets in the last four 
tanks of the Alvarez section? 

OHNUMA: In Tank No.3. there are 14 pairs for 46 full drift tubes; in 
No.4. 6 pairs for 34; in No.5, 4 pairs for 28; in No.6, 3 pairs for 25; .. 
in No.7, 3 pairs for 23 full drift tubes. The distance between the center 
of a focusing magnet to the next one. the magnet repeat length, ranges 
from 0.89 m to 7.3 m. The value of A changes gradually from ,max -1. 45 m to 12.5 m. 

TENG: About the longitudinal phase space matching between the drift 
tube section and the iris section, have you considered the use of disper 
sive magnets? The distortion of the bunch in the longitudinal phase 
space due to the drift space can be compensated by such magnets. -
OHNUMA: No, we have not thought about it. I don't know how wise it is 
to construct a special section or system just for this particular purpose. -If we can use some regular sections as an option. it will be all right. 
Besides, such a system would require additional transverse matching 
systems and might not be desirable to have for the overall matching -purpose. 

TENG: You might have to bend the beam so that the drift tube section -
and the iris section are at an angle to one another. As far as the trans
verse phase space matching is concerned, you can always do that by a 
number of quadrupole magnets. 

WHEELER: The figure of 10 m, which we have been using, was a some
what arbitrary number which would allow us to have ample space between -
the sections. We have not looked carefully at how far down we can bring 

-�
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- this distance. I expect that it can be brought down quite a lot further, 
far enough so that it will satisfy beam dynamics requirements. 

LEISS: Isn't it true of course that the reason for a short distance is -
removed if you do put a phase compression system such as Teng was 
talking about?-
WHEELER: Yes, but I would rather try for a shorter distance than to 
try to put in a major magnet system which would be expensive, becau$e - of a longer tunnel length and require additional complex equipment and 
be consuming in manpower. 

WALKINSHAW: Have you looked at the possible advantages of coming 
down in frequency to 600 Mc or even to 400 Mc where, I think, this 
problem would be less serious? 

WHEELER: It would be nice to come down to 600 or 400 Mc for the 
purpose of solving this problem but the cost is going up proportionately.- I think we are caught here in an attempt to keep the cost down but still 
meet the dynamics requirements. Based on our numerical calculations, 
we feel that we can operate at 800 Mc. 
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NUMERICAL STUDY OF PARTICLE DYNAMICS IN A HIGH-ENERGY� 
PROTON LINEAR ACCELERATOR>:<� 

M. Jakobson';< ':< and W. M. Visscher� 
Los Alamos Scientific Laboratory, University of California� 

Los Alamos, New Mexico� 

1. Introduction 

We report here on the current status of a beam-dynamical calcula
tion which has been evolving at Los Alamos for nearly a year. This pa
per should be considered as an addendum to and partial summary of a 
Los Alamos internal memo 1 which was written at the end of April. That 
report is considerably more complete and detailed than this one; we shall 
emphasize here the improvements and extensions which have been made 
since then. 

At that time, most of ourcalculatioEE! had been made for a 
fictitious accelerator with plane symmetry, although some had utilized 
cylindrical symmetry in the accelerator sections with the beam con
strained to move in only one of the transverse planes. Plane symmetry 
exaggerates the transverse defocu.sing and radial-phase coupling by a 
factor of two over the cylindrical case; it was therefore thought that con
clusions valid for the plane problem wou~d be pessimistic ones to apply 
to the cylindrical case. Our subsequent experience with the latter has 
borne this out. 

The principal advance which has been made since our earlier 
report is tre incorporation into the computel~ code of the other trans
verse dimension enabling us to calculate the real three·-dimensional 
orbits of the protons as contrasted to 2 or 2-1i2 dimensions before. 
By 2-1/2 dimensions we mea...n. three -·dimensional fields with orbits 
constrained to two dimensions. We now take proper account of such 
things as x-y interaction and the effects of ran.dom rotations of the quads 
about the longitudinal axis. The addition of the third dimension has, un
fortunately, nearly doubled the running time on the computer, but machine 
time has not been a serious problem as yet. 

Another change which has been made is in the part of the code which 
designs the accelerator sections. Instead of designing them with a con
sta.nt rf gradient, as before, we now design them with a constant power 

':<Work performed under the auspices of :the Uo So Atomic Energy 
Commission. 

':":'Permanent address:� Department of Physics, Montana State Universi ty, 
Missoula, Montanao 
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consumption, for an obvious practical reason. The number of cells per 
section is, as before, a constant. -�
II. Method 

We give here only a very sketchy description of the method used in 
the calculation; the interested reader can find much more detail in refer
ence 1. -�

The 7T-mode rf field effective in accelerating the beam is assumed 
to be only that standing wave made up of components which have phase 
velocities equal to + the synchronous particle velocity, and the impulse 
received by each particle in crossing a cell is approximated by that 
received by a particle moving across the cell in a straight line parallel 
the axis at constant speed. We call this the impulse approximation. 
The justification for these procedures is discussed in reference 1, and 
seems to be quite solid for the proton energies with which we are con-' 
cerned. 

The longitudinal and radial impulses calculated in this way are 

7TEOIz = 2 w 10 ( K r) cos cP (1) 

7T EO 
1r =- 2 w 11 ( le'r) sin <p ' 

where 10 and 11 are Bessel functions of imaginary argument, EO is the 
maximum amplitude of the synchronous component of the rf field, 

K = 7T / L 1), and ep is the phase of the proton entering the gap relative 
to the time at which the E field is a maximum. Our convention is to take 
the synchronous phase negative; thus Eqs. (1) predict a radial defocusing 
of the synchronous particle as is required by Earnshaw's theorem. -�The acceleration received by each particle in each cell is com
puted by Eqs. (1), and the bunch is thus transported to the end of the 
section. At this point it enters a magnetic quadrupole lens system, 
which can be a singlet, doublet, or triplet. On the assumption that the 
transverse velocity is small compared to the longitudinal velocity, the 
x and V x coordinates of a particle, on passing through a quad, are changed to 

Vx sin cos 
Xl = ( nt) + x (n t) (2)IT sinh cosh -�

I cos sin 
= v ( .at) + nx (n t) ,Vx x cosh sinh -�

-�
-�
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where t is the time spent in the quad, and the upper (lower) signs and 
symbols refer to a focusing (defocusing) magnet. Similar equations are 
obtained for y' and v " with the upper and lower signs and symbols 
interchanged. n is tfie natural transverse oscillation frequency of a 
particle passing through the magnet, and is given by

,,2 ( ). )2 V z I
(~£ / w) :;; 3.22 - - H (kilogauss/em) (3)

21'r lfc 

for protons. 

The bunch is transported through the quadrupoles by Eqs. (2), and 
allowed to drift through any drift spaces which may be present. Then 
the computer designs the next section and the process is repeated. 

III. Calculations 

Perhaps the most efficient way to explain the features of the code 
is to display the input parameters and the form of the output graphs. 
Figure 2 shows the input parameters for the current version of our 7094 
Fortran code. This problem simulates an accelerator of 50 sections, 
each 40 cells long, separated by magnet systems of length equal to 4 cell 
lengths. The magnet systems can be singlet, doublet, or triplet; the 4 
cell lengths include the internal drift spaces for the doublet and the triplet. 
As is illustrated in Fig. 1, this setup allows no space between the sections 
and the lens system for installation of plumbing or probes; we therefore 
have made provision for some extra drift space before the beginning of 
the magnet system. This extra drift space input also allows study of the 
effect of the necessary gap in the accelerator at the frequency transition 
point, and of a gap for a possible mt:::rmediate energy station. 

The magnet systems have length proportional to l3(line 1); but the 
quads themselves are, say 10 em (line 5) long for the whole length of 
the machine. It takes two quads to make a doublet; four (10-20-10 em) 
to make a triplet. This means that the effective strength of the lens in
creases with the energy if the quad strength stays constant. Line 5 and 
line 6 of Fig. 2 contain the rest of the focusing system parameters, 
contained in 

H' :;; H~ (1 + cEn
)/(1 + CE~). (4) 

c in Eq. (4) is the "quad coefficient", thf synchronous energy E is 
raised to the "quad exponent" n, and HO is the field gradient (in 
kG/ cm) of the quads at the beginning of ihe machine. We have not made 
an exhaustive study of variations in c a"Yld n; what we ha-ve done, how
ever, indicates that the optimum is near c =: n =: O. 
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In the 7th line are two remaining parameters which complete the 
description of the focusing system. The orientation of the first quad 
encountered by the beam is specified by saying whether it is converging 
or diverging in x. The repeat length is the periodicity of the lens 
system. For example, a doublet system with 4 section repeat length 
\\QuId be, schematically, 
····0-+0+-0+-0-+0-+0+- [J .... 

... 
A repeat length between 6 and 12 sections seems best for triplets, and 
an infinite repeat length does well for doublets. Short repeat lengths 
give rise to unstable intervals in the stable range of quad strength. -

More parameters to determine the geometry are in line 3 of Fig. 2. 
Synchronous input energy and design phase are self-explanatory. Phase 
shift and design beam load are numbers which describe the energy flow -
along the section, from cell to cell. We refer to reference 1 for discus
sion of them; here we only say that these and other effects which cause 
variatio?- in phase velocity of the rf in time and position seem to cause 
no serious trouble. We have studied machines with constant cell length 
within a section, rather than phase velocity ="synChronous" particle 
velocity everywhere, which is what the code usually requires. Constant 
cell lengtl1 has no noticeable deleterious effect for 40 cells per section; 
for much l0l.1ger sec.ions, however, it reduces the phase acceptance. -

The" hoie radius has no effe.ct on the fields, since we use only the 
lowest Fourier component; its only funetion is to provide criterion for 
deciding whether a given proton is still in the machine. We throw out 
particles wh,en their radii exceed R o • and only then. Particles often 
spill out of the phase-energy bucket and stay in the machine to the end due to thE; action of the quads. Our results indicate, in fact, that the rf 
can be turned off in a couple of sections near the start, resulting in the 
loss of the enti:i:'e b"eam from the bucket, but the entire beam will be 
transported to the target. Also, the rf can be turned off entirely begin 
ning at any point and the beam will coast out, or a few sections can be 
run with reversed rf and all subsequent ones with rf off. In this latter ... 
case a 600 MeV beam. say, can be made to come out at the 800 MeV end 
of the machine with the microstructure wholly debunched and a spread of 
20 Mev. The drift length is shorter if a higher energy spread is allow -able, and vice versa. Thus a variable energy machine could be designed 
with a maximum energy of 800 MeV (no debunching) and a completely de
bunched beam available from 700 MeV on down. Reference 1 contains a -more quantitative discussion of this point. 

-�
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Drift space between 
sections some 
integral multiple of 
~ )../2. 

Accelerating ~ 
section containing 
N 1t-mode cells.c
Cell length within 
section either pro
grammed or constant. 

Magnetic quadrupole 
focussing system. 
Triplet illustrated; 
sign sequence and 
strengths programmed 
from section to 
section. 

Figure 1. Schematic d.i:agram of accelerator structure. 

50 SECTIONS 40 CELLS PER SECTION 200 PROTONS IN BUNCH MAGNET SYSTEMS 4 CELLS LONG 

DRIFT SPACE OF LENGTH 2 CELL LENGTHS AFTER THE 100TH SECTION REPEATED EVERY 1TH SECTION 

INPUT ENERGY= 1. 765E 02 DESIGN PHASE= -3. OOOE 01 PHASE SHIFT= O. DESIGN BEAM LOAD= -0. 

HOLE RADIUS= 2. 000E-02 SECTION POWER= 5.000E-01 RANDOM START AT 1. 900E 01 

INITIAL QUAD GRADIENT= 3.000E 00 QUAD LENGTH= 1.000E-01 FREE SPACE WAVELENGTH= 3.750E-01 

QUAD COEFFICIENT= -0. QUAD EXPONENT= -0 

TRIPLET LENS SYSTEMS FIRST QUAD DIVERGING IN X 12 SECTION REPEAT LENGTH 

SECTIONWISE AMPLITUDE ERROR= -0. CELLWISE AMPLITUDE ERROR= -0. SECTIONWISE PHASE ERROR= -0. 

QUAD FIELD ERROR= -0. QUAD DISPLACEMENT= 10.000E-04 SECTION TWIST= -0. QUAD ROTATION= -0. 

RF AMPLITUDE MULTIPLIED BY O. FOR 0 SECTIONS STARTING WITH NUMBER 100 

ENERGY LIMITS 1. 765E 02, 1. 765E 02 PHASE LIMITS -6. OOOE 01, 3. OOOE 01 

X LIMITS -2. 000E-02, 2.000E-02 Y LIMITS -2. 000E-02, 2.000E-02 -
VR LIMITS -4. 000E-03, 2.000E-03 VTH LIMITS -0, , -0. 

Figure 2. Input Parameters for Computer Code. 
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Section power (megawatts) is in the input because rf gradient isn't. 
The sections are designed to consume a given amount of power with a 
20 rnA proton current and a ZT 2 given by an empirical formula for the 
cloverleaf structure (Knapp, LASL) 

ZT2 = 65/3/(/3+0.76)M.Q,/m (5) 

-
-
-
-

We chose 1/2 Megawatt as the section power because the power supplies ...
envisioned at LASL will deliver IV 1 Megawatt and splitting between two 
sections is feasible and will give secti·ons of reasonable lengths· and rf 
gradi ent; namely, 40 cells (4 meters up to 6 meters at 800 MeV) and 1. 35 
at 175 down to 1. 20 MV/m synchronous particle energy gain at 800 MeV. -
The code designs each section with a synchror...ous phase velocity and con
verges on a given section power iteratively. -

Random start has nothing to do with the machine or beam dynamics; 
it merely tells where to start reading the random number table. Random 
numbers are used for generating the seven "standard" kinds of random 
errors (uniformly distributed) listed in lines 8 and 9 (we have studied the 
effects of a number of other errors, besides those listed here), and also ... 
for generating the proton bunch. The bunch parameters are those in the 
last 3 lines of Fig. 2. It is characterized by upper and lower energy 
limits, phase limits, x and y, v r and v 9 limits. All the particle co
ordinates but phase are chosen by the ranaom number generator. 

IV. Results -
Our code should be able to given an answer to the question, "Are 

doublets or triplets better at focusing the beam in the high-energy linac?" 
The answer, we think, is that triplets are. Triplets give an acceptance 
zone in transverse phase space about 50% bigger than doublets in the 
example shown on Fig. 3. .". milliradian-cm corresponds to the area of 
the small rectangle; we se~ therefore that either doublets or triplets are 
easily capable of accepting the transverse output thought to emanate from 
the drift tube section. Random errors of 1 mm in displacement of the 
lens system parallel to the axis cut the acceptance area by about 30% for 
each case. Radial beam confinement as reflected by the rms radii for 
the bunch seems about the same for triplets as for doublets; this is 
shown for triplets on the bottom curve on Fig. 4. Our tentative conclu 
sion is that on the basis of simplicity and lower cost, doublets are prefer
able, unless doublet tilt or independent quad alignment tolerances prove 
to be excessively stringent, or very large transverse acceptance turns 
out to be necessary. -

-�
-�



-
289-

- .~IJ"t-- -----------

-�

-

-

vlve 

0 

0 

0 
0 

DO 

0 
00 
0 

o 0 
0 

0 

0 

0 0 

0 

0DO 

0 

0 0 
0 o 0 

0 

0 

0 

• 

0 

0 

0 

0 

0 
0 

0 

0 

00 0, 
0 

0 
0 

0 

'"0 
0 

DO• 
0 

0 

0 

0 

0 

0 

0 

0 

0

•0 • 
0 

0 0 
CIQ 

o , 
0 

0 

0 

0 0 

gO 

• 
0 0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 
00 

0 

0 

o 0 
DO 

0 
0 0 

• 

-'OO-O'~ 

.000-0.

-.,..d
••0 

ItAOIUI 1''''1110 

RADIAL vELOCITIEI 'I 1''''ltEI OF ItADI' 
'LOT "11101. 'ltO'OllTIOliAL TO VTMUA 

AT '"'UT 

-�
Fig. 3:� Approximate acceptance envelopes in transverse sphase space 

for doublet and triplet focussing systems, both without errors. 
Crosshatched rectangle encloses 2t mill1rad1an-centimeter beam area. 



290� -�
-�

As an example of how the effect of a particular kind of error may 
be evaluated, we take a run for which the elements of the triplets are in
dependently and randomly rotated about the longitudinal axis, up to a 
maximum angle of + O. 50. Figure 5 shows the transverse input, a rec
tangle in x, y spaZe translated to r 2, v r . Figures 6a, 6b, 6c are a 
series of phase-energy plots of the bunch as it progresses down the 
machine. Figure 7a, finally, is the summary plot, showing the rms 
radius and phase deviation from synchronous of the bunch, radius and 
phase of a particular particle, and the total number of surviving protons, 
all as a function of section number. Especially interesting here is the 
rms radius, which should be compared with Figs. 7b, 7c, which show 

10the same for 0 and quad rotation, respectively. See also Fig. 8, 
which is the summary graph for doublets with 10 quad rotations. 

The effects of the other kinds of errors which we have studied (and 
are enumerated and discussed in reference 1) can be summarized by say
ing that no obviously impossible tolerances are imposed by beam dynamical 
requirements on the geometrical and electromagnetic parameters which 
we have varied. For example, sectionwise rf amplitude and phase toler
ances are of the order of 20/0 and 20 

• Tank axes can be a millimeter out 
of alignment (for 2 cm radius aperture), while the allowable spread in 
indiviudal quadrupole field gradients is about 10/0. Bench alignment toler
ances for the triplet lens systems are a few mils; we have not yet 
determined them for doublets. 

-�LAPOSTOLLE: You mentioned the possibility of debunching the beam 
in the last sections, especially when you use your machine for a slightly 
lower energy. I think that for some experiments it might be interesting 
not to debunch but to use an rf structure, very short bunches. Would it 
be possible to keep the rf structure even at a lower energy. -�VISSCHER: Yes, well it depends on what energy you want. It is not� 
possibl~ to get the rf structure out if we let it drift all the way from,� 
let's say, 300 MeV, because then the energy spread in the bunch will itself be sufficient to debunch, I think.� 

WALKINSHAW: You could keep your rf on and change the respective� -�phasing along the tanks if you recalibrate your phasing. 

LAPOSTOLLE: That was my original question. -�
VISSCHER: Yes, but it wouldn't be something simple like just turning 
off the rf. -�

-�



-�
-�
-�

-

-

-

- Fig. 4: 

291� 

IICT.OIl IIUIIIU 

Summary graph :for triplet system. Particles are rejected :for 
excessively large radius every 10 sections; the r.m.s. phase 
goes off scale because protons are lost :from the phase bucket 
without blowing up radially. The "reference particle" is aJ.
ways that proton whose initial phase is smallest among the sur
viving particles. Quad displacement error for this run was 
1 DUD. 
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TENG: It would be possible only if the sections were short enough. 

VISSCHER: Maybe it wouldn't be possible because the section length 
and the cell length wouldn't at all correspond with the beta of the particle 
that is drifting through. 

WALKINSHAW: I don't think that matters. 

TENG: Well it doesn't matter if it is short enough, but are they? 

VISSCHER: In order for an accelerator section to be of any use in retain
ing the bunch structure, the number of cells in the section has to be less 
than about 

N < X ( l- 1) (J( + 1)� 
4 tsy ,� 

where liy is the difference (mass units) between the synchronous energy 
and the beam energy. Thus, for example, in order to use a 700 MeV 
section to retain rf structure in a 600 MeV beam, the section length 
would be limited to 27 cells. (Otherwise the phase change of the beam 
within the section will exceed 180

0 
.) For an energy difference of 300 MeV, 

say, this restriction becomes impossibly stringent. The beam could be 
coasted out with a bunched structure by inserting special rf bunchers 
between sections, but I don't think the accelerating sections themselves 
could be used for this prupose. 

WALKINSHAW: Could you give a figure for the growth in transverse 
phase space area (with misalignment errors) relative to the phase space 
area of the synchronous particle? That is the increase in the transverse 
phase space area when errors are introduced. 

VISSCHER: We have not yet made extensive studies of the transverse 
motions in three dimensions, but from those we have done combined 
with some extrapolations from the two-:dimensional runs, I would expect 
the transverse phase space area of the beam to increase by less than a 
factor of two from 200 to 800 MeV with reasonable errors in quad align
ment and rotation and sec tion tilt. 

REFERENCES 

1.� Informal report, "A Numerical Study of Radial and Phase Stability in 
a High-Energy Proton Linear Accelerator," Los Alamos, 30 April 
1.964. 
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CONSTANT PHASE VELOCITY ACCELERA TION 
SECTIONS IN A PROTON LINAC* 

J. Parain 
Centre D'Etudes Nucleaires De Saclay 

For an accelerator with constant phase velocity acceleration 
sections, it is not possible to define a synchronous particle. One can 
however define a reference particle such that the motion of all particles 
might be related to this reference particle (1). 

1 - Motion in one acceleration section 

The equations of the motion in one acceleration section are: 

dE 
= e e sin~ds 

dee 
ds 

where s is the direction of the motion, E the energy, ! the electric 
field, e:p the phase with respect to the accelerating field, ).. the wave
length, /3 the relative velocity and /3 r the phase velocity of the 
accelerating field in the section. 

By writing E - E r = ~ E, the hamiltonian of the motion may be 
written 

H = e { cos q> 

Eo is the rest energy of the particle. 

* This work was started at the CERN.. 
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-
A new variable energy may be defined by: 

-
e 

3J 1/2W = with A o = -k 

The trajectories in the (W, cP ) space will be the curves having for� 
equation� -

+ = ct 

The length of an acceleration section is 

1L = ± 

-
sin ~_ 

with n k 2 = ~ 2 + sin2 ~, sino<.. = --k---=2~o = ( ) 

This equation may be solved by introducing the F( ct, k) elliptic integral of first� 
kind. If f/J =.0. 0 L, one gets� -

-
2 - The reference particle -

The reference particle has for velocity the phase velocity in the 
middle of the section. At the beginning of the section, the initial conditions . for this reference particle are ( cP r' - Wr)' the final conditions will be 
( CPr' + Wr ). W . will then increase by 2 Wr . . From W, q:> diagram, 
two points may have this property, one of them will be stable, the other one 
unstable. 

-�



303-
- The phase of the reference particle is variable all the way through 

the section; in the middle of the section, the phase will have its maximum 
value fJ m , 

1/2
with sin <Pm = [ sin2 CPr + ( ~r )2 ]

2 2 

One can compute the length of the acceleration section corresponding 
to the motion of the reference particle. 

0=2 

Figure No. 1 gives the curve f/J = ct in the ( W, cP ) space. If the length 
of the section is small, the phase does not vary much, and the motion will 
be the same as in an accelerator with a synchronous particle, CPr ~ t:P . s 

3 - Efficiency 

For the reference particle, the energy increased in a section will 
be 

2 !::::J.E = 
e 

If L is the length of the section, and ~ the electric field, the 
efficiency of the section may be written as 

2 6E 
e7] = 

~L 

Using reduced va.riables 2 Wr� 
f/J� 
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Figure No. 2 gives the curves TJ::: ct in the (W, ep ) space. 
For each value of 0, a maximum value of efficiency may be found 
such that 

::: 2 (Wr)max 
T'J max o 

for smaller values of 0 , 7J max ::: 1, for 0 ::: 2, "7 max::: 0.99 
but 'TJ max decreases rapidly for 0 > 2 . 

4 - Motion of a particle around the reference particle 

Let us now consider a particle with initial conditions ( ep 1, WI). 
Since this particle will travel the same length in the linac, one may compute 
the conditions at the end of the section. 

F ( 0( 2, k) ::: 2 F(~ , k) - F( 'tX I, k) - C/J 

2 

<P. 
I 

. 2 q?
with sin O<i ::: sin 2 and k 2 

- SIn 1 + ( Wi ) 2 
k 2 2 

This expression gives <P2 and W2 ' that is the position of the particle 
at the end of the section. When entering the next acceleration section, 
the particle has the same phase, but the phase velocity of t he new section 
is different, so that 

The j indices are for the conditions in the jth section. In all of this, no 
consideration has been given to the adiabatic evolution.-
5 - Stability Area 

If one computes the position of one particle at the end of each section 
by using the relation in Section 4, one can find that the consecutive 
positions of the particle are plotted on a curve in the (W, cp ) space. 
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For a small 0, one finds the curve of limit stability that is well 
known for an accelerator with synchronous particle. For greatEr 0, but 
ostill smaller than two, the curves have the same shape, the limit 
stability curves still go through the llnstabk point. Figure No. 1 shows 
the stability area for two values of 0. 

For 0 greater than two, that is for 8, number of synchrotron 
oscillations per section 11::: 0/2 7T' of the order of O. 3 the motion 
is more complicated. For small ampUtudes, the consecutive positions 
of the particle do not shape an ellipse centered on the stable point anymore. 
For larger amplitudes, the particle may become unstable after a few runs 
around the stable point. This ca.se has not been thoroughly stUdied, since 
it is out of the limits of application. 

The curves in Figure No. 3 give the s::~rface of the limit stability 
curves versus 0 for different values of cPr' For 0 smaller than two, 
it can be seen that the surface is the same as in accelerator with a 
synchronous particle the phase of which being such that 'rJ ::: sin CP s' 
For 0 greater than two, the surfaces are smaller than it could be found 
from this approximation. 

6 - Application 

We shall now study a 200 MeV beam in a proton linac. For parameters 
defined in reference (2) that is e- '" 2x106 Vim, ~:= 0.75 m and an 
acceleration section length of 6 m, one finds (/) '" 1. 4. One still has to 
make ~hoice of a reference phase such that an the particles might be 
contained inside the stability area. The 200 MeV beam has, in the 
( 6E, ep ) phase space, an area of 75. 6)(10 3 . rd. In order to get a 
simpler image, one might admit that the adapted beam is a circle in 
the (W, ep) space, in that case 

A o S( 6E, 6<:(J ) Hence fj, c(J ~ O. 1 rd. 
/).W 

The Figure No. 1 gives the cross section of the hearn. For cP r :::; 60°, 
the stability limit area is still 10 times gres.tf;r than the beam area. This 
might be necessary to take care of pha.se ard amplitu.de errors of electric 
field. The value of (/) decreases for increasing energies, it is then possible 
either to keep constant the length of the sectloY'. and to increase the 
efficiency or to increase the section length by increasing the number of 
identical sections, for example. The following table gives the length Land 
its corresponding value of 0, as a funct.ion of energy. 
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These lengths still fit the quadrupole doublet radial focusing require
ments. One might think of starting with a 50 MeV beam and 3 m long 
sections, e being 2 106 Vim and e = 1. 5 m, 0 would then still be 
= 1. 5. 

7 - Conclusion 

It is possible to use constant phase velocity acceleration sections in ..,; 
a linac if the number of synchrotron oscillations per section is smaller than 
0.3. With this condition, it is possible to obtain a large enough area of 
stability and an efficiency of about O. 9 for a proton linac of energy between 
200 MeV and 3 BeV. 

-
-
-
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FOCUSING OF AN ALVAREZ LINAC BY USE OF MAGNETIC-
QUADRUPOLES ORIENTED AT 450 

D. T. Tran� 
CSF - Compagnie g~n~rale de t~lJgraphie Sans Fil� 
Centre De Physique Electronique Et Corpusculaire� 

Domaine de Corbeville ORSAY (S. &. O. )� 

(Presented by M. GO' Guilbaud) 

Introduction 

Strong focusing as used currently in Proton Linacs is made by quadru
poles in the N. S. N. S. or N. N. S. S.tarrangement. 

According to some authors (1), (2), (3), the acceptance of the system 
can be increased if the axis of the successive quadrupoles are oriented 
some angle, different from 900 • We have tried to analyze the situation 
when successive quadrupoles are at a 45° angle one from next. 

We have taken thequadrupoles to be thin lenses, and assumed that 
the rf. defocusing is also that of a cylindric2.l thin lens, located at the 
middle of the gap. 

Stability 

Fig. 1 shows the equivalent mesh, starting at the middle of an R. F. 
gap. d and 2g are the respective convergence and divergence of the quadru
poles andrf. gap. R represents the rotation of the lens. 

(1) Krienen, F. CERN - se. 57-28 (1957). 

(2) Morpurgo, M. C.ERN - SC. 141 Bis (1957). 

(3) Septier, A. Advances in Electronics and Electron Physics. 
Academic Press - Vol. XIV - 1961. 



310� 

The transfer matrix of vector 

-�

-�
( 1) v ~ {~,

Iy' -�
is, for a diverging lens, 

1 o o o 

o 1 o o -�( 2) [d] = = 
d 0 1 o -�o -d o 1 

where -�
(3) D = d TT , where 

For an accelerating gap: 

1 o o o ~] [0] 
o 1 o o 

= = 

2g o 1 o 2G -�
o +2g o 1 

where 
G = g 

since the rf is defocusing both in the x and y directions. 

-�
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The zero field gap is represented by 

... 
1 0 J.. 0 

[ 1] L 
0 1 0 1. -

( 5) [; ] = = 
0 0 1 0 

[ 1 ] [0] 
0 0 0 1 

where -
0 -

( 6) L = = C :)
0 ..Q. 

if half a cell length is taken as the unit length. -
The rotation comes to: 

cos ()( since. 0 0� 

-sinO( cosec. 0 0� -
( 7) R = 

0 0 coso<. sin ex. -
0 0 -sinaL COSeL� 

In our case� 

1 1 0 0 
1 0 0 

( 8) R = 1 
0 0 1 1fi 
0 0 -1 1 

-�
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.... we write this 

.,ji 
( 9) R = 

[0] ,fi'-' 
where 

(10) ,Ji = 1- c: :)�
,fi 

Let us note that 

If A' and A Ii are the transfer matric<es of the mesh halves, the 
matrix is 

where 

A' = /I1] [OJy[l] [l~~J [0])([1] [11\([1] [OJ)(O'] [l~([lJ [6J\-
-

\0 [1]l\[0} [lj\n [lJ· \r9] [1J} :2G [1] \cO] [1Y -D [l]} 

(12) 

(Ji 
[0 ] 

-- A i I is obtained from A I by changing the sign of d. 

This notation allows us to- multiply 4 x 4 matrices as if they were 
2 x 2. 
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Let us note also that since matrices ~ [ 1 J and G are 
commutative, we can write, 

(13) A' (90°) = A' (0°). • .JJ 
(14) A (90°) = A" (Oo)~. -/3.. A 1(0°). • ,jJ. 

So, 

( a 2 - b 2 + c 8 ) [ 1 ] 2 c ( a [ 1] +b1r) 

(15) A (0°) = 

2 8 ( a [1] - b 1T ) ( a 2 - b2 + c 8 

I 
( a 2 + c 8 ) J - b2 

[ 1J - ab 7T + ab 1rJ I c(2a J +b(7T + 7T J) ) 
I 
I 

____ __I 

(16) =A(T-) 
~ 

8(2a J -b (7T' +7T J) (a2 + c 8) J - b2 [1] - ,ab 71" + ab 7T J 

\

If 

x 

(17) v = X' 

y 

y' 

-�

-�

-�
..� 

..� 
-�
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we can write matrices: 

a 2 - b 2 + c 8 2 c (a + b) 0 0 

(18) 
2 8 

0 

(a - b) a 2 - b 2 + c8 

0 a2 

0 

- b 2 + c 8 

0 

2 c (a - b) 

-
0 0 2 8 (a + b) a2 - b 2 + c 8 

- b (a + b) b c a (a + b) + c 8 c (2a + b) 

(19) 
- 8b 

- (a (a-b) + cB) 

+ b (a - b) 

- c (2a - b) 

8 (2a - b) 

b (a - b) 

a (a - b) + c 8 

- b c 

- 8 (2a + b) - [a (a+b) + c 8 ] 8b - b (a + b) 

-
where 

(20) 

a 

b 

c 

8 

= 

= 

= 

= 

1 + 8g - 2 d 2 + 8 g2 - 4 d 2 g - 2 g2 d 2 

2 d (g + 1) 

4 + 8 g - 2 d 2 - 2g d2 

4g + 12 g2 _ 2 d 2 - 6 g d 2 + 8 g3 - 3 g2 d 2 - 2 g3 d 2 . 
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In the classical focusing arrangement, 
uncoupled, and have the same trace: 

(20 bis) Tx = Ty = 2 (a2 - b 2 + c 8 

x and y. motions are 

(21) 

And the stability condition is: 

I 2 (a2 - b2) - 1 I < 1 

(22) 

In our case, the characteristic equation is: 

~(AI- = 0 ... 

(23» 

And this give s 

..4 + 4 b 2 ( )..3 + ).. ) + [ 4 (2 a 2 - b2)2-16a2 + 2] ).. 2 + 1 = O. 

It is a 4th degree reciprocal equation, the roots of which are two 
inverse groups: 

(24) A1 ' 
A- 1 A2 ' 

-1 
1 A2 

.. 

(25) 

If we write: 

)..1 = ifL1e 

A2 = ifL2 e 

we get 

(26) 
Cos 

Cos 

P-l 

f12 

= 

= 

- b 2 + 2 

- b2 - 2 

"j a 2 (l + b 2 

,j a 2 (1 + b 2 

- a 2 ) 

- a 2) 

.. 
-

-
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The stability conditions write then: 

(27) 
o 

< 

Relations (21) and (27) allow to draw the curves of fig. 2. The 
stabilit;y region of classical case is between curves 1 and 2, whereas 
for our case, it is between 1 and 4. It is much narrower. 

From the point of view of stability, our arrangement is dis
advantageous. 

Acceptance 

Let us consider the case when the four eigen-values A k are 
different (in the classical case, they make two identical couples). 

Let 

x·1 

(28) -Vi = 

y.
1 

yr.
1 

be the ith eigen-vector. 

A trajectory can be expressed as 

X 

-(29) v = X' i ::: 1, 2,3, 4 

y 

y' 



..� 
are the classical Wronskians. and 

0 -1 0 0 
~ 

(32) S = 1 

0 

0 

0 

0 

0 

0 

-1 -
0 0 1 0 -

this yields 

.., .,- IIII/J* "" "" x = A 1 X 1 +A 1 Xi + A 3 X3 + A3 X3 

(33) 

..- ....,- ;;::~"" 
Y = A1 Y1 + Ai Y 1 + A3 Y 3 + AS Y3 -�
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or 

- Ix I max :: 2 Max ( IAll 1 XII + IA 3 I IX 31 ) 

-
(34) 

Iy I max :: 2 Max ( I A 1 I I y 11 + IA 3 1 Iy 31 ) 

The eigen-values Xi and Y i are determined as follows: let 

- xl , x2 ' x3, x4' and Yl ' Y2 ' Y3' Y4 be four different particular 
solutions, which can be determined from adequate initial conditions 
and by using the matrix of mesh a (8.J.j) • 

We can write: 

-
X· :: L Uij x.1 J,:,.. j 

(35) 

IXI. :: CT' • x!.
1 1J J 

j 

v. :: 
"'1 0" ii Y'I 

< Jj 

yr. :: (j • . V~· 
1 

j 
1J v JL 

- Which yields, if 

:: 1 

x'lO :: 0 x'20 :: 1 x730 ::': 0 x'40 c:: 0 

YIO - 0 Y20::: 0 Y30 :;; 1 Y40 :: 0 

y'10 o y'20 :: 0 y' 30 ::: 0 
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and since 

four homogeneous equations: 

(36) = 0 i = 1, 2, 3, 4. 

This gives the characteristic equation (23) and coefficients OJ.j. 
So, from (34), we can determine the maximum amplitude of a trajectory 
corresponding to given initial conditions. Inversely, since the problem is 
linear, one can determine,at each point of the mesh, the bounding surface 
of initial conditions which yields trajectories which do not deviate from. the 
axis by more than the hole radius. The volume bounded by this hyper
surface is the system acceptance. According to Liouville I s theorem, this 
volume deforms but is- of a constant value. As the motion is Hamiltonian, 
and, due to the symmetry of the system, this volume is an hypereEipsoid. 

Results 

We shall consider points A, B, C, and D on fig. 2. A, B, Care 
stable both in theclassicaJ. arrangement and in our arrangement. D is sta
ble only in the classical one. D is close to the line of maximum acceptance 
of the classical system, A is close to the line of maximum acceptance of ours. 

To make the comparison, we have drawn the intersection of the hyper
volume with the phase planes ( x, x' ) and ( y, yl ). These are ellipses 
(fig. 3, 4, 5, 6, 7, 8), the area of which is the acceptance of the system in 
sa.id phase plane. We have chosen that the particles do not deviate from the 
axis by more than 10 mm. 
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From (19), one obtains, for the classical case: 

- f3 = 2c (a + b) = c (a + b) 

Sinp. 

Since we have chosen that the mesh starts where {:J is maximum, 

Ac = = _2_7r_a~~_0_(_a_2_-_b_2)_....!~ - (a2 - b 2 [ 

L c (a + b) 

- In the table, we compare results obtained, by use of an IBM 7090 
computer of Saclay, for a classical arrangement Ac9 and the helicoidal 
arrangement AH • 

- Point A Point B Point C Point D 

Energie: 3. 5 MeV Energie: 0.9 MeV Energie: O. 750 MeV Energie: 2 MeV 

d ::; O. 1750 d = O. 2250 d =: 0, 2750 d ::: O. 2880 

g ::: 0.0125 g ::: O. 0250 g=O,0375 g:::0.0175 

- A = 59 7r 10- 6rad m 

_ (,:e.). These results correspond to an electric field of 1. 75 MV / m, and a synchronous phase 
of - 300 • 

c 



-�326 

To make a better comparison, we should evaluate, in both cases, the 
volume of the hyperellipsoid. In the classical case, where the x and y 
motions are uncoupled, it is equal to the product of the acceptances in the 
two principal planes ( x, x' ) and ( y, y' ), whereas in the case of any 
orthogonal sections, this volume is the upper limit of the products of the 
acceptances for any two planes. This means that the acceptances listed 
in Table I are lower than the acceptance of the system. 

Conclusion 

It can be seen that the proposed system leads to an acceptance gain of 
2. 4 for a quadrupole strength reduced by 1. 6. fig. 2. 

If one were to operate at the same points of -Ll}e diagram in the two 
ca.ses, the acceptance gain wou.ld be 6 at point A, 2. 2 at point Band 1, 55 at 
point C. This could be expected since A, Band Care relatively closer to the 
stability limit in the classifical arrangement than in the helicoidal one. 

The disadvantage of the proposed helicoidal system is the reduced 
stal::.·iility region. To make a thorough evaluation, account should be taken of 
the phase oscillations. Fig. 2 shows a rough evaluation of the effect of 
these phase oscillations. It is smaller for higher energies. 

BLEWETT: It seemed to me that this 45
0 

rotation is just a step in the 
direction of a continuous rotation which could be solvable analytically. 
Have you looked at that? 

GUILBAUD: We have looked; we have wondered about taking other angles 
and we were afraid of the complication of it, but there might be a con
tinuous analytical formulation of the problem. 

SYMON: Kerst has looked at something like this where you have a con
tinuous twist in connection with the design of a probe for plasmas. One 
interesting thing, if you have continuous twist, is that you no longer have 
alternating gradient equations but you· can transform to a twisting co
ordinate system a.11.d reduce the equations to equations with consta..'1.t co
efficients. 

GUILBAUD: That's interesting; has that work been published? 

SYMON: I don't think so as yet, but it probably will be. 

WALKINSHAW: John Bell did a similar transformation many years ago. 
That was published. It had exact1.y the same equations. 
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TENG: When you compare the acceptances, are you comparing the 
acceptances for the classical case and this case at the same point? 

- GUILBAUD: Yes, at the entrance. 

TENG: The point A, for instance, is rather close to the edge of the 
stability band for the classical case. I am wondering if you move the 
point A to the middle of the classical stability band, how will they 

- compare? 

LAPOSTOLLE: You cannot go into the middle of the classical band 
because here it is unstable. 

TENG: It's unstable for this case but not for the classical case. 

GUILBAUD: No, the acceptance was computed in both cases for the 
same point. But on Fig. 7 we can compare points A and D. D is in 
the middl~60f the classical case, and then for 2 MeV the acceptance was 
140 .". 10 radian meters, and A for 3.5 MeV was 59 in the classical 
case. Now in our case, it was 350, so you see it is still better than D, 

- but only by a factor of 2.2 but for weaker quadrupole strengths. 

LAPOSTOLLE: Well, I might add something. I think that all these 
figures of acceptance are lower values in fact, since the product of 
any two normal cross sections is always lower than the hypervolume. 

_. 
GLUCKSTERN: Is the classical case to which you compared a north
south north-south or a north-north south-south? 

,.... GUILBAUD: North-north south-,south. 

LAPOSTOLLE: Let me say that in pririciple, what you gain in acceptance, 
you may have to pay for by tighter tolerances. 

-�
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-
APPLICATION OF CALCULATED FIELDS TO THE� 

STUDY OF PARTICLE DYNAMICS� -
D. A. Swenson 

Midwestern. Universities Research Association -
We have used a computer program by the name of PARMILA to 

study certain aspects of the phase and radial motion of particles in linear 
accelerators. Until recently, we have used expressions for the transit 
time factor and the radial impulse at the gap, which were derived from 
the simplest approximation of the field in the gap, that is, a field which 
is uniform across the geometrical length of the gap, and zero in the drift 
tube bore. -

We have a great deal of information available to us on the actual 
distribution of fields in the entire linac cell in the form of output from our MESSYMESH program. Ii is possible to reduce these calculated field 
distributions to a few coefficients which reflect more precisely the effect 
of these fields on the particle motion. 

I should say that this work was done primarily by Fred Mills and 
Don Young at a time when I was absent from the laboratory. More recently, 
I have gone over this work, and I have incorporated it into the PARMILA 
program. -Let £ (r, z, t) be the electric field vector at radius r, longitudinal 
position z, and time t. The fields through which the particles travel, 
that is the fields near the axis of the linac, can be expressed in terms of -the axial component of the electric field on the axis, (" (0, z, t). At this 
point we take the time dependence to be sinusoidal and *e define E z (z) 
so that 

Cz (0, z, t) :::; E z (z) cos (w t + f/J) • .. 
U is instructive to compare the actual field distribution E (z) withz 

the simple uniform distributions of field. Figures 1, 2, 3, and 4 facilitate 
this comparison for typicallinac geometries at 50, 100, 150, and 200 
MeV. Both curves in each figure are scaled so that 

~ [L E(z) ctz is unity.z -
Maxwell's equation, in gaussian units, for cylindrical coordinates 

in a charge-free space, with the further Y"estriction that Br :::; B z :::; E g :::; a t -
yield the following set of nontrivial equations. 

-�
-�
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-
r 

= 
OE z 

oz Or 

0 OEz 
- (r E ) + -

Or r Oz 

-

== 

1 OBe 
--
c at 

0 

(1) 

(2) 

-

r 

1 

OBe == .!. 0 E r 

oz c dt 
0 (r B g ) 1 OEz 

== 
arC at 

(3) 

(4) -
We now assume that we know the fields on the axis of the linac ..

[i. e., t.z (0, z, til , and we attempt to get a satisfactory expression for� 
the fields off the axis in terms of €'z (0, z, t). We employ an iterative� 
procedure to get the nth order field in terms of the n - 1st order solu ...� 
tion. This procedure yields the following expressions for ~z (r, z, t),� 
€or (r, z, t) and Be (r, z, t). ... 
e. (r, z, t) == 
z -

1 (5)-2 
c 

4 + terms in r and higher 

Oc... (0, z, t) 
~ (r z t) == _!:. _---"'z'-- _ + 
~ " 2 

1 02 c'z (0, z, t) ) -
2 

c (31
2 

(6 ) 

5+ terms in r and higher 

a (., (0, z, t)
r z 

:;Be (r,z,t) -
2 c at 
r 3 0 ( d 2 !'z (0, z, t) 1 02 £. z (0, z, t) 

Oz2 c ot2 
(7)

216 c at ) 
... 

5+ terms in r and higher. 

-
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-
We now proceed to use these fields to evaluate the energy gain and 

the radial impulse imparted to a particle on traversing a particular linac 
cell. 

-
-

The energy gain 6E is 

6E = f "{;.
path 

-ds = f (£.z
path 

dz + t,r dr) 

-
which can be written, with the fields above, as 

f (0 2 ~L ~: ~ z, t)6E £, (0, z, t) dz -
r 2 

= z 4 

1 i)2 £Z (0, z, t) ) 

dz - f~ 
o€.. (O~ z, t) 

z 
- c 2 

ot 
2 Oz 

dr . (8 ) 

,... 
Before evaluating these integrals, we make a few definitions. We 

define the cavity length L and the average axial electric field Eo by 

( 
)cell 

dz = L 

-

and 

f E z (z) dz - Eo L . 

We define the origin of z by requiring 

f E z (z) sin 
2 7T' 

L 
Z 

dz '" O. 

- We define the transit time T by the relation 

f E z (z) cos 
2 7T'

L 
Z 

dz = Eo L T 

-
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and we define an S factor by 

-
2Jz E z (z) sin 2 Zz dz - Eo L S. 

-
I will outline the evaluation of the first integral on the right-hand 

side of Eq. (8) to illuminate the meaning of the terms 0( and S. -
J~ JE ..(0, z, t) dz = (z) cos (w t + f/J) dzz 

z 1 1
where t = V. Let V = V (l + ex.), where V s is the velocity of the -
synchronous particle. No~ing that wt == 2 ~ z (l + ex), we write 

27T'Z 27T' ZQ( 
!'z (0, z, t) dz =: E (z) cos ( L + f/J + L ) dzzJ J 

( 2 ." Z rio) 2 7T' z ex. (2 ." z rio 2 7T' Z 0( ] (z) [cos L + YJ cos· L - sin L + YJ) sin L dz 

.. 
2."z rlt 27Tz 

(z) [ (cos L cos YJ - sin L sin f/J) 

2 1r z<X 
(sin 2: z cos f/J -+ cos 2 ~ z sin f/J)] dz 

L 

2'" z 0<. 2 ..". zoe = 2 ." zOt 
where we have let cos L ::; 1 and sin 

L L 

For a symmetric gap where E z (z) is an even function of z, two of the -
four terms in the latter expression integrate to zero, and we are left with 

-f C- (0, z, t) dz = Eo L (T - 27T ol: S) cos f/J • 
z .. 

The factor (T - 2." Q( S) can be interpreted as a transit time factor for 
particles whose velocity is different from tre synchronous velocity (1. e. , 
for eX :f 0). -

When we evaluate the other two integrals on the right-hand side of 
Eq. (8), the expression for the energy gain for one linac cell is 

-�
-�
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7T 2 

r
2 

l::.E = Eo L { (1 + -A"""'"2-rJ-=-"r--2 ) (T - 2 ." ex S) cos f/J 

- rr'." 
T sin f/J} • (9) 

- {3'A 

To evaluate the radial impulse imparted to the particle on crossing 
a gap, we write-

v Be 
) dt . (10) 

path path 
~Pr =[ IF;. I dt = f e ( ~r c 

Using the expression for the fields given in Eqs. (6) and (7). and eliminat
ing third and higher orders in the variable r, we find the expression for 
~_rr to be 

-
6r' = r sin f/J (T - 2 ." 01. S) (11) 

-
where I::J.r' 

It is of interest now to compared the factor T a - 2." (X Sa with the 
transit time function for a uniform field distribution. The analytic ex
pression for the transit time factor for uniform field distribution per
turbed by a bore hole of radius "all. 

7TO (\~7T Z)� 
T 

sin 7K 
10 

s 
= 

"ITO 10 

u 

{3'A (~r:t) 

can be expressed as 

- (Tu - 2 ."cx Su) 10 
(12)(2If: ~. ) 

- where 

-
-
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-�
wG

sin ~ 

1T = 
u 1fG 

L 
I (21f a 

) 
o Ds L -

and 

7YG 
sin 

1 L 1fG - cos1fG L 
L -

and Of. has the same meaning as above. -
First of all, w~ note that the radial dependence of Eq. (12) is the 

same as that of the first term in Eq. (9). Secondly, it is of interest to 
compare the T a and Sa obtained from the actual field distribution with 
the T u and Su derived from the uniform field distribution. A com
parison is given in the Table I for some t;ypical linac geometries ranging 
in energy from 2 to 200 MeV. 

TABLE I -
MESSYMESH Energy L G A T a Sa T u Su 
Run Number (MeV) cm cm em -
25003 2. 16 10 2.5 1 O. 7354 0.0727 0.8198 0.0280 
30243 18.21 29 10 1 0.7726 0.0663 0.8066 0.0546 
30421 49.80 47 16 1.5 0.7775 0.0655 0.8126 0.0535 
30428 97.73 64 25 1.5 0.7101 0.0839 0.7641 0.068.2 
30430 148.05 76 33 2 0.6262 O. 1055 0.7139 0.0811 
30452 195.41 84 39 2 0.5636 O. 1183 0.6786 0.0902 

From the Table I, one can see that the T a is from 5 to 16% lower 
than T u' and that Sa is 20 to 30% higher than Su with exception of the 
2 MeV results in which Sa is 1500/0 higher than Suo The actual field dis ... 
tributions, shown in Figs. 1 through 4, were obtained from the last four 
MESSYMESH runs presented in Table 1. -I have made some exploratory runs to determine the transverse 
acceptance and the phase acceptance for an eight-tank 200 MeV linac. A 
brief description of the linac is given in. Table II. It is described in more detail in MURA Technical Note 472 by Young and Austin. The results of 

-�
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-these investigations, which I think are self-explanatory, are shown in 
Figs. 5, 6, 7, and 8. -TABLE II 

Tank No. 1 2 3 4 5 6 7 8 -
Energy (MeV) 15 46 75 102 128 153 177 200 
Eo (MeV 1m) 2.0 2.8 2.8 2. 7 2.6 2.5 2.4 2. 3 -
Length (m) 9.4 14.8 14.4 15.4 16.3 17. 1 17.6 18.5 
Power Actual 2.25 4.95 4.92 4.82 4. 96 4.96 4.95 4.79 

(MW) -
Total Length 123.5 m� 
Total Power 36.6 MW� -

WALKINSHAW: If you ignore the change in velocity of th2 particle across ... a gap and do the analysis as you have done, then you can show that the cor�
rect formula is Eo L times that next term in the brackets 10 of some� 
factor of r, then the transit time factor and then cos f/J. I don't under�
stand where the term in 0( S comes in unless you are assuming that the 
particle velocity was changing as it crossed the gap.� 

SWENSON: The factor (T - 2 ." ot S) is effectively a transit time factor� 
for particles of energy E near the synchronous energy E s ' T is the� 
transit time factor for the synchronous particle. The parameter 0( is� 
defined in the text, but is a function of (E - E s )' do. is zero for E = E s .� 

MILLS: Let me make some comments about this work. About four years� 
ago when we became interested in linacs we began looking mostly for 
means for computational studies. Our starting point was the report by� 
Panofsky published in 1953. You can see that these formulae are ex�
tensions of those in his report. 
WALKINSHAW: There is in fact a paradox in some of his formulas.� -
MILLS: Your specific question about the second term can be answered 
the following way: In Panofsky's work, only the part of the fields that 
are traveling with the particle are included. This work includes all the 
other harmonics in the gap also. About two years ago, Phil Morton began 
his more complete treatment of the problem which many of you have seen. 

WALKINSHAW: I think you will find that Panofsky now would accept that 
this formula is wrong. 

...� 
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MILLS: I am not sure which one you mean. -WALKINSHAW: Well, I think that in calculating his transit time factor 
he put in a term which was dependent on the velocity. This is probably 
all right when you consider one gap, but when you change this into a dif -ferential equation, and consider the phase oscillations of the particle, 
you find that the phase damping is different from that in a harmonic 
traveling wave case. This is very curious because you are saying that -the harmonic terms are causing some kind of extra phase damping. We 
wondered once if this was caused by some curious alternating gradient. 
Then we carried out the gap approximations, and discovered that there 
are indeed other second-order terms which cancel out the first one, and 
you come back to the simple approximation. -MILLS: The primary motivation here is the investigation of coupling 
between the axial and transverse motions. This is only intended to be 
an expansion in the next leading terms. There is another separate 
question which I think is related to what you said and that was the follow
ing: How adiabatic is the motion? This is a question which was investi
gated separately by Young and reported in 1961. Indeed the phase motion -
is not adiabatic in the low energy part of the linac. 

WALKINSHAW: I think that the correct answer is the one that you get 
when you take the harmonic component only. We are quite sure of this. 
We spent a long time on this and corresponded with Panofsky. He agreed 
that there was this curious effect. It is quite complicated. What Panofsky 
was doing here was to integrate across one gap. You have to change this 
into the differential equation. If you do this by matrix techniques keeping 
in all higher order terms, including velocity variation, you find the modifica
tion to all the terms will cancel exactly the term you have on the board. 
The explanation that you are tempted to look for is that the higher har
monies, in some curious way, are causing some coherent effect on the -
linac. This is what started us off; we couldn't really see why this should 
be so. I think you will find that if you do this properly the harmonic term 
will in fact give you as accurate an answer as you want. 
MILLS: I believe this is done properly in Morton's thesis. I did check .. 
to see the nature of the next order term and in fact when one totals up all 
the harmonics, just those present in this term are there. 

OHNUMA: What kind of yand f3 do you use? The if and f3 are changing 
continuously across the gap. 

SWENSON: We neglect the change of velocity across the gap and use for 
"Ii and /3 some sort of mean value. 

..� 
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OHNUMA: Another question. As I mentioned when I talked, this kind of 
effect or this kind of calculation might be important when energy is, say, 
below 50 MeV. But then I seriously doubt, aside from the academic ques
tion, in a practical design what the real importance of this kind of calcula
tion would be. This is a point which is not completely clear, because 
there are all kinds of factors coming into the beam dynamics. Unless the 
effect is very serious, I do not see the par-ticular importance in an exact 
point-by-point integration. 

GLUCKSTERN: With regard to the point that Bill Walkinshaw made, 
think there is another motivation for trying to include some velocity 
dependence in the formula. I agree with you in what you say in that, if 
the particle is trapped, then the only thing that can matter is the wave 
component which is traveling with the velocity of the particle. But an 
additional quantity of interest, if particles escape longitudinally, is the 
place where they strike the bore or the irises and cause radioactivity. 
To answer this question, I think one has to worry about the other wave 
components. If a particle escapes from a fish, if it is near the border, 
it will act as if it is stable for quite away. And not until it gets far 
enough away so that all the waves average to zero Ca.l1 you take it as not 
having a change in energy. 

WALKINSHAW: Well, I think if you truly analyze your performance, the 
higher order harmonics are tr'aveling at such a vastly different phase 
velocity from the particle itself that the eff(::,ct averages very quickly. 

GLUCKSTERN: That is as long as the particle is traveling with the bunch. 

WALKINSHAW: Oh, I see. You are .sayin.g you may trap them in some 
of the others. 

GLUCKSTERN: No, I was referring to the fundamental wave component 
only, but for a particle traveling with almost the right velocity. When a 
particle escapes from a bucket, until it gets to a position where it does not 
oscillate very much, I think that the effects of the other waves will have 
to be taken into account. 

WALKINSHAW: (Continuation of earlier discussion.) This paradox is a 
very interesting and amusing one really, because when we saw that the 
phase damping is different from the harmonic traveling wave case, we 
started to look for a physical explanation, and you can find one. The 
reason is this: if you look at the energy gained going across the gap, it 
will depend on the time it takes across the gap. Now if the particle is 
making phase oscillations, this means that it: is taking different times 
during its phase oscillation. Part of the time Ii is going faster across 

I 
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the gap, in which case it gains more energy, and then when it spins 
through half its oscillation, it gains less and you feel that you have 
some kind of integrated effect that could cause an increase in the rate 
of damping. Now that appears to be an explanation, but is the wrong 
explanation. 

SYMON: I do not understand how two different approximations can give 
two different rates of damping because you can calculate the damping 
independently of any approximation just from the fact that the area on an 
energy time plot is rigorously constant independent of any approximations. 
That means that if the formula gives you a value which disagrees with 
that, it must be incorrect. 

WALKINSHAW: I agree. That is where we started. We got two different 
rates of damping according to two approximations and then we tried to 
find out which one is correct and we decided it was the harmonic traveling 
wave approximation. 

SYMON: But you can decide which one is correct by which one gives you 
the correct area in the end? 

WALKINSHAW: Yes, quite so. 

FEATHERSTONE: Regarding Dr. Ohnuma's question as to the value of 
this sort of calculation, I am sort of on the outside here. but looking at 
the figures over there, for lJ. E, the difference between the flat and 
actual case amounts to more than 10%, which for the person who has to 
run these things means more than 20% in rf power. I think this is quite 
significant. 

SWENSON: I believe Dr. Ohnuma questioned the significance of the 
velocity dependent term rather than the term which gives 10% effect 
which you mentioned. That really results from a better calculation of 
the transit time factor based on the actual fields in the gap. 
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BEAM DYNAMICS CALCULATIONS FOR� 
ALVAREZ-TYPE LINEAR ACCELERATORS>:<� 

Marvin Rich� 
Los Alamos Scientific Laboratory, University of California� 

Los Alamos, New Mexico� 

1. Introduction 

Detailed beam dynamics studies for Alvarez-type linear accelerators 
have generally been done on high speed computers using impulse-type ap
proximations to simulate the particle acceleration within a gap or direct 
numerical integrations of the equations of motion. In this summary we 
would like to describe a procedure for st:ldying such beam dynamics which 
retains most of the accuracy of the numerical integration without an exces
sive loss of computational speed as compared to the impulse approxima
tion method. In addition, the results of some calculations for the proposed 
LASL meson factory will be presented. 

Briefly, the procedure which has been used consists of assuming 
that the axial electric field within a gap between drift tubes is spatially 
constant and zero within the drift tubes. (A more general axial field 
could be used but with added complications.) This is as opposed to the 
more usual procedure of using the prLocipal harmonic of the axial field 
within the gap. Using Maxwell: s equations af'.d the axial field form, the 
off-axis electric and magf'.etic fields can be obtained as a power series in 

3the radial coordinate, r. This has besn done through terms in r . In 
addition, one obtains radial ar.d l.ongitudinal impulsive terms which a par
ticle will experience on entE·ring or lea~ing a gap. Using the electro
magnetic fields obtained in this way, an approximate soh;;-tion to the rela
tivistic equations of motior~ for a pal"ticle within a gap has been con
structed. The impulses at the extremities of the gap are, of course, 
easily treated. 

Comparisons of accelerator calculati.ons using the app:':"'oximate 
solutions mentioned above and an accurate numerical integration of the 
particle equations of motion have been made. Agre~me-~!.t to about four 
significant figures in energy and phase (absolute phase, not phase rela
tive to the accelerator design particle) was found after passage of par'~ 

tides through 250 gaps. Similar comparisons using an impulse approxi
mation treatment wlth the same accelerator design were noticeably 
poorer, particularly with respect to the final phase. 

>:<Work performed under the auspices of the U. S. Atomic Energy 
Commission. 
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II. Method of Calculation 

Only an outline of the computational procedure will be given. This 
may be divided into three parts: 

(a) the form for the electromagnetic fields within a gap; 
(b) the approximate solution of the particle equations of motion; 
(c) the beam dynamics code. -
A. The Gap Fields 

For the purpose of the calculation it is assumed that the z-com 
ponent of the electric field has the following spatial form on the axis, 
r = 0: -

E z (0, z) = 0 - L/2 $ z < - g/2 

= EO f (z) - g /2 $ z $ g /2 (1) 

= 0 g/2 < z < L/2 -
where L is the distance between drift tube centers as illustrated in 
Fig. 1 and g is the gap length. The field may be thought of as periodic 
with period L and its time dependence is taken as cos w t. 

Using the knowledge of the E z field at r = 0 and Maxwell's equa
tions, the off-axis fields in the gap may be obtained as a power series 
in r, the first few terms of which give 

." 

E z (r,z,t) = EOF(r,z)cos wt 

E r (r,z,t) = - EO G (r, z) cos w t - g/2 $ z $ g/2 (2) 
Be (r, z, t) = - Eo Q (r, z) sin w t -where 

F (r, z) - f (z) + i r 2 S (z) -
1G (r, z) 
2 r [8(z + g/2) f (z) 8 (z - g /2) f (z) + ~; ] (3) 

+ -.l r3 dS (z) 
16 dz 

-�
Q (r, z) 1 

r w f (z) + ~ r 3 ~ S (z) ...2 ~ 16 c2 
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and 

S (z) ::; - W: f (z) d~ [8(z + g/2) f (z) - 8(z - g/2) f (Z)J 
c-

If the a -functions are treated as slightly smeared a-functions, 
representing the falloff of the fields within the drift tube hole, and it is 
assumed that a particle does not change its position or velocity appre-
ciably over the fall-off region, then these terms merely contribute an 
impulse to a particle on entering and leaving a gap. The approximate 
effect of this impulse is given below in Eq. (7). Neglecting the impulse 
producing terms, the fields within a gap are 

E z = EO f (z) [1 - i ~: r 
2J cos w t -

2df (z) 1 w 3J ,- g/2< z <g/2. (4)::; - EO dz 16 -2- r cos w t 
c 

2 

::; - EO w f (z) [ "21 r - 16 7wB g ~ 1 r 3J sin w t -
In the following, f (z) has been taken equal to unity, giving E ::; 0 with-r ,. in the gap. 

B. Approximate Solution of the Equations of Motion -
In Cartesian coordinates, the relativistic equations of motion for 

a particle moving in an electromagnetic field of the sort given in Eq. (3) 
are -

dUl e xl 
::; --,ffi [Er - V 3 B g]-- dt r 

dU2 e x2 -, m [Er - v3 BgJ (5)dr r 

dU3 e 
=  [ E z + (v1 xl + v 2 x2) Bg/r]dt m 

dx. 
1 ::; ::; ::; (6 ) Ui l "'If v' i 1, 2, 3- dt 1 

where indices 1, 2, and 3 correspond to the x, y, and z directions, 

2respectively, r = ,Jx{ + x; , and r ::; -0 + '1t2! c . From Eqs. (2), 
(3), and (5) it can be shown that the change in ui due to the impulse 
occurring on entering a gap is approximately 
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L) u 1 = - ~ EO f (- g/2) xl (~ -...!- w2 r 2 ) 1. cos w t� 
m 16 u3. 1,l3 -

(1 w 
2 

z)..x cos w t~u2 = e (- g/Z) Xz 2" - 1 u (7)- m EO f 16 -2 r� 
u3 3� -

~u3 = - ~ EO f (- g/Z)~(~ rZw'¥ /u3 sin wt 

1 2 u1 xl + u 2 Xzw 
+ --- r 

c u 3 
Z 

w t)16 Z 
cos 

where the coordinates, u components, and time are those corresponding 
to the arrival at the gap. Similar equations with opposite signs apply on -leaving the gap. 

A relatively accurate approximate solution of the equations of mo -tion across the gap can be obtained by assuming that the components of 
velocity may be written in the form -

vi (t) = vg)+vii)t+f(i) [cos (wt+ ""0) - cos ""oJ 
(8) 

+ g(i) [Sin ( w t + "" 0) - sin"" oJ -
where "" ° is the phase of the cavity field when the particle enters the 
gap and the z -coordinate and time at the beginning of the gap are tClken -
as z = ° and t = 0. Equation (8) is actually part of a more general ansatz 
that can be made for the velocity. The coordinates are then approximately 

xi (t) = xg) + [v ~i) - f(i) cos "" °-g (i) sin "" °] t 
(9) -

+ ~ f(i) [sin (wt+ ""0) - sin "'oJ - ~ g(i) [cos (wt+ 0/0) cos "'oJ. ". 
If the coordinates and velocities given in Eqs. (8) and (9) are inserted 
into Eq. (5) for the ui' using the previously described fields with 
f (z) = 1, the ui can be obtained upon integration. These values of ui -and the relat.ion v.:i- = u i /~1 + liZ / c 2 may then be used to identify the co

efficients v ~l), f(I}, and g(i). When small terms are neglected, one 
obtains -

-�
-�
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v(i) = i = 1, 2, 31 

-� f(l,2)� 

f(3) '" (10)- (1, 2)
g 

(3) 
g 

where 

- / _2 2 
)'0 = 1 / V 1 - v 0 / c , and 

2 
2 

= e cos Wo {( 1 1 w 2 2 ) (i) 1 (3) (i) w , (k) (k)} 
- mEO c 2 "2 - 167 r v 0 - 8" v 0 Xo 7 ~ X o v ok=l 

(2) (') 2 - (i) e ~ 1 (1 1~ 2)a i = 1, 2- - ill EO 2 X o '2 - 16 2 r 0 
c c 

2- (i) e v&3) (i) (1 1 w 2 ) 
b :: mEO 2 vo 2" - 16 -2 r O wee 

2 2 2 2}e sin 'Ito {w ~ (k) (k) (1 1 w 2 ) ~ (k) 
:: - iii EO c 2 "'2 ~1 Xo v 0 - "2 - 16 7 r o ~1 v 0 (11) 

- (3 ) 
a = 0 

2 
b(3) e 1 1 w 2)- = mEOw ( 1 - - -2- r O .

4 c 

- In the limit of pure phase motion one has 

(3 ) 
+~uu3 = EO ~ [Sin ( wt + "" 0) - sino m "" 0] 

(3) 1 
v3 = v +~ EO [ sin (w t + "" 0) - sin 'Ito] (12)o m w 1'3 

0 

_ (3) [(3) e 1, ] e 1 [ ]
x 3 - + - m EO w "103 sm % t ,- mEO w21'5 tOS (wt + '.Jto)- cos 'Po .- X o V o 
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C. The Beam pynamics Code 

The beam dynamics code which has been written using the above 
results is essentially the same as most such codes. However, the 
method for specification of the accelerator geometry is perhaps some
what different from what is usual and should be described. Here, input 
values of stable phases and the giL sequences for each tank are used to 
define an entering and an exiting phase of the'stable particle" in any gap, 
say gap n, by 

'ltin (n) = 'It stable - 7r (g I L)n -�
'ltout (n) = 'It stable + 7T'(g/L)n 

Starting at the end of the (n - 1)th gap with longitudinal velocity 
the length of the (n - 1)th drift tube is taken as -�d 1 = ('iI. (n) - 'fout (n - 1) + 27T' ) • v 11 w . n- In n-

The length of the nth gap and the velocity v n at the end of this gap are obtained from Eq. (12), where the time to be used is t = ('It. (n) - "'0 t(n»/ wIn u 
since the field was assumed to have phase "'in (n) when the particle entered 
the gap and phase 'It out (n) when it left. If E 0 is the energy gain per meter in the tank containing gap n, the constant EO appearing in Eq. (12) 
is -�EO (n) = 2 7T EOI [sin 'It out (n) - sin "'in (n) ] . 

When the geometry of the accelerator has been determined, par
ticles with varying initial energy, phase, and off-axis position and velocity 
can be carried through the structure using Eqs. (8) through (11). The 
time required to cross a gap is first obtained by iterating the z = x3 coordinate equation in the form 

(3) -�
[ sin (wtk + 'ItO) - sin "'0] -gw [cos (wtk + 'lt0)- cos 'ItO]} 

3 -- 1 
X [vb ) - f(3) cos "'0 - g(3) sin 'f 0] 

using an initial guess of to = ('f i - "'out) I w. It has been found that 
two to three iterations are requirgd for four-digit convergence. With 
this time interval, the remaining particle parameters are found by sub·
stitution into the remaining equations. Transit through quadrupole 

-�
-�
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magnets in drift tube sections is accomplished by the standard linear 
approximation. 

The code also contains provisions for studying random errors in 
tank phase, tank or gap field amplitudes, drift tube and quadrupole mis
alignment, and quadrupole field magnitude.-
III. Some Preliminary Results 

Very little has been done as yet with regard to radial motion studies 
using the code described above. However. fairly extensive phase motion 
calculations have been made on a number of accelerator designs. In- these, phase-energy acceptance "fishes" have been obtained with and with
out various types and combinations of ra.'1dom alignment and field errors, 
and output phase and energy spreads have been examin.ed. A few ex- amples of these results are gi ven below for a geometry corresponding 
to the present design of the LASL meson factory. A definite statement 
about the effect of random errors will not be made since error studies for- this geometry with many different sets of random inputs have not been com
pleted. 

- Figure 2 shows a comparison of the phase and energy oscillations 
for a sample particle. using a numerical integration of the equations of 
motion (upper graph) and using Eqs. (12) (lower graph). The oscillatory 
solid lines give the phase motion and the dotted lines the energy devia
tions with respect to the stable particle. In Fig. 3 the acceptance fish 

- for the design in Table I is shown (solid line) along with that when a par
ticular set of random errors, sptcified in Table II, are introduced (dashed 
line). The effects of certain type er:>:'ors, as taI1k-to-tank phase or field 
amplitude errors, have been found to have a more drastic effect on the 
acceptance region tha..D. when they are present as gap-to-gap errors. The 
remaining figures show the maximum phase and energy oscillation ampli
tudes of particles leaving the machine as a fur:.ction of input phase and 
energy with and without the erl~O:':'S of Table II. 

-�
-�
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TABLE I 

Specifications of the Drift Tube Portion of the LASL Linear Accelerator 

Tank Number 1 2 3 4 5 

Initial Energy 
Final Energy 
Stable Phase 

0.75 10.75 
10.75 60.35 
- 26 0 - 26° 

60.35 
102.0 

- 26 0 

102.0 141. 5 
141. 5 176.5 
- 26 0 - 26° 

Energy gain/meter 
(MeV/m) 

giL Range 
Drift Space (meters) 

1.11 1. 65 
. 2-. 3 .19-.33 

0.305 

1. 42 
.35-.42 

0.610 

1. 28 1. 16 
.40-.44 .43-.46 

0.610 0.610 

TABLE II 

Maximum Field and Alignment Errors for the Sample Problem 

Axial Drift Tube Displacement Error + 0.001 m 

Field Error for Drift Tube Gaps 

Tank Field Error 2: 2% 

Tank Phase Error 

-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-
-
-
-
-�
-�
-�
-�
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Figure� 1: Schematic diagram of a drift tube section 
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equation of' motion and using Equations (12). 
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PERFOHMANCE OF THE PS LINAC 

C. S. Taylor 
CERN 

1. INTRODUCTION 

With the exception of a recent increase of peak current to 75
1
mA 

the machine! s characteristics remain much as reported at Dubna. It 
has" however, revealed an appetite for deuterons. 2 

-
-

In these notes we shall mention briefly the minor changes which 
have taken place, describe some of the developments in the duoplasma
tron and short column studies and in instrumentation, and conclude with 
some of the practical aspects of operation. 

II. PHEINJECTOR 

,

1. RF Ion Source 

Reductions in the height of the cathode protection brought increases 
in the source output current, with more than 300 mA observed in the 
laboratory. Further reductions however produced instability. A normal 
working current is 220 mAo 

A miniature Faraday cup was used to scan the beam 30 mm from 
the source outlet and indicated a roughly triangular current density dis
tribution. 

- 2. Focusing and Beam Transport, 

The ma.ximum current observed till now at the earth end of the 
column was 220mA, but only 140 mA reached the input of the first tank. 

The emittan,ce "blow-up" factor of 2 to 3 in the lens and column is 
largely responsible for this loss, and is believed to be due in part to a 
time dependence. Recently we rearranged the column electrodes for 
greater acceleration at tre source end with the object of reducing the lens 
strength required and hence of increasing the minimum particle velocity 
in the lens. This only reduced the 500 keV emittance by 100/0 for the same 
current. 

It is believed that aperture limitation in the first triplet also COE

tributes to the beam loss, and so the triplet diameter will shortly be in
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creased from 40 to 50 mm. The increase in peak current to 75 mA fol�
lowed the widening of the second triplet aperture from 40 to 50 mm and the buncher aperture from 30 to 40 mm.� 

3. High Tension� 
New control circuits were installed towards the end of last year to 

permit: 
(i)� Automatic formation of the column, 0-500 kV in 3 hours, 

advisable after extended work on the column at atmospheric pressure. 

(ii)� Manual formation to 250 kV and automatic to 500 kV in -�2 hours. 

(iii)� Fast automatic voltage rise 0-500 kV in 3 minutes. 
Other items of interest are: -�(a)� An automatic restart circuit. which tries twice to reapply 

full H. T ..q.fter breakdowns and then shuts down the H. T. 
set. The breakdown rate averaged over 2-'week runs varies between 1 and 3 per day. 

(b)� A multi-channel pen recorder for the continuous monitor 
ing of voltage, column current and vacuum pressure 
simultaneously. A f01:lrth channel is available for other 
parameters as required.' -�

As a routine check on the state of the H. T. set, power factor is 
measured twice a month, and a precision measurement at the column -�
divider resistor chain is' made monthly in order to detect any incipient 
fault in this component. The present chain has been in operation for 2 
years without trouble. -�
III. ADDITIONAL 500 KEV ELEMENTS -�

1. Harmonic Buncher 

A second harmonic cavity has been added to the 200 Mc/s buncher -�
cavity but awaits completion of the 400 Mc/s generator. 

-�
-�
-�
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2. Chopper 

An electrostatic deflector and power supply has been built to per
mit chopping of the 500 keV beam at the P. S. injection frequency (3 Mc / s) 
with variable mark to space ratio. This should relieve the linac rf 
system of charge which would lie between the synchrotron rf buckets 

- and would be lost anyway. This will be installed and tested shortly. 

IV, DUOPLASMATRON AND SHORT COLUMN DEVELOPMENTS 

Following the plasma expansion cup developments in Leningrad, 
we have made some tests on different cup and extraction geometries. 
These were encouraging and the best beam for which we have complete 
figures was 450 mA at 100 kV in a phase volume of O. 59 cm mrad, giving

-2 -1 a brightness of 130 mA cm sterad . -
Assuming that high gradients are useful in controlling beam blow

up along the accelerating column, we have also been exploring the be
haviour of different electrod.e materials in a re-entrant column arrange
ment. Use of a conventional column for these tests (13 - UO kV sections» 
enables us to put aside the air breakdown aspect of a short column for 
the time being while profiting from the range of potentials available for 
supplying intermediate electrodes. 

The test setup consisted of the column within which two electrodes 
of the new material, carefully cleaned and polished, could be separated 
by a known gap. Cathode current, anode current, anode temperature, 
radiation level and voltage were monitored. The best materials were 
found to be low carbon stainless steel and titanium alloy as used for 
supersonic aircraft. At a pressure of 2 x 10-6 mm Hg provided by a 
mercury pump and liquid nitrogen baffle, we could hold 500 kV over a 
10 cm gap. 

Preparations are being made for testing the combination of duo
plasmatron and high gradient gap in the laboratory. If successful, we 
plan to install it on the linac early in 1965. 

y. INSTRUMENTATION 

For emittance measurements the aperture-lens-aperture method 
is used where quick. checks are required or where time dependence is 
suspected. Formerly it held another advant.age in that it also yielded' 
density distribution across the phase space, but the photographic emul
sion method has now been developed to the point where the emulsion can 
be calibrated and made to supply contours as well as envelopes. These 
developments are described in references 3, 4. 
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The method was recently adopted for measurements of the first 
turn in the P. S., one wavelength downstream from the point of injection. 
A series of 24 exposures was made for different injection conditions, 
permitting estimates to be made of aberrations in the first P. S. wave
length, the acceptance of this section, and the matching achieved. 
VI. OPERATION 

1. Machine Reliability 
The scheduled P. S. time which is lost due to linac faults remains 

at around 2% in spite of a fairly serious breakdown in May when 48 hours 
were lost in stripping down on FTH cavity and replacing the input loop 
which had flashed across at a metal-epoxy joint. -�

The FTH 470 tubes themselves have averaged 7000 hours, with one 
lasting for 11, 000 hours. -�

2. Machine Stability 

The pulse-to-pulse stability remains good but the P. S. is rather 
sensitive to mains voltage variations. The linac contribution to this 
seems to come from the modulators which are at present not regulating 
very efficiently. 

There are certain major items of equipment which one expects to 
run without much attention, for example, the mercury vacuum pumps" 
the FTH cavities, the high-power phase shifters and power dividers, 
and the refrigerator compressors. After five years' running, however, we are finding that the pumps take longer to pull a tank down, and that 
breakdown occurs occasionally in the phase shifters and power dividers, 
provoking flash-over elsewhere in the rf system and reducing the range of adjustment, making the whole chain more critical of adjustment. We 
have also had the complete failure of an FTH cavity already mentioned, 
and recently the failure of a compressor. 

We are therefore turning our attention to the overhaul of these 
items, one by one; this has involved for the mercury pumps the con -�struction of a separate ventilated lab for cleaning and speed measure
ments on a dummy tank. -�3. Setting-Up 

The present rhythm of P. S. operation allows us from Sunday through Tuesday twice a month for maintenance and repairs, source 

-�
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changes and measurements, with machine start-up on Wednesday. In 
the absence of faults it is sufficient to take standard values for source, 
rf and focusing, and trim around these values by successive approxima
tion, progressing along the machine. The final criteria are intensity 
and pulse shape at the point of injection into the synchrotron, and 50 MeV 
emittance and energy spread. The emittance at 500 keV is also meas
ured as a routine procedure. 

4. Running 

When the beam is handed over to the P. S. Main Control Room for 
injection, certain controls are also transferred and the linac control 
position is abandoned. A linac operator remains "on call" for fault rer 
pairs and readjustment, but otherwise works normally within reach of a 
telephone in his laboratory or office during the day, or sleeps in the 
operators' dormitory at night. 

The controls transferred include the bending magnets, triplets ij.nd 
the vertical steering coils in the inflector region, variable apertures 
and the tank levels. The transfer of tank level controls and indications 
is questionable in principle, but the retouching of tank levels by the 
M. C. R. operators seems justified with the present stability of the 
modulators. 

VAN STEENBERGEN: When you saw an increase of current, did you 
see increase in emittance? 

TAYLOR: It didn't make a great deal of difference; the 50 MeV emit
tance is always around about 3 cm milliradians and it did not change very 
much. 

HUBBARD: These standard operating values that you use to start up after 
shutdown, are they a set of values that do not change over a long period 
of time or are they just the ones you used when you turned it off befor~ ? 

TAYLOR: Actually, by the control position we have a little piece of 
paper with them all marked down; this has been around for a year or 
so, and it is still the one we use. 

WROE: You mentioned right at the beginning that you had reduced the 
height of the cathode shield. Could you say how much you reduced it oy 
and what difference it made? 
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TAYLOR: I can't give you the exact figures, but it was the order of 1 or 
2mm. This pushed us up to the 300 rnA from the source.. We had been 
previously in the 200's. 
WROE: We tried it at one time and it did not make any difference. -�
BLEWETT: Do you have any evidence of x-ray emission? 

TAYLOR: No. 
NORDBY: I was wondering about the 3 Mc chopper. Do you have any 
information on its operation? 
TAYLOR: It is a couple of parallel plates with about 10 kV across them. 
We haven't used it yet. We had some trouble getting sufficient power in 
the driver stage. 

-�NORDBY: Also on that photograph method, do you have any trouble with 
the surface building up potential and giving you erroneous readings? -�TAYLOR: No. 

OHNUMA: You mentioned about the routine measurement of the beam 
shape in the transverse direction. To what extent can you use the 
results of those measurements for adjusting the focusing system between 
the preinjector and the linac? 
TAYLOR: It is almost entirely an empirical type adjustment. We do it 
rather as a check on the performance of tte preinjector. -�
OHNUMA: Is it something you could probably control by, say, on-line 
computers or anything like that? 
TAYLOR: We have got for the normal method at 50 MeV this arrange
ment of the slit, lens and a slit. This defines in the phase glane of the first slit a strip like this, which is swung around through 90 by the lens 
and drift system to the second slit where we further limit to a small 
rectangle in the phase plane. Now what we have done recently is to -�
make up a new set of slits from which we can take digital information, 
with the object of feeding this to a computer eventually. -�
VAN STEENBERGEN: Have you noticed at those high currents any beam 
intensity modulations? Have you noticed with the duoplasmatron source, 
any plasma boundary instabilities? -�

-�
-�
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TAYLOR: No, not yet. 

VAN STEENBERGEN: At the high currents, with the duoplasmatron 
source, one finds that the beam extracted from the ion source shows 
hash or intensity variations. Does this exist with the rf source? 

TAYLOR: Apparently not. The pulse shapes are always very clean. In 
the early days we found in the synchrotron a 60 Mc component and it 
looked as though it was beating between the rf frequency of the source, 
which is 140 Mc, and the tank which is 200 Mc. But as far as hash is 
concerned, we have not observed any problem. 

NORDBY: We found some hash in the Argonne duoplasmatron source and 
we got rid of it by putting a small capacitor on the extractor supply. 

FEATHERSTONE: I wonder if you know approximately what proportion 
of the beam current you quoted from the source is protons? 

TAYLOR: Yes, it is between 90 and 950/0. 

FEATHERSTONE: Excellent. Also, have you a feeling as to the kind of 
electron current that flows up the column to produce unwanted x rays at 
the top? In other words, if this is the actual proton or positive current 
going down the column, the person who designs the bouncer to maintain 
stability on your Cockroft-Walton system has to contend with the electron 
loading as well. And I haven It seen figures quoted on what this amount 
is on typical installations. 

TAYLOR: We said a little in the Dubna report. We've got a fairly big 
capacitor across the generator. And I gave some results, I believe 
typically 4 kV drop during the pulse. Measurements over a long period 
show that normally we have about equal electron a.'1d proton currents, 
occasionally rising to electron currents twice the proton current. 

VAN STEENBERGEN: I would like to add to this question of Feather
stone's. At High Voltage Engineering they mentioned that they normally 
take a factor of 2 into account. If yOtl. take 100 mA proton beam down 
one way, you count on a 100 mA of electrons the other way. May I ask 
at the same time, with the duoplasmatron source and the expanded 
plasma, are there any figures existent yet on proton percentages? 

ANSWER: No. 

VAN STEENBERGEN: One might worry here that the proton percentage 
might be drastically down from the convenUonal duoplasmatron source. 
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GUILBAUD: Could I offer a comment that we made such a duoplasmatron 
in our laboratory with expanded cup and at 40 kV we measured about 
300 rnA but these were protons. We had a magnetic focusing which took 
only protons on the target. I think I remember the proton percentage was 
estimated to be somewhere around 75%, but I am not sure. -�
WADDELL: The other day when you were talking about the machine, you 
described there that the phase between the first and the third cavities was zero and that the second cavity turned out to have a phase difference. You 
indicated at that time that you got a sharper beam, less spread at the end, 
and I was wondering if you were tuned for maximum current, whether you 
arrived at a similar condition without looking for the sharper energy 
spread. 

ANSWER: The current in fact is determined by the level of Tank one and 
the focusing and matching, and thereafter it stays pretty well constant 
through the machine. You have to move the tank level a long way to drop -�the current and by then you would have a completely unacceptable beam. 

QUESTION: The other day you indicated that the second tank had a dif -�ferent phase than the others and that at that time you got better energy 
spread operating in that mode. Is this reflected in the overall current 
acceptance? 

TAYLOR: If you put the tanks in phase, you get about the same sort of 
current, but worse energy spread. -�
FEATHERSTONE: I am also interested in your high voltage experiment 
at 500 kV. When you say you were holding this across 10 cm, would it 
represent a voltage reached after a succession of conditioning sparks 
had been permitted to occur, or would this system be something that just 
never sparked at all ? 

TAYLOR: This is something which you form watching the sparking. You 
bring the voltage up gently, and reach a level where you get a low fre -�
quency of sparking. 

FEATHERSTONE: So the sparking rate essentially drops off exponentially -�
and after a time it becomes a negligible matter. 

TAYLOR: Yes. -�
MORGAN: I believe you mentioned that you had about 220 rnA of current 
out of the source and about 200 rnA at the 500 kV level. Do you have any -�
idea what happens to this 20 rnA difference? 

-�
-�
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TAYLOR: We've got 300 rnA maximum coming from the source and 
220 rnA maximum at the bottom of the column. and we think that the 
difference is scraped off by the aperture limitation at the end of the 
column. We have our first focusing triplet actually integral with the 
first accelerating electrode of the column. 

MORGAN: I believe you extracted the high current at 28 kV; have you 
tried extracting it at higher gradients or higher potential levels? 

TAYLOR: Yes. but that is about the limit of stable operation. 

HUBBARD: I would like to ask Van Steenbergen about the electron drain - number he quoted from High Voltage Engineering. Is that with one of 
their new inclined gradient columns or is that with the old-fashioned 
kind? 

VAN STEENBERGEN: I couldn't tell. 
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PERFORMANCE OF THE PLA 

J. M. Dickson -�
Rutherford High Energy Laboratory 

Availability� 
The PLA has been operating 24 hours per day since January, 1962 

on a schedule of 10 days for operation and 4 days for maintenance and for 
the setting up of experiments. In late summer of each year there has been 
a shutdown of one to two months for major modifications, repairs and in
stallations. The percentage of this scheduled operating time which has 
been lost by machine faults has decreased from 300/0 in 1962 to 12.5% in 
1964 (January to June). During the 12 months, July, 1963 to June, 1964, 
the total number of hours available to the experimenters was 4638 hours 
a-l1d the total number of hours scheduled for operation was 5f1.24; an avail
ability of 85.5%. Figure 1 shows the monthly availability figures since 
the start of regular operation in April, 1960. 
Faults -�

Analysis of the fault log of the machine shows that the lost time 
was due to rf amplifiers (grounded grid triodes) (15%), modulators {20%), 
accelerating structure (15%), polarized source (100/0), coaxial lines (7%) 
and miscellaneous small items. 

The grounded grid triodes, which are continuously pumped valves 
manufactured by AERE Harwell and tested and serviced by the PLA 
group, operate for a total of about 30,000 valve-hours per year .. 

The faults which cause loss of time are water leaks (in the grid), 
damage to some silvered mica condensers in the cathode assembly, broken rf windows, anode-to-grid sparking, and broken cathodes. Grid 
water leaks are normally caused by the accumulation of deposits in the 
fine bore stainless steel tubes of the grid. Control of the water con -�ductivity to less than 10 JL mho and filtering by scintered stainless steel 
filters has not eliminated the trouble. The mica condenser forms part 
of the cathode / grid resonant circuit, and carries about 90 amp rf. Spark erosion of the silver reduces the capacity, puts the cavity off tune 
and reduces the gain of the valve. Mica life is about 6000 hours. Six to 
ten valve changes per year are due to the above faults. -�

Modulator faults are often minor faults now and have become less 
frequent since the main switch valves were changed from ignitrons to deuterium thyratrons (CV 3336). The basic circuit of the modulators is 

-�
-�
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shown in Fig. 2. Protection against high impedance mismatch conditions 
of the modulator load is provided by the "tail-biter" thyratron which is 
triggered near the end of each modulator pulse. A negative voltage swing 
on the delay line results and the mismatch diode (a deuterium triggered 
diode) fires. Subsequently the main switch tube and tail biter are extin
quished by the reflected wave. Low impedance mismatches are absorbed 
by the mismatch diode. The CV 3336 thyratrons have run well, one for 
over 10, 000 hours without a fault. Some have had partial heater failures 
and some have had gas pressure trouble. These faults have caused very 
little lost time and are mostly due to preproduction difficulties with the 
valve and are being cured. 

Lost time on the accelerating structure has been due to some water 
leaks in the drift tube and liner cooling circuits. These have all been 
"repaired" by pumping a weak solution of resin varnish through the 
faulty circuit. 

Coaxial line faults are nearly always due to fractures in soft 
soldered joints or to accidental damage to joints during assembly. Peak 
powers of over 1 Mw (20/0 duty cycle) cannot be reliably carried by 
50 ohm coaxial lines of 3" OD. The use of 4·~1/2" and 6" lines and cop
per plating of all surfaces has improved the reliability very significantly. 
For further descriptions of the faults, see NIRL R/55 and R/60. 

RF Monitoring 

The basic requirement here is to obtain for each tank a measure 
of the rf accelerating field, the phase and the "tilt." Rf amplitudes are 
measured by loops in the cavity walls which transmit an rf signal to the 
control room to a matched and biased diode detector (Fig. 3). The bias 
voltage ( "" 7 V) to give a 0.2 V residual pulse is read off the dial of a 
helipot. The accuracy of the measurement is ± 0.10/0 and the long term 
stability is about O. 20/0. A measvrement of the tilt of a cavity IS obtained 
from several loops along the cavity; the calibration of each loop must be 
obtained by comparison with a perturbation measurement of the tilt. 
This comparison has only been completed for tank 1, where a perturba
tion measurement was performed recently. This showed that, for the 
same position of the tilt tuners, the ·tilt had changed greatly over the 
past four years. The tilt can now be checked from time to time to look 
for long term changes in the cavity. The tanks are individually servo 
tuned to maintain the cavity phase in a constant relation to the phase of' 
the input power. The intertank phase is controlled manuaJ.ly and is 
monitored by a phase bridge with thermocouple detectors and a meter 
indication (Fig. 4). This system can detect small phase cha...""!.ges (,..., 0.10 

), 

but it is sensitive to changes in the shape of the rf pulses in the tanks, 
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in particular to the build-up rate, which can be affected by changes of 
amplifier valves or their associated coaxial line components. It is hoped 
that by using diode detectors that better long term stability can be 
achieved. 

RF Stabilization 

It is important for ma..flY experimenters on the PLA that the output 
beam energy of the machine should remain constant over long periods 
and that it should be constant throughout each beam pulse. Slow acting 
stabilization of the rf could satisfy the first requirement, but the second 
is more demanding. The rf field stabilizer shown in the block diagram, 
Fig. 5, produces a nearly flat-topped rf pulse; variation along the pulse 
is about O. 10/0 and .± 5% changes in field can be corrected by a factor of 
50. Variation of the modulator mains or H. T. voltages produces a varia�

,...� tion in the length of the flat top of the stabilized pulse. This is particular
ly noticeable, when the Nimrod magnet is being pulsed at full power, but 
it is not embarrassing operationally. 

Beam Energy Monitor 

Beam energy measurements by the time of flight method, by 
momentum a..fld by range measurement have all been used to observe the 
dependence of beam energy on machine parameters. The range measure
ment method has the advantage of requiring relatively simple appartus 
and in the arrangement used it imposes only OEe restriction on the beam,

-0 -9that it should have a peak current of 10 to 10 A. The beam energy 
monitor is located about 6 feet from the end of tank 3 and can be moved 
in an out of the beam by remote control. 

Figure 6 shows the principal pa:::'ts of the device. Ion chambers A 
and B form a differential ion chamber with a common collector which is 
connected to a vibrating reed electrometer. The thin degrader is equiv
alent in thickness to two standard deviations of the nearly Gaussian range 
distribution. The relative thicknesses of A a..l1d B is such that the larger 
number of protons passing through A is compensated by the greater ioniza
tion loss per proton in B, to produce equal currents in A and B when the 
mean range of the protons is coincident with the center of the thin de
grader. The thick degrader is removed for measurements at 30 MeV. 
The variable wedge degrader is motor driven aGd arranged to give a 
digital read-out of its position. The ion current as a function of the 
wedge position (results for a prototype with a dial reading only) is ,... 
shown in Fig. 7. The zero cross-over point can be repeatedly fo·und to 
be better than the equivalent of .± 10 keV for 30 a..fld 50 MeV beams; its 
position is insensitive to changes in the ion chamber voltages under the 
recommended operating conditions. 
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This energy monitor needs to be calibrated at one energy near� 
50 MeV and one near 30 MeV. The incremental energy calibration can� ..be obtained from range energy tables and the mechanical movement of 
the wedge degrader; it has also been checked against time of flight 
energy measurements. The monitor measures the mean energy of the ..beam and it is insensitive to the energy spectrum provided it is not too 
wide (less than 1 MeV). The most important advantages of this instru
ment is that it is always available for measuring the beam energy, what
ever experiment is scheduled and its calibration remains unchanged since 
it depends only on one measurement of degrader thickness. 

Beam Loss in Tanks 2 and 3� 
When the PLA was first operated, there was practically 1000/0 

transmission of beam current from the end of tank 1 (10 MeV) to the out 
put of tank 3 (50 MeV). Recent measurements showed that the transmis
sion had deteriorated to about 60%. Part of this loss was found to be due 
to a fault in the quadrupole current wiring in tank 2 which had increased 
the current in one of the quadrupoles by 40%. When this fault was 
cleared, the transmission increased to about 75%. Further measure
ments of quadrupole currents showed that there was a rms dev~ation 
from a 1/ f3 quadrupole gradient law of 7%, which would produce an 
rms increase in beam spot size of 3 mm radius. This fault alone would 
not account for the beam loss, but it is also known that the mechanical 
alignment of the quadrupoles is not perfect and this will cause a radial 
oscillation of the beam, which now appears to be sufficient to cause the 
beam to be intercepted by the drift tubes. After a run at 1 JLA mean 
beam current for a few hours, radioactivity of the drift tubes can be 
detected by a "¥,-ray monitor outside the vacuum envelope. Two peaks, 
at approximately a half-wave radial oscillation interval, are found, one 
of 2 mr/hr near the output end of tank 2 and one of 10 mr/hr in tank 3. 

The majority of the neutron radiation, measured outside the 
shielding walls of the machine, is due to this beam loss, since the 
irradiated material here is copper, while all beam degraders, 
collimators and beam stoppers in the experimental areas are carbon. 
Experiments on the relative neutron yields from various materials are 
planned, which will give useful data for the control of radiation from .. 
machines of around 50 MeV. 

-SHAYLOR: I was interested to see that you are using a simple shunt 
type modulator to regulate rf amplitudes. Are you happy that just 
regulating the drive in the way you are doing keeps the whole of one tank -flat to O. 1%? Don't you think that you may be� regulating the rf level at 
the point where the detector is, but not elsewhere in the tank? ..� 

-�
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DICKSON: I haven't seen any trouble like this, no. I have not looked at 
this very carefully, but we have got some evidence on this because the -�
pickup for the stabilizer is at one part of the tank (I think in the middle), 
and the pickup for some other monitoring is in another part of the tank. 
They both flatten together. -�
SLUYTERS: We have done also at CERN these radiation measurements 
along the tank, but we have not found these bumps. Everything was very -�
equal all along the tanks. 

PRIEST: You have a nice servo mechanism there which keeps the pulse -�
flat. I would like to know more about what it tells you. I think you are 
talking about the last part of the pulse after the beam is injected into the 
machine. And this corresponds with what Taylor was talking about. -�
Have you got a measure of the extra amount of power that you have to 
put in when the beam is turned on? -�
DICKSON: Very little in our case. We are only running with at the most 
a peak current of around 200 pA. Beam loading doesn't worry us. -�
TENG: Do you have any experience similar to CERN that you can reduce 
the energy spread by detuning the phase of the second tank. -�
DICKSON: Can we leave that till Carne gives his paper? We have not 
measured the absolute phase between tanks. -�
HUBBARD: Can you not affect beam loss as you have indicated by adjust
ing the quadrupole magnet strengths? -�
DICKSON: I hope we can. We have not tried this yet. The adjustment 
is not so easy since the adjusting resistors are in boxes right underneath 
the tanks and there are a whole lot of things built in front of them all the 
way along. It is a slow and tedious business, but it probably has been 
done by now, since there was a shutdown last week. I hope that it has 
been fixed. 
PERRY: Do you contribute any significance to the second peak? 
DICKSON: No. 

FEATHERSTONE: I was interested in your experience on blocking the 
water passageway within one of your vacuum tubes. This is an experi
ence we share in our resnatrons. In our case, it turned out to be largely copper compounds which apparently had been removed from other parts 
of the system, and we are now undertaking a program of deoxygenating 
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and filtering and hope to prevent recurrences of this sort. We have also 
been trying to go to a higher purity of water. Are these the measures 
that seem appropriate in view of your experience? First of all, was it - copper that plugged up the passages in your case? 

DICKSON: There is some copper in the water circuits. We used not to 
have very much but in the last three months it has been building up. We 
don It know why but we had this blockage of the grid tubes before that. 
One of the main components is silica in this blockage. I think there are 
all sorts of other components. 

QUESTION: What was the conductivity of the water. 

DICKSON: 10 micromhos. 
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-
BEAM ENERGY MEASUREMENTS ON THE 

RUTHERFORD LABORATORY P. L. A. -
K.� Batchelor, A. Carne, J. M. Dickson, D. J. Warner 

Rutherford High Energy Laboratory 
1. Introduction -

The results to be described are from measurements made using 
the time-of-flight method described previously, 1 and are a continuation 
of the work reported at other accelerator conferences. 2, 3 As a result 
of recent observations some of the work reported previously needs some 
qualification. In particular, the 10 MeV and 30 MeV spectra have pre
viously been affected by the residual power in Tanks 2 and 3 which re 
sults from the drive power feeding through the grounded grid triode am
plifiers into these cavities even though the E. H. T. is removed from the -amplifiers. Also early comparison between theory and practice from 
the 10 MeV beam has been invalidated by the fact that the field law in 
Tank 1 was distorted from its original value, which was used in the com -puter program. These effects are discussed below. 

II. Effect� of Residual Power on the Beam -
Figure 1 shows the layout of the rf system of the P. L. A., for 

reference. The effect on the 10 MeV beam of varying the amplitude of -residual power in Tanks 2 and 3 respectively, with these tanks main
tained at the correct resonant frequency, is shown in Figs. 2a and 2b. 
The level of residual power was varied by means of the variable attenu -ators Att 2, Att 3 in the power dividing network. The effect of varying 
phase was found by setting the attenuators at their normal operating 
values, and detuning each tank in turn. The resulting spectra are shown -in Figs. 2c and 2d for detuning of Tank 2 and Tank 3 respectively. It 
can be seen that the residual power affects the spectrum shape and posi
tion quite considerably. For normal settings of attenuators and fre -
quency tuners the residual voltages were 6.4% of operating value in 
Tank 2, and 8.8% in Tank 3 (see Fig. 2). An amplitude reduction by a 
factor 0.7 (to give 'half power point' amplitude) produced a doubling of -
the beam energy spread at FWHH, and a small shift of mean energy 
""50 keY by each tank. A detuning of + (£/2 Q) == ±. 450 (to give the same 
reduction in amplitude, but now plus a phase shift) produced a change in -
beam enerfi€! spread at FWHH by a factor 3 (+ 45o ), 0.6 (- 450 ) by Tank 2, 
and 3 (+ 45 ), 0.5 (- 450 

) by Tank 3, and a shift of mean energy of -�
-�

+ 20 keY (+ 450
) by Tank 2, and - 40 keY (+450

), - 120 keY (- 450 ) by 
Tank 3. 
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Figures 3a and 3b show the effect of residual power in Tank 3 on the 
the 30 MeV beam. For normal settings of the attenuator and frequency 
tuner of Tank 3, the residual voltage was 10% of operating value. An 
amplitude reduction by O. 7 produced little or no effect on the 30 MeV 
beam energy spread, but a shift of 120 keV. Detuning by + 450 produced 
mar~nal changes in enerfif spread, and a shift of mean energy - 350 keV 
(+ 45 ) and + 50 keV (- 45 ). 

It is now normal operating procedure to-reduce the residual power 
to a minimum in nonoperating cavities, this being achieved by detuning 
the tanks and insertion of maximum attenuation in the drive lines to the 
grounded grid triodes. 

III. Measurements on Tank 1 

Due to the discovery of the effect of residual power on the spectra 
it was decided that some of the early work on the 10 MeV beam should 
be repeated to try to improve the agreement between theory and practice 
which, at this energy, had not been good. Figure 4 shows some typical 
spectra for different injection energies and rf field levels, the tilt tuners 
being set at their assumed "flat field" setting (tilt 50-50). Computed 
spectra and phase acceptance did not agree well with measured values. 
Also the transparency of the tank was down by a factor 5 on its original 
value. It was therefore decided to remeasure the axial field in Tank 1 
to see if this could be the cause of the disagreement. The field law 
measured for "tilt 50-50" is plotted in Fig. 5 and is compared with the 
field law measured when the cavity field was set up seven years ago 
(i. e., the field law used for computer calculations). It can be seen that 
gross distortion of the field has occurred, probably due to a change of 
dimensions caused by temperature cycling and periodic dismantling over 
the past seven years. 

The actual measured field law has been used in the computer pro
gram to give comparison with some of the measured data of Fig. 4, and 
the computed spectra are given in Fig. 6. The experimental spectra of 
Fig. 4 do not show the same fine structure as the computed spectra, due 
to "smoothing out" by jitter in rf level and phase, and injection energy. 
But, with this proviso, comparison of corresponding spectra (A, B, C, 
etc. ) now shows quite good agreement. 

The field law has been restored to the proper value shown in 
Fig. 5. The transparency of Tank 1 has returned to its original value 
(i.e. 1/50). Results for the new field setting are not yet available. 

-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
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IV. Setting of Tanks 2 and 3 

... 
Before correcting the field law for Tank 1 measurements on the 

30 MeV and 50 MeV beams were made to determine good operating levels 
of Tanks 2 and 3 for minimum energy spread in the beam. For the 
30 MeV beam it is possible to run Tank 2 at an rf field level which gives 
an integral number of phase oscillation half wavelengths along the tank, 
and hence a flat energy vs. input phase region for the linear phase oscil

0
lation range of 0 2:. 15 • Additionally it is required that the beam energys 
spectrum should be narrow. Figure 7 shows the variation of output 
energy with input phase: in particular, the rf level 735 is nearest to 
the required condition. The effect of input phase on output energy for 
the chosen rf level in Tank 2 (735) is plotted in Fig. 8, showing a rough
ly constant energy over the phase range, with little change in energy 
spread. 

In Tank 3 it is not desirable to operate at a level corresponding to ... 
an integral number of phase oscillation half wavelengths, since the A; /2 
level is too near threshold for acceleration, and the 2 A; /2 level is such 
that sparking would occur in the tank. Thus Tank 2 is operated at a differ
ent level (765) to give nearly integral number of phase oscillation half 
wavelengths between the input of Tank 2 and the output of Tank 3. The 
resulting 30 MeV spectra as a function of input phase to Tank 2 are 
shown in Fig. 9; the 50 MeV spectra versus input phase to Tank 3 is 
shown in Fig. 10. Finally Fig. 11 shows the energy spectra as a function 
of rf level in Tank 3. 

V. Tank Tolerances -From the above results it is possible to make estimates of the sta
bility of the output beam in terms of mean energy and energy spread as 
functions of machine parameters. Also use has been made of the Beam -Energy Monitor described by Hanna and Hodges4 to complete some of the 
results not determined by time-of-flight methods. This monitor, which 
utilizes a combination of degrading wedges for range determination, and 
a split ion chamber as a detector system, is very useful for determining 
mean energy, and can measure shifts of the order of 5 keV. A set of 
measurements with this monitor takes only a few minutes compared with -
several hours by time-of-flight methods. In the future the energy monitor 
will be used as a survey instrument to determine machine conditions 
worthy of further investigation by the longer method. 

The following tables summarize the effect of injection energies, rf 
field levels and intertank phases on the output energies of the P. L. A., for -
the settings specified in Section IV. 

-�
-�
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Tolerances on Various Machine Parameters Affecting 
the Output Energies of the P. L. A. -

(a) Injection Energy 

~hange of Injection 
EnerE!V 

% kV 
Output Energy 

MeV 

Change in Me an 
Energy 

keV 
Measured 

by 

+1 +5 
-1 -5 

(b) RF Levels 

10 
30 

50 
50 

Not measured yet 
Not measured yet 

-12 (-0.024%) 
+12 (+0.024) 

B. E. M. -
-

~hange in RF 
% 

Acc. 
RF 

Output Energy 
MeV 

Change in Me an 
Energy 

keV 

Measured 
by -

Tank 1 
+1 
-1 

+1 
-1 

+5.5 
-5.5 

+5.5 
-5.5 

10 
10 

30 
30 

-30 (-0.3%) 
+30 (+0. 3%) 

-25 (-0.08%) 
+25 (+0.08%) 

T.o.F. 

T.o.F. 

50 
50 Not yet measured -

Tank 2 
+1 
-1 

+8 
-8 

30 
30 

+80 (+0.27%) 
-80 (-0.27%) 

B.E.M. 

50 Not yet measured 

rrank3 
+1 
-1 

+9 
-9 

50 
50 

0 
-50 (-0.1%) 

B.E.M. -
(c) Intertank Phases 

rranks 1/2 

rranks 2/3 

Change in 
Intertank 

Phase. 
Degrees 

10 

10 

10 

Output Energy 
MeV 

30 
50 

50 

Change in Me an 
Energy 

keV 

24 (0.08%) 
18 (0.036%) 

45 (0. 09%) 

Measured 
by 

B.E.M. 
T.o.F. 

-
-
-
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Conclusions 
-�

The change of energy and energy spread in a beam drifted through 
a cavity containing some residual rf power has been shown to be such 
as to cause concern if a precise output spectrum is required. -�

Agreement between computation and experiment at 10 MeV has been 
improved, after finding the actual field law in Tank 1. This field law has 
now been set to its correct value, and it is intended to check the field laws 
in Tanks 2 and 3 in the near future. 

The settings and tolerances given for the P. L. A. represent the state 
of the art at the present time. Detailed work is continuing, by the use of 
the Beam Energy Monitor and time-of-flight apparatus, to determine more 
closely the optimum operating conditions. 
Acknowledgements -�
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TENG: Do you understand all these? 

CARNE: Well, certainly the agreement between axial motion computations and the experiment is quite good. This is particularly true in the case of 
tanks two and three, where we have used a large signal calculation, that is, 
a 32 step-by-step integration per cell. The agreement in tank one is now 
quite good and we think we can improve the situation. We think in terms 
of phase oscillation wavelengths, and the picture ties up fairly well. 

TENG: The shifts you are talking about are very large, 50 kV in 50 MeV. 

CARNE: Sure that's alarming, but these figures in fact agree with equa tions given by Lloyd Smith some time ago in LS-3. These give quite 
tight tolerances. 

WHEELER: When you change the level in a cavity by say 1%, did you 
change the phase between the cavities to compensate for the change in 
the position of the bucket? 

CARNE: No. -�
-�
-�
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LAPOSTOLLE: When you spoke about the inference of residual field in- tanks two and three on measurements done at 10 MeV, do you think that 
even the field induced by the beam could affect such measurements? 

- CARNE: There could be some effect, but as John Dickson said earlier, 
we� have a peak current of the order of 200 pA, so that fields induced by 
the� beam are of the order of a factor 1000 dowp on the residual fields in 
the� cavities, where there are still a few kilowatts of rf power. 

TAYLOR: I will just mention that we have had exactly the same effect. 
Unless we drop the field to zero, we find that the measurements are 
turned about allover the place and we have a high current too. 

-
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-
ZGS INJECTOR OBSERVATIONS 

Philip V. Livdahl 
Argonne National Laboratory 

-In considering the design of multicavity, high current linacs, the 
effects of beam loading on the cavity gradient are matters of greater 
concern as the beam currents become increasingly large. Presented in 
this discussion will be observations of these effects made on the ZGS, 
50 MeV injector. Also some comments will be made on observations of 
group velocity and cavity phase acceptance. -
Beam Loading .. 

The 50 MeV beam from the ZGS injector is bent into the synchrotron 
through a 1070 achromatic magnet system. At the center of the second 
bending magnet of the system there is a focus at the same point where the -energy dispersion is greatest. 1 Therefore, by arranging to have a narrow 
(0.010") vertical slit (i. e., a slit which confines the beam to a vertical 
line) which can be positioned at any point in the transverse plane across 
the center of this magnet, it is possible to make analysis of the d}f:tribu
tion of energies in the beam. The dispersion at this position is EE:: 4.6% 

per inch. Since the absolute value of the fields in the magnets have not 
been precisely determined, only relative observations can be made. 

In using this slit for orbit measurements in the synchrotron under -
conditions of limited energy spread in the injected beam. it had been noted 
that there was a distinct variation of energy with time during the pulse 
under conditions of large beam loading as shown in Fig. 1. 

This observation led to investigation of the variation of the mean 
energy and energy spread with rf gradient in the cavity. Figure 2 is a 
typical energy distribution as determined by sweeping the slit under a 
given set of conditions. The results of these measurements of the energy 
distributions at various rf levels are shown in Fig. 3. 

By observation of the high energy and low energy extremes of the distriubtions (see Fig. 1) measured at each rf level, one can observe the 
variation of total energy spread with cavity gradient. This variation is 
shown in Fig. 4. .. 

-�

The operating conditions of the entire linac system were maintained 
constant while taking the data represented in Figs. 3 and 4; that is, there 
were no changes of preaccelerator conditions or focusing magnets made to 
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Beam pulse through slit on 
High Energy side of energy 
distribution. 

-
Beam pulse through slit on 
Low Energy side of energy 
distribution. 

-
Expanded rf pulse under heavy 
beam loading condition. 
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-�
adjust the injection matching conditions at the various rf levels. However, 
the cavity rf level was adjusted for each measurement so that there was no 
beam loading present. 

We do not as yet understand the reasons that the mean energy and 
energy spread vary as observed, but will continue experiments to deter
mine the reasons for this behavior. 

Beam Loading Compensation 

The ZGS injector rf system2. 3 was designed with a series. hard .. 
tube modulator for regulation of the plate voltage to the output stage of the 
driven amplifier. This provides a means for delivering a variable amount 
of power to the linac cavity during the rf pulse for cavity voltage stabiliza
tion and beam loading compensation. 

Ideally, the compensation is provided by a feedback system which 
regulates the power amplifier output for a constant rf cavity voltage 
through a closed loop servo system. Unfortunately, the servo loop of 
this system must include the final amplifier stage of the rf system and 
the characteristics of this stage are variable depending on tuning of the 
rf circuits. For this reason. the servo loop on the ZGS injector, as of 
this time, has been closed only under test conditions and not under operat -ing conditions where its effects could be evaluated. This is not to imply 
that there is anything impossible about the task of establishing closed loop 
operation but rather that the tuning conditions of the power amplifier and 
the matching power amplifier to the cavity must be established as fixed 
conditions for the closed loop system to be satisfactory. This condition 
is being approached but has not yet been reached on the ZGS injector. 

Beam loading is now compensated by an open loop system shown in 
the block diagram of Fig. 5. The operation of this open loop system is .... 
shown in the scope pictures of Figs. 6.1 through 6.8. 

Measurements of pulse compensation voltages required for a cavity -envelope which is flat during the time of the beam pulse with 50 mA of 
50 MeV beam indicate that this should be within the capability of the system 
when such beam currents become available from the ZGS preinjector. 

Questions had been raised from time to time of the ability of the 
beam loading compensation system to correct all parts of the cavity 
properly for beam loading. Figure 7. 1 shows the cavity envelope near 
the low energy end. center and high energy end of the cavity under condi
tion of heavy beam loading and Fig. 7. 2 shows the same output loops under 
operation with the open loop correction of Fig. 5. These scope pictures 
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Fig. 5 Beam Loading Compensation Pulse Block Diagram 
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Top Trace 

Rectified cavity rf without 
zero suppression. 
1 v/cm. 

Bottom Trace 

Power aqlplifier plate voltage 
with 3 kv compensation, 
10 kv/cm.� 
Sweep - 50 P. sec/ em.� 

Fig. 6. 3 Same as 6. 2, but without 
Expanded RF Scale 

Top Trace 

Beam pulse - 10 mA/ em. 

Bottom Trace 

Rectified cavity rf voltage. 
lv/em.� 
Sweep - 100 ,.sec/cm.� 

Fig. 6.4 20 rnA Peak Beam Pulse RF Loading 
without Compensation 

Top Trace 

Beam pulse - 10 mAl ern. 

Bottom Trace 

Expanded rf voltage.� 
.05 v/cm.� 
Sweep - 100 }L sec! em.� 

Fig. 6.5 Same as 6.4 with Expanded RF Voltage 

eN 
0:> 

Top Trace CD 

Beam pulse - 10 rnA/em. 

Bottom Trace 

Expanded rf voltage.� 
.05v/cm.� 
Sweep - 50 po sec/em.� 

Fig. 6.6 Beam Pulse and Expanded RF Voltage 
with Compensation 

(NOTE: Beam pulse shape changes from pictures 6.1 through 6.5, is not due to rf 
compensation but rather different injection conditions. 6.6 and subsequent pictures 
were taken on a different day.) 
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indicate that the cavity envelope is compensated everywhere, minor 
differences in the corrected waveform are due to the fact that they are 
not taken on the same pulse and there is some pulse-to-pulse variation 
when operating with the open loop system. 

Group Velocity in the Linac Cavity 

The group velocity, or rate of transfer of rf energy from the 
coupling loop to the extreme ends of the cavity, was observed in the 
following way. Using a dual beam scope, the output of the monitoring 
loops at the high and low energy ends of the cavity were compared at 
the time of initial cavity build-up with the rectified rf signal from a..11 

identical loop at the center of the cavity. (In this linac the rf feed loop 
is located at the center of the cavity. ) 

Figures 8. 1 and 8.2 show the build-up of rf at the initial rise of 
the pulse. Figure 8. 1 compares the center of the cavity (upper trace) 
with the low energy end. It is noted that the build-up of the field in the 
center of the cavity is very small until the rf energy has been propagated 
to the ends of the cavity where the initial build-up is much more rapid. 
The length of cavity between the two loops is 17.3 meters and the delay 
to start of build-up at the low energy loop is 9 fL seconds, giving a group 
velocity of 1. 9 meters / fL second. 

No explanation for the apparent initial negative slope of the center 
loop has been found; changing detectors, cables, etc., has not shown the 
reason to lie in the detection equipment. 

Figure 8. 2 compares similar waveforms at the high energy end. 
The length of cavity between loops is 15.7 meters and the delay of build
up to the high energy loop is 3 fL seconds. This results in a group velocity 
in this end of the cavity of 5. 2 meters / fL second. 

These observations raise the question of whether or not these 
numbers are characteristic of an unfilled cavity or if they do indeed 
remain the same in a cavity which is already excited. To observe this, 
the compensating pulse was applied to the power amplifier plate voltage 
after accelerating gradient in the cavity has been achieved and similar 
observations are then made of the changing rf level in the cavity due to 
the increased drive power. Figures 9. 1 and 9.2 show the same loops as 
in Figs. 8. 1 and 8.2 under excited cavity conditions using high gain, 
zero suppression plug-in units with delayed sweep. 

These pictures indicate a delay of at most 2 fLseconds at the low 
energy end and about 1 fLsecond at the high energy end which would 

-�
-�

-�
..� 

..� 

-�

-�

-�
-�
..� 

-�
-�



1 } } ) ) ) 

Top Trace 

Beam pulse - 10 mAl cm . 

Low Energy End of 
cavity. Loop 9.2 %1 cm, 
50 flo sec 1cm . 

Bottom Trace 

Sweep - 50 11 seef cm 

Center of cavity. 
Loop 42, 2 %/cm. 
50psec/cm • 

Fig. 6.7. Same as 6.6, but without Expanded RF Waveform • 
High Energy End of 
cavity. Loop 58, 2 %/cm, 
50 p. sec 1c m . 

Fig. 7.1. RF Envelope at 3 Cavity Positions 
Under Heavy Beam Loading Conditions 

"'" CD 
I-" 

Top Trace 

Low Energy End of 
cavity. Loop 9, 2%/cm, 
50jJsec/cm. 

Power amplifier plate voltage 
with compensation pulse. 
10 kv/cm. 
Sweep - 50 Jl sec / cm . 

Center of cavity. 
Loop 42, 2%/cm, 
50 Jl sec / cm . 

Fig. 6.8. 

Bottom Trace 

Rectified cavity rf voltage 
.05v/cm. 

RF Voltage Pulse and Plate Voltage Waveform • 
High Energy End of 
cavity. Loop 58, 2%/cm, 
50]J. sec/cm. 

with Compensation for Beam Loading 
Fig. 7.2. RF Envelope at 3 Cavity Positions 

With Open Loop Beam Loading Compensation 
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indicate group velocities which are greater by about a factor of 5 
(8.6 meters/ iLsecond) at the low energy end and 3 (15.7 meters/ iL second) 
at the high energy end under the condition where the cavity is excited. 

Linac Phase Acceptance .. 

-
-

Phase acceptance measurements are made as the ratio of the peak 
beam current entering the bore of the first drift tube, as measured by a 
shielded toroid which measures only those particles which enter the bore 
of the first drift tube, to the peak beam current accelerated through the 
linac (as measured by either stopping the beam or by a toroid). The 
expected phased acceptance without buncher at the design synchronous 

3 x 26 0 
phase angle and accelerating gradient is 3600 or 22.6%. This phase 
acceptance, or transmission efficiency, is observed at an rf level of 
2.35 volts (see Fig. 1) and the threshold for acceleration is 2. 15 volts. 
Raising the rf level beyond 2.45 volts has not ever been observed to 
raise the transmission efficiency without buncher beyond 25%. One would -
expect it to continue to rise as the gradient is increased, provided appro
priate compensation of quadrupole focusing fields were made. Efforts to 
achieve this have not been successful. -

Measurements of phase acceptance as a function of preaccelerator 
injection energy have confirmed those measurements made at BNL. 4 Use -
of the first harmonic buncher has yielded tra..Y1smission efficiencies as high 
at 65% (68% is the design expectation) but 55% to 60% is the usual day-to-day 
operating condition. 

These phase acceptance measurements make no correction for proton 
percentage. In the ZGS system the two sets of triplet quadrupole matching -
lenses serve to separate such a large percentage of the molecular hydrogen 
and other heavy ions which are produced in the ion source that only a 
negligible amount of these ions are injected into the linac. 

Conclusions .. 
These observations show that very precise rf level control is 

necessary to meet the design requirements of a multicavity system to 
maintain the required injection energy as the beam progresses from -
section to section. In connection with the use of this particular linac as 
the injector for the ZGS, the data shows that by anappropriate program
ming of the rf level, it may be possible to use the changing energy -
characteristic to an advantage by providing an increasing injection energy 
with pulse length. -
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Top Trace 

Loop 34 (center of cavity) 
time base 5]J. sec! cm . 

Top Trace 

Loop 34 (center of cavity), 
lOy.. sec/cm. 

Bottom Trace 

Loop 1 (low energy end of 
cavity) time base 5 ]J. sec/ cm. 

Bottom Trace 

Loop 1 (low energy end), 
10 ]J.sec!cm. 

Fig. 8.1 Initial Cavity Build Up at Center and 
Low Energy End of Cavity 

Fig. 9.1 Change of Cavity RF Envelope Due to Spike 
on Power Amplifier Plate Voltage at 

Center and Low Energy End of Cavity 
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Top Trace 

Loop 34 (center of cavity) 
time base 5}'- sec / cm. 

Top Trace 

Loop 34 (center of cavity), 
5,u. sec!cm. 

Bottom Trace 

Loop 64 (high energy end of 
cavity) time base 5 f'sec/cm. 

Bottom Trace 

Loop 64 (high energy), 
5 p.-sec/cm. 

Fig. 8.2 Initial Cavity Build Up at Center and 
High Energy End of Cavity Fig. 9.2 As in Fig. 9.1 except comparing center 

and high energy end of the cavity. 
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Beam loading control with long pulse length at high beam current is 
certainly feasible but all of the enginee ring problems on our particular 
machine are not as yet solved. 

SHAYLOR: I presume you are using a Tektronics 555 Scope for the 
double display work. 

LIVDAHL: That is correct. 

SHAYLOR: Dntil recently I was at Birmingham (England) and there we 
have very great difficulties with earth loops, due to certain peculiarities 
of our synchrotron. The 555 is particularly difficult to use in this respect 
since you can't selectively earth both signal inputs simultaneously unless 
you are. using differential input amplifiers. So now one question is: Are 
you using differential input plug-ins? If not, what is the voltage you have 
at your probes so as to give us a feel for your pickup problems. Another 
question is, have you tried testing with the offending loop that goes 
negative short circuited, but still earthed in the normal way? I am look
ing for cross talk or trouble between the amplifiers. I am deeply sus
picious of the negative-going curve, and if in fact the kick-off point is 
not where it starts to go negative but where it starts to go positive, then 
the time schedules of all these things are going to be significantly different. 

LIVDAHL: In answer to your first question, differential plug-in units were 
not used. As a matter of fact, type Z, zero suppression plug-in units 
were used. I am not sure what type of units were used for the initial build
up. 

CASTOR: They were the type Z used without the slide back. 

LIVDAHL: In connection with the cabling to the loops, neither loop is 
grounded anywhere in the system. There is a teflon shield around the 
loop where it penetrates into the cavity so that there are no ac or 
grounding problems. It is a floating system all the way to the scope. 

SHAYLOR: The type Z unit, the slide-back unit, has in fact a lot of hook 
diodes on its input, and I thirtk that feeding a bit of the 200 Mc rf into it 
may produce some interesting effects. 

ROWE: I would like to make a couple of remarks on this--an old user of 
Tektronics Scopes--I never noticed this particular difficulty with the type 
Z plug-in, but the CA plug-in has an obnoxious habit of ringing at very 
high frequency, far beyond the response of the scope proper. This seems 
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to be associated with the input attenuator and the first stage of the ampli-
fier. And you can get some truly magnificent results under some condi�
tion; I was thinking along the same lines this gentleman was and I was� 

..- wondering if maybe that might be the trouble. We got around some of� 
these problems once by buying intentionally a poor scope.� 

LIVDAHL: Nevertheless, I believe that where you saw this negative
going trace was the point at which the pedestal was placed on the plate 
voltage waveform. For this reason I didn't worry about this because- that was not what I was attempting to look at. The fact that the top trace 
came up at a delayed time relative to the lower trace and that we knew 
that this was synchronized within less than a microsecond with the pedestal 
on the waveform just did not seem like there was any reason to worry too 
much about the negative undershoot. 

SHAYLOR: You were not trying to interpret anything from the point where 
the top trace rose above the base line? 

- LIVDAHL: That is correct. All of the numbers that I gave you were 
from this point to this point. 

KEANE: I might have a different explanation on this same topic. I think 
I have seen the same thing and I think it is moding. We have scalloping 
on our waveform. I am going to talk about this next, but essentially 
because you have a variance from probe to probe, I feel it is not the 
scope itself but rather the existing modes in the tank. 

PRIEST: If that is the case, what Shaylor suggested would prove it, would 
it not; if you� short circuit the loop or rotate it so that it doesn It couple, 
this negative� thing will disappear whether it is a mode or not, if it is an- rf effect, it will disappear, but if it is some kind of an extraneous spuri
ous effect, it won It disappear. At least it would be a check. 

- LEISS: We are probably pushing this a little bit too much. However, it 
is quite possible that it actually represents one of the things which we 
have calculated in the extreme transit behavior of the machine. This is- the following. You probably have before your main pulse, for example 
through the grid drive, a small amount of rf in the cavity. Now when you 
turn the pulse on, you get some very interesting transients and phase- oscillations. What you detect in your diode is the total field vector, which 
can have oscillations on it and these oscillations have actually been ob

,.-.� served. I would suspect that this is actually a real phenomena that one 
can predict in the extreme transient behavior on this machine as you 
start filling it. 
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LIVDAHL: I just cannot believe this. Jim. because this is nothing but 
the rectified output of an rf envelope and this says that this loop has got 
to be taking power out of the cavity. 

LEISS: Well. the point is that if you have a small amount of rf in there. 
which I suspect you do. because your grid drive is probably on before 
the plate voltage. then you have an'offset zero and it really has not gone 
negative; it has just gone down closer to true zero. 

LIVDAHL: ,Yes. the drive does come on about 10 microseconds before 
the plate pulse and I do not know that we have looked for this. 

LEISS: There is another interesting example you can p~edict and which 
has been observed on a lot of machines. When you turn the rf off. in
stead of the detected rf signal going down it initially has a rise. This 
is again precisely the same thing. This is the phase oscillation that is in
duced when you make a sudden change in the rf level of the cavity. 

JAMESON: I might comment on this last statement .. We did some meas
urements on a cell iris-loaded structure in which we put in a square 
wave input and looked at the build-up with a sampling scope. We took 
the pictures and measured the 630/0 rise time. and these indicated that 
the structure filled from the back end first. We also saw the transient 
that you spoke of at pulse turn-off. This effect was greater the further 
away you got from the drive. Now. these measurements that we did 
were done at signal generator power levels and I have some reservations 
about the techniques as far as quantitative results are concerned. One 
thing was that we were coupling out more than we should have been with 
the measurement loops. However. the observed results were qualitatively 
exactly as predicted by the equivalent circuit theorem. 

VAN STEENBERGEN: May I make one comment on the closing of the loop? 
Mr. Otis. together with John Keane. has worked on the rf stabilization 
loop at Brookhaven. So far he has succeeded in closing the loop and keep
ing a stable system for the cut-off frequencies up to 20 kc and loop gains 
up to 5. When he exceeded these limits of cut-off frequency and loop 
gain. he saw strong excitation of extramoding of the tank. We just could 
not work with a loop stabilization system which had a wider frequency 
band which means that if there were to be any corrections. they had to 
be of a very slow variety in our particularly long tank. 

FEATHERSTONE: I think everybody here who is interested in rf systems 
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- LIVDAHL: I knew that question would be asked, so I looked at the clock 
last week. At the present time our mode of operation is to start up at 
midnight on Wednesday night and run through the following Friday- morning, a period of 25 shifts, with operation on the succeeding days as 
we need for maintenance, observation, development, etc. At this rate 
we build up a maximum of 500 hours per month, so we really do not have 
an awful lot of data on it yet. However, last November 21 .. we put a 7835 
in the power amplifier; it has been in there since. The power amplifier 
has not been apart in that time and we have operated for 4,400 hours in- that time and the tube had a little over a 100 hours on it before that. The 
other two tubes that we own have 2, 000 and 2, 200 hours on them. There 
is no reason to believe that any of the three tubes have changed character- istics in that time. 
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-�
EXPERIMENTS ON RF FIELD PATTERNS IN THE BNL LINAC 

J. T. Keane -
Brookhaven National Laboratory 

-�
The major portion of this presentation will be concerned with the 

scallops observed on the rf probe patterns of the linac tank. Questions 
concerning this phenomena were brought up last year at Yale during 
Phil Livdahl's talk on the ZGS injector linac. It is contended that the 
cause of these scallops is due to excitation of higher order modal reso
nances. Figure 1 shows the scallops observed on the rf tank pattern. 
Note that this disturbance dies out as steady-state conditions are reached. -�
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TANK VOLTAGE PATTERN WITH DISTOR TION� 

TANK VOLTAGE PATTERN UN-DISTORTED 

Figure 1 

Before giving experimental proof of the cause of these scallops it 
seems appropriate to review the modes that can exist in a linac tank. 

The wave types for a circular guide and their cutoff wavelengths 
are shown in Table 1. It is seen that if as in a linac tank the diameter 
of the guide is adjusted for a cutoff frequency of 200 Mc in the TM01 
mode (d = 1. 15 meters), the TEll mode is the only remaining mode 
above cutoff. As will be shown the frequency of resonance of the linac 
tank operating in the TEll mode is 153 Mc. Since this is much lower 
than the excitation frequency of 200 Mc, this mode will provide little 
trouble. 
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Wave Type Cutoff Wavelength Cutoff Frequency if 
d :: 1. 15 m 

- TEll 1. 71 diameter (d) 153 Megacycles (Mc) 
TM01 1. 31 d 200 Mc 
TE01 0.82 d 320 Mc 
TE 21 1. 03 d 255 Mc 

0.82 d� 320 Mc™ll 

-� TABLE 1. Modes in Circular Waveguides 

NOTE: TM10 and TE modes impossible since zero tangential elec10
tric field at conClucting walls requires 1 O. 

For the TEll mode where p is the number of variations in th~ 

longitudinal directi<fu the resonant wavelength is as shown below 

A == 2 ~ 2 a� (1. 706) since J.» p
f7 P r( 1 )2] 1/2
~"i:) + 1. 706a 

:. ).. ~ 1. 706 d = 1. 706 (1. 15) = 1. 96 meters 

:. all resonances = f ~ 153 megacycles where ,L = 33. 5 meters, 
the length of present linac tank 

a = radius of tank 
d = diameter of tank . 

- Thus the majority of the TE 11 mode resonances for a long tank. 
will be near 153 Mc. p 

.... 
The only remaining resonant modes needing consideration are the 

higher order TM01p modes. Their resonant frequencies are given as 
follows. 

2� 1.5
For TM = 

01p� 2 1/2--� (Oo75I'Y]1/ 2 

a [1 +[(~) + (1. 3~6 ) ]� 33.5 

where� a = 0.575 meters 
~ = 33.5 meters 

).. ~	 1.5 =[ 1 -(OoI5 P)J 1. 5 [ 1 _ (~;~~ P )2] 
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,... 
Note:� Resonant wavelength for higher order modes approach that 

of TM as 1. increases.010 
2 

---� l:1f = f 6.)", = 200 x 106 
( 

0.75 p) (1~ 5) where ~f33.5A 
is cycles above the resonant frequency of 
TM010 mode. 

3
(66. 2 x 10 ) cycles 

..• ~f	 = 66 kilocycles (kc) .... b.f = 264 kc� 
.\ ~f = 6 megacycles (Mc)� 

It is thus seen that the� modes ca..'1 be excitedTMOll and TM012 
very readily in a linac structure. Of course, their strength will be highly 
dependent on the location of the coupling loop into the tank. If a single 
magnetic loop is used, its location can be unfavorable to either the TMO12 
mode or the mode but not both (see Fig. 2). Since BNL's loopTMOll 
provides magnetic coupling at a point centrally located along the tank 

- length, 

(a)� weak coupling to the TMOll mode will result since this is a 
point of minimum "H" field for this mode; 

(b)� strong coupling to the mode will result since this is aTM012 
point of maximum "H" field for this mode. 

Having reviewed the possible modes that can exist in a linac tank 

- we can get on with the results of modal studies on BNL's tank. The 
capability of a linac structure to support a and mode wasTMOll TM012 
vertified by changing the excitation frequency and looking for the charac
teristic modal configurations of the TMOll and waves along theTM012 
length of the tank. These patterns were ascertained by use of 34 calibra
tion loops located along the tank length. Essentially they measure the 
magnetic field strengths at the tank wans. 

The results of the test are given in Table II below.-
,...� 
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Mode Frequency� Maximum Observed f Calc. f 
Field Strength 
Relative Reading 

201. 066 Me 5.7� 0 0TM010 
201, 095 Me 5 29 kc 66 kc TM011 

TM0 12 201, 178 Me 1, 65� 112 kc 264 kc -�
TABLE II. Observed Modes in BNL Linac (see Fig .. 2) 

Since this linac is excited by a single magnetic loop centrally 
located, the results agree with theory. As was expected the field strength 
wa3 strong for the TMO12 mode but weak for the TMO11 mode. It is 
noted, however, that the resonant frequencies of the TM011 and TM012 
modes were closer to that of the TM010 mode than expected. This ap
parent deviation from theoretical findings is easily explained. The exist
ence of varying length drift tubes and ball tuners should alter results 
expected from an unperturbed cylindrical guide analysis. -�Figure 3 shows plots of the relative "H" field steady-state strength 
along the length of the tank for the normal TM010 ' the TM012 and TM011 
modes. Note that as expected the "HI! field for the TM012 mode has a -�minimum at Probe 10 and Probe 26, also that the field strength of the 
TMO11 mode is smaller than that of the other two. -�Essentially the initial statement that the scallops on the rf patterns 
were due to moding is proved by the data just presented. -�Wi th the tank excited at its normal frequency the following observa
tions were made. -�

1,� At Probes 10 and 26 where the tangential magnetic field of the 
TM012 field pattern was minimum, the scalloping on the TM010 
excited rf pattern was not present. 

2.� The relative magcitude of the scalloping on the rfTM010 
pattern increased along the tank length in the same manner as -�the magnetic field intensity of the TM012 pattern. 

3. The frequency of the scallops agreed closely to the difference -�
frequency between the TM010 and TM012 resonances. 

4.� As the steady-state tank response to TM010 mode excitation 
is reached, the scalloping di.es out. 

-�
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From the above statements it is concluded that during the build-up 
time of the tank the TMO 12 resonant mode is excited. Due to two dif
ferent frequency sources present the measuring loops detect a modulating 
signal whose frequency is equal to the difference frequency of the two 
sources (TM010 + TM012 ). 

It is well known that the Fourier power spectrum of an rf pulsed 
signal has frequency components around the center frequency. These 
frequency components serve as the source of the excitation duringTM012 
the build-up period and tend to die out once steady-state conditions are 
reached. Since BNL's method of coupling is favorable to the TM012 
mode, the scallops are observed. 

At this point we took a closer look at the probe patterns that did not 
have the noticeable scallops, namely Probes 10 and 26. It was noted that 
there was a slight modulation at 30 kc which indicated that the TMOll 
mode was also excited but to a much lesser extent than the TM012 . 

Since this time, A. Otis of BNL has done work on an rf level 
stabilization loop. In his first attempts at closing a loop he had oscil
lations. Again the frequency of oscillation was the difference frequency 

and TM012 ) modes away from the mode.of the (TMOll TM010 

Now that the existence of these modes has been verified, what does 
it mean? Certainly it will prove cumbersome to a closed loop system 
being controlled by a linac tank signal. Again since the tank is more 
susceptible to these undesired oscillations during transient periods, what 
effect will it have on beam compensation schemes? Both these modes 
have radial "E" field components that would prove detrimental to the 
beam. The big question which unfortunately I cannot answer is how strong 
can these defocusing fields be when 50 or 100 ma beams are passing 
through linac tanks? Hopefully they are weak enough to neglect. One 
way to lessen the effects of these resonances would be to keep the tank 
length down. Previously I showed a resonance equation that indicated 
that the frequency of these undesired oscillations moved further away 
from the TMOIO mode resonance as tank length decreased. This would 
tend to decrease the power present in the side bands. 

The scalloping just described is always present on BNL linac probes. 
We are blessed with another type of scalloping, however, that acts some
thing like a phantom. It crops up suddenly and leaves just as suddenly. 
Fortunately it only stays for very short periods. The magnitude of these 
scallops are much larger than the ones just described. The scalloping 
frequency and distribution along the tank length indicates it is a TMO11 
modal excitation. Apparently it is caused by particles coming from the 
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Cockcroft-Walton generator. This is concluded by the fact that it can 
normally be eliminated by -�

1. Turning on beam chopper, or 
2. Closing the valve at the linac tank entrance, or 
3. Putting in a flag between the Cockcroft-Walton and linac tank.� 
We have done studies during one of its short stays recently and 

found that 
1.� It is independent of the buncher--the rf feedback loop from the 

tank was taken off and it still existed. 
2.� It is very sensitive to the Cockcroft-Walton voltage. It 

disappeared when the voltage is below 737 kV. 

3.� It is relatively insensitive to the linac tank rf power level. 
When the power is brought well below accelerating levels, it is 
unaffected- -but if the level is brought above tank level, its 
magnitude starts to decline. -�

4.� It is very sensitive to gas pressure. The tank is more prone 
to these scallops when the gas pressure is decreased. 

Unfortunately this is as much as we know about these scallops and 
we will have to wait for its further reappearance before more data is 
accumulated. 
DICKSON: On our closed loop stabilizer, I did not say that we had never 
seen scallops. We do see scallops at times but we can get rid of them 
and there seem to be two things that affect them. One is that if one tunes the tank so that it appears to be exactly on tune, I think this gives scallop
ing. If one tunes slightly off maximum, then the scalloping can be reduced 
to practically zero. The other thing that affects the scalloping is the length -�of coaxial line between the final amplifier and the tank. If one changes this 
line length, then the impedance presented to the tank by the amplifier 
changes and this has some effect on the scalloping as well. So we play with these two things and can get rid of the scalloping. We had not related the 
scalloping to the modes of the cavity in the way you have. -�KEANE: We tried to move the resonant frequency of the higher modes.� 
They are quite sensitive to ball tuners, etc. Anything in the line will� 
tend to change the frequency to a greater extent than it cmnges the normal frequency.� 

-�
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TAYLOR: Can I just confuse the issue.? When they are on tune. we see 
no scalloping and when we move off. we see a beating which corresponds 
to the beating between the drive frequency and the tank resonant frequency. 

WADDELL: I would like to merely comment that this modal business. of 
course. was something that is seen in the original machine. That is, we 
have the original Alvarez accelerator and it differs from all the others 
that you are talking about in that it is a se:\.f-excited oscillator, and so 
during the tune -up procedure the operator' has to essentially adjust the 
pre-exciters so that one is on the proper mode. It is possible to tune up 
the machine on the wrong mode and probably Earl White could speak on 
this. but what we do is instead of presenting a rectified waveform in the 
control room, we actually present the rf and then it is quite simple for 
the operator to look at this pattern and to simply tell what modes are 
being generated as the pre-exciter is being tuned. 

KEANE: I would like to make one comment on this--thesescallopings 
are very slight. small in amplitude; indeed if you detune. I can take my 
whole pattern and I have gigantic scallopings. but these scallopings do 
not attenuate. Essentially what I am saying is that these sCallopings are 
more pronounced during the transient time and they die out once steady
state conditions are reached. Definitely if you detune. you get off fre
quency and you will get more violent scallopings. 

JAMESON: Nagle and Knapp have pointed out the equivalent circuit 
theory that we are fond of at Los Alamos. I have extended this theory 
to a transient analysis. and I am going to talk about it tomorrow. It 
points out in a rigorous fashion how these scallops occur. It is the 
beating between the drive and the modes in the pass band. all of which 
are excited during transients. This beating dies out in the steady state. 
I have some runs also that show the behavior that you get when you drive 
off frequency where you get large transient bumps and then a settling 
back down to a steady state on which there are regular" scallops" 
produced by beating between the drive a...'1.d the nearest mode frequency. 
It all comes out quite nicely in terms of the equivalent circuit theory. 

BLEWETT: Something that bothers me about these higher order modes 
is the fact that.as John showed in his pictures, they all have radial eom
ponents. Why aren it these shorted out by the drift tube ~tem? Our drift 
tube has got two stems at right angles to each other. I was wondering 
what sort of mode pattern you get if you had say four drift tube stems 
going out in all directions, or what these actual mode patterns look like 
in the present case. 
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KEANE: I will note one thing. The Q of the TM012 seemed to be much 
lower than that of the normal tank. The rise time looked to be in the 
order of 120 microseconds in the pattern. 

LAMB: We did an experiment some years ago which is relevant to this 
problem. It was cleaner because there weren't any drift tubes--it was a 
cylindrical tank--it was resonant at around 200 Mc and into this tank we 
introduced the burst of electrons. The tank was surrounded by a solenoid 
and these electrons were just shot into the tank, and they had many 
Fourier components in their front. We did not detect any frequencies 
lower than the fundamental frequency, but we detected essentially every 
frequency from there on up and of course it varied where the probe was 
located as he pointed out. There were different ones in different places -
TE's, TM's, and very high order modes. In order to suppress these 
modes so we could carryon with our experiments and see some electrical 
signal in this tank, we did the things that John just suggested. We tried 
to short certain modes out by putting conductors across the tank, and this 
would deQ this particular one, but the conductors would then look like an 
end wall to some other mode. 

PERRY: I think there is no question that these modes do exist. In the 
tune-up stage of our machine we excited quite a number of these with a 
lock-on oscillator. 

-�
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AUTOMATIC CONTROL AND STABILIZATION OF THE ORSAY LINAC 

P. Brunet, L. Burnod and L. Lheritier� 
Ecole Normale Superieure - Orsay, France� 

Before speaking about automatic control, I would like to show briefly 
the present status of the Orsay linac. In this initial design the electron 
linac itself was built by the CSF Company. Since the end of 1961, the 
laboratory of the Orsay linac has the machine in charge for operating and 
improvements. 

There are now four experimental areas (Fig. 1) available for physics 
experiments; one at 250 MeV in use since 1960: one at 500 MeV and one at 
1 GeV in use since January, 1962, and the last one at L 3 GeV is just 
finished now, including the deflecting system. Another experimental area 
is ready to receive the 500 MeV electror:.-positron storage ring, but the 
storage ring itself will be ready in 1965. The positrons will be extracted 
from a radiator located at the 700 MeV electron energy level and then ac
celerated from a few MeV to 250 MeV before injection. The electrons will 
be accelerated from another gun by the last part of the linac and injected 
in the ring at the same point as the positrons are. 

We already accelerated a positron beam extracted at 200 MeVelec
tron energy level. For a 700 MeV positron beam, the ratio of the positron 
intensity in 3% energy spread to the electron intensity on the target is 10-.4 

Now there is another proposal to extend the electron energy from 
L 3 to 2.8 'GeV by doubling the length of the machine. and to increase 
the duty factor by a factor of 3, from 50 pps to 150 pps. In this case, 
the new part of the machine will be built at the front of the present linac, 
the shielding of the 1. 3 GeVexperimental area being sufficient for a 
3 GeVbeam. 

Operating a multisection electron linac for physics experiments 
requires a high stability for both beam current and energy. 

It is quite easy to obtain 50% of the beam current in a 10/0 energy 
spread, if the transient beam loading is compensated for by early injec
tion or changing the modulator timing. 

However, it is difficult to maintain these adjustments over a long 
period of time, and in additior.., the setup time is long unless automatic 
controls are incorporated. 
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The influence of variations in the main machine parameters such as 
High Voltage, Frequency, Temperature, etc., are well known. 

It is my intention here to speak only about some of the systems which 
have improved the Orsay accelerator and some systems which will be in
corporated in the machine extension from 1. 3 to 2.8 GeV. 

1. Klystrons High Voltage 

In the initial design, the klystrons and modulators were supplied 
from a single ac power supply controlled by an induction regulator with 
a stability of ±. 1%. Such a long term stability may be sufficient if the 
operator can control the long term energy fluctuation. However. with a 
short term stability of the same magnitude. every fluctuation in the power 
lines is transmitted to the klystron high voltage resulting in beam energy 
variations of the same order. With a narrow energy spectrum and energy 
defining slits, excessive variations in the analyzed beam current result. 
Furthermore, for the induction regulator which was used. the response to 
the power lines transients is very slow, of the order of one second, which 
means that the short term stability was much worse than 1%. 

In order to overcome this short term instability, we are now using 
a motor generator set with an ac voltage regulator of + 1%. We now get 
a short term stability better than O. 1% due t011he large inertia of the set. 
Such a system can keep approximately 2 x 10 electrons/pulse within a 
2% energy spread for several hours with current variations less than 
+ 50/0. The long term stability can be further improved by controlling 
the alternator output not from the ac output voltage but rather from the 
charging voltage of the pulse-forming network. This mean.s we can also 
adjust the klystrons high voltage by the inductor of the alternator. 

II. Phasing 

An automatic phasing system is already installed on five sections, 
or 300 MeV~ of the present accelerator and it is yet working but it is 
under test too. 

The rf phase of the section input signal is compared to the beam 
phase obtained from a low Q cavity excited by the beam (Fig. 2). The 
electronic length of the rf comparison circuit is set up so that a null on 
the phase detector is obtained for the optimum rf phase (Fig. 3). This 
optimum rf phase is determined by means of a beam energy measure
ment and fixed by a phase shifter. The phase detector is a magic T 
with two linear rf diodes (or one diode and a phase wobbling system). 
The two diode voltages are stretched to a de voltage and compared in a 
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differential dc amplifier which controls the phase of the rf klystron in�
put. A transmission cavity in one arm of the rf comparison circuit,� 
temperature locked to the section, compensates for small frequency and 
temperature variations.� 

With such a system we can control the phase within + 30 with a -
range of beam intensity from 20 to 80 mA and a 3 db klystron power 
range (10 to 20 MW). However, we do not know yet the behavior of the 
system over a long period of time, let us say for more than one month, -
without a new energy calibration. 

It seems feasible that such a long term stability can be obtained -
with� the following improvements. 

(a)� Increasing the phase stability of the rf comparison system by -
choosing rigid and short transmission lines. 

(b)� Broadening the range of operation to a 10 to 1 variation in the� 
beam current and 6 db for the klystron power.� -

(c)� Achieving a more simple and accurate phase calibration for� 
example, by adjusting the set: Section + Cavity + Rf Com�
parison Circuit in a separate room set up for this purpose.� -

The� disadvantages of the system are: -
(a)� A complete system is required yet for each section (cavities,� 

rf comparison circuit, electronic).� 
(b)� We must trust the phase stability of the rf phase comparison 

system. 

The� advantages are: 
(a)� It does not require a special accelerator triggering system 

nor sections with output couplers, 1. e., it can be adapted on 
the present machine. 

(b)� It is a continuously operating system. 
Assuming the rf driver frequency is stabl.e, there are still two 

other control systems which must be incorpq,rated if stable and reliable 
operation of tre linac is to be obtained. These are temperature and 
beam position controls. 

III. Temperature� 
The rf power level in each section is controlled by means of the 

klystron high voltage and is set to give the optimum performance of 
-�
-�
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section and klystron. Preliminary measurements on the heat transfer 
between the sections and the water indicated that the temperature 
gradient between the copper and water is not independent of the power. 
This means that the cooling of each section has to be independentlyad
justed. This can be achieved by controlling the rf phase between the 
input and output of the section. 

This comparison can be seen to be extremely sensitive, since -
where -

C' is the coefficient of linear expansion of copper 
w is 2." X frequency 
T' is the filling time of the section 

~9 is the temperature change -
For example, with 

9 
W = 2." X 3 x 10 
T' = 10-6 seconds 
C( = 1. 6 x 10- 5 -

60 = 17 degrees / degree C. 

IV. Beam Position Control 
For a high power beam, it is very important to keep the beam on 

the axis. A steering system which is really independent of energy and 
stray m~gnetic fields appears difficult to build. However, for a single 
beam operation it should be possible to use an error signal derived from 
a beam position monitor to control steering dipoles and keep the beam on 
axis; after phasing a given sector, the beam can be steered and the posi
tion monitored. This sequence of events is then carried out on each suc
cessive sector. 

Despite the multiplicity of parameters affecting the beam dynamics, 
it should be possible to design in such a wayan automatic beam steering 
system. 

-In this stage we still prefer to put local control loops, better than 
a central computer, and to increase the stability of the components. 

-�
-�

-�
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In conclusion, at Orsay the present philosophy is always to 
manually control the accelerator with the exception of the automatic 
systems which I have described. 

BLEWETT: Could you give an estimate of the ultimate that you could 
achieve in the control of phase? 

BURNOD: With the electronics which we have now, bec\3.use we .use a 
mechanical phase shifter, we think that.±. 3

0 
is a limit we cannot improve. 

If we use a ferrite phase shifter instead of a mechanical one, .we can have 
a continuous variation of the phase and a better short-term stability, but 
of course using such a ferrite device we will lose in long-term stability 
due to the ferrite and its power supply. 

JAMESON: What kind of short-term phase stability are you talking 
about? 

BURNOD: Oh, the phase stability is now + 30 over several hours. 
There is no problem for the short-term stability using a mechanicaJ 
phase shifter. 

FEATHERSTONE: Must you control the temperature of th~ transmission 
lines which bring the phase information to your control devices? 

BURNOD: It is not done yet, but we must do it. 
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PROGRESS IN HIGH INTENSITY ION SOURCE AND 

ACCELERATOR COLUMN DEVELOPMENT -
A. van Steenbergen 

Brookhaven National Laboratory 
Recent work on ion sources has shown a gradual incre:..se of proton -

beam intensities obtainable from preinjector systems. In general, to
gether with an increase in beam intensity an increase of the beam emit
tance was observed. Up to the space-charge limit in the BNL AGS, this -
will become most likely the determining factor in AGS beam intensity. 
This will be especially so when multiple turn injection will be used at 
the AGS, which is scheduled to be completed during the next month. -

Further, preinjector intensities for the proposed BNL 500 MeV 
linac injector will be of the order of 500 rnA in order to obtain linac beam -
intensities oLat least 100 rnA. 

Only recently have ion sources been developed capable of total -
beam outputs of this order of magnitude and being suitable at the same 
time for use in conjunction with particle accelerators because of emit
tance characteristics. For completeness sake a short enumeration of -
these sources follows: 

1) PIG Ion Source. Here a plasma is obtained by means of a gas -
discharge in a simple two electrode structure. Secondary electron emis
sion to sustain the discharge is obtained by means of ion impact on the 
cold cathodes. Electron oscillation between the two cathodes is main -
tained for high ionization efficiency by means of the anode-cathode elec
trical field and an axial magnetic field. -

2) Rf Ion Source. An electrodeless ("magnetically" excited) dis
charge, by means of a radio-frequency field is obtained in a ceramic or 
pyrex source "p?,t." An extra electrode in the plasma chamber is used 
to establish a field in a ceramic channel for ion extraction from the plasma 
boundary located within the source pot. -

3) Duoplasmatron Source. A hot cathode (emission layer coated 
cathode or a tungsten cathode) is used for the production of electrons for 
gas ionization in a three-electrode structure. With a conical geometry 
of the extra electrode between cathode and anode some plasma compres
sion is obtained. Further compaction, between the extra electrode and 
the anode is accomplished by means of magnetic mirror fields around the 

-�
-�
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interspace of these electrodes. For higher output currents, a specially 
shaped aperture button makes it possible to obtain ion emission from a 
larger area than the source aperture opening (small plasma cup). 

4) Lamb-Lofgren Source. >:< This source is a version of the "magnetic" 
ion source, i. e., a hot cathode discharge type source with plasma concen
tration by means of an axial magnetic field. Here, instead of a single 
aperture hole, a multiple of apertures is used to let the plasma expand 
in a large cylindrical plasma expansion cup. With the extraction field a 
concave plasma sheath is formed within the relatively large plasma expan
sion cup. 

5) "Modified" Duoplasmatron Ion Source (Solnyshkov, et al). A 
large plasma expansion cup is attached to the basic duoplasmatron source 
and ion extraction takes place from a shaped plasma boundary sheath. 

6) "Modified'! PIG Source (Gabovich, et al). This is the basic PIG 
source with hot cathode and large plasma expansion cup. 

In order to establish some criteria by which to compare these 
various ion sources, it is useful to define source brightness and related 
beam emittance again. The momentum normalized beam emittance, as 
related to the two-dimensional phase space projection is given by, 

IfF (x, <Xx) dx dcxx� 
v =Pr 1T" = /3r E� 

where v is the emittance invariant and F (x, 0( ) represents the two
dimensional transverse phase space boundary f6r a proton beam, deter
mined at a particular energy. 

The source "brightness" may now be defined as: 

I
B = 2 2 

.". V 

>:'Ion extraction from a large plasma boundary and plasma boundary 
shaping ("plasma boundary focusing") by means of grids or extraction 
fields, as applied in the "modified" duoplasmatron source and "modified" 
PIG source were first incorporated in this particular ion source design. 
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which specifies the particles per unit time density in forr-dimensional 
phase space, assuming a simplified E, t distribution. ' 2 This defini
tion is identical to the statement that the source brightness is the particle 
flux (current density) per unit solid angle. 

Referring now to the conventional duoplasmatron source, the rf 
source and the PIG source, these sources showed generally the behavior 
that the emittance increased linearly with the output beam current. This ... 
was observed at BNL for the PIG source and conventional duoplasmatron 
source and similarly at CERN for the rf source. This behavior is 
expressed as: 

I 
v = 11'8 

and consequently, 
2 

B = ~ ... 
I 

with 8 a constant. ':' ... 
It was rather disturbing to observe that the four-dimensional phase 

space density decreased with extraction of higher beam intensities from 
the ion source. Regarding this, it is useful to consider the optimum ex ... 
pected ion source emittance versus output beam intensity. 

The minimum emittance is determined by the transverse velocity ... 
components existing at the plasma boundary from which beam extraction 
takes place. The magnitude of the transverse components is determined 
by the plasma temperature. -

Taking the simplest case of a plane plasma boundary and homogene ...ous particle density filling of the ~lasma of N ions per unit volume, then 
for ion extraction from an area a one finds for the emittance 

... 

... 
Using a simple cut-off of the Maxwell-Boltzmann momentum distribution 
and assuming plasma equilibrium, 1. e., T i ~ T , one finds 3 

e -
';'The brightness as defined here refers to four-dimensional phase space 
only, the time structure of the beam may change the 8 and B values. 

....� 

-�
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Here II is the x component of the mean velocity of the ions near the x
plasma boundary. 

Further, the total beam extracted from the plasma boundary for a 
space-charge limited beam may be obtained from the diffusion equation: 

I = a 2 Ne ;;., z 

or similarly 

i 1/4] -1 
11/ 2 [ N 1/ 2 e1/2 ( k : )a = m 

Actually, becau.se of limitations in beam extraction due to space-charge 
effects, a more practical expression for a would be given by Langmuir's 
equation: 

-1/2 
Vextr . 3/2 ] 

g2 

Comparison of the two expressions indicates that a practical upper limit 
exists for N. For higher values of N and a given extraction field and 
geometry the plasma boundary takes on such a shape that unacceptable 
optical conditions result. Therefore, for any practical system, the maxi
mum value of N may not be determined by the ion source capabilities only, 
but, espeCial~ with recent ion source developments. by limitations in 
(Vextr. 3 / 2/ g ). 

For the present argument the first expression for a will be used. 
Substitution of a and V yields:x 

v = ( ~ 1/2)
.". 0 

with B o a constant, 

[or v = 



418
 

and by definition B = ~ 2' therefore
 
7r v
 

N e c
 
B = B o = 4( kTi 2) 172 

moc 

Contrary to experimentally observed behavior, theoretically the source 
brightness would be independent of output current, as it should be. 

The foregoing approach may be enforced by substituting some 
practical values for T and N in the expression for Bo ' An expanded 
plasma from a pulsed highiintensityPIG source with hot cathode was 
studied by Gabovich et al. Here, a plasma expansion system, similar 
to that used by A. 1. Solnyshkov 5 for the duoplasmatron ion source,

12 
was 

3used. lYPical values for Nand T in the expanded plasma are 10 ; cm
. and 10 OK, respectively. This substituted yiel ds for Bo : 

10 rnaB o = 1. 2 x 10 
2 2 cm -rad 

This value is indicat ed in Fig. 1. Also given here are values for B and 
v derived from Solnyshkov's results obtained with a modified duoplasmatron 
source. Through these points lines have been drawn in the log-log emit
tance current plot of "suggested" output current dependence of the modified 
duoplasmatron source. At the present time this is only supported by the 
assumption that with extraction from a relatively large plasma boundary 
area the theoretical expected current dependence of v and B may be 
approached. 

The Bo value as calculated is of the same order of magnitude as 
the approximate B value obtained from Solnyshkov's experimental results. 

The experimental observed behavior of v and B as a function of I 
for the conventional duoplasmatron source, rf source and PIG source is 
also given in this figure. Further the range of some recent results for 
v and B with the modified duoplasmatron source as obtained by B. Vosicki 
at CERN and L. Oleksiuk at BNL are also indicated. These results will 
be discussed in detail by L. Oleksiuk. 

The foregoing approach suggests immediately that it is desirable to
 
keep the plasma temperature low in order to obtain high Bo values and
 
low v values. It also explains the reason for the encouraging results
 
obtained with the sources with large plasma expansion.
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Fig. 1. ION SOURCE CHARACTERISTICS 
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It is evident that the ion sources using plasma expansion and plasma 

boundary focusing may substantially improve present ion source (PIG, rf 
and duoplasmatron) brightness figures. With these sources, beam intensi 
ties of the order of 500 rnA are readily obtained. It is in a sense secondary 
how the expanded plasma is established, as long as the appropriate plasma 
temperature and density may be obtained. Therefore, in a first approach 
several of the above mentioned ion sources will be suitable. Some perti 
nent parameters of these sources have been collected from the literature 
and from BNL experience. These are given in Table 1. The figures given 
are meant for comparison only and all values given should be considered 
to be approximate only. There should be no clear cut choice between the 
modified PIG souce, the Lamb-Lofgren "magnetic" source and the modified 
duoplasmatron source. However, with the duoplasmatron a high density 
primary plasma is obtained in a rather efficient way. This source is there -fore more suitable to produce an expanded plasma without actually enlarg
ing the ion source aperture to any appreciable extent, which should be 
avoided to the extent possible because of neutral gas flow into the accel -eration column. 

Some thought has been given to the most desirable shape of the 
plasma boundary in the modified duoplasmatron source. This is illustrated 
in an oversimplified way in Fig. 2. The possibility of positive aberration 
and also space-charge blow-up with a consequent equivalent negative aber -ration in the proton beam should be avoided to reduce effective phase space 
dilution. Presently, the first case illustrated, i. e., that of an essentially 
flat boundary is being considered as a desirable configuration together -with a high gradient column approach as will be further detailed below. 

In Fig. 2 is also indicated the possible reason for the experimental -ly observed emittance-current behav70r in the conventional duoplasmatron 
source (v = Cl I instead of v = C 2 II 2 as expected). As illustrated the 
measured emittance would be -

v ~ l3ya 0( • 

C3 1
1 2 

From elementary electrqn optics c/... = / , further, Langmuir's 
equation gives a = C4 11 / 2, consequently v = Ihr 8 . -

Even though the source brightness values obtained with the Solnyshkov 
source are promising one might say that developments are not so far ad
vanced yet that one could speak of an operational source at present. Some -
problems are mentioned: 

-

-

-
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TABLE I 
With large plasma expansion 
and plasma bo~ndary  focusing 

Duo , Lamb- P. 1. G Modified \ 
EYaluation of High P.1.G. RF plasma Lofgren Source Duoplasmatron 
Intensity Ion Sources Source Source tron "Magnetic" With Hot Source 

Source Source Cathode 

Reported maximum units 

Ion currents: after single rnA 150 350 1000 1000 1000 800 
electrode acceleration 
after C-W acceleration rnA 90 250 150 400 

Ion source brightness: B* 
(for definition see text) 

A 
(m. rad)2 5.10

8 5.10
8 

5.10
8 ~5.107  5.10

10 

Expectation of approaching 
B = Bo instead of B :: 82 /1 

neg. neg. neg. pOSe pOSe pOSe 

Physical characteristics: 
beam energy spread eV <10 10 < 1 H:>

N 

typical maximum proton % 50-80 60-90 60-90 95 ..... 

percent 

Characteristics 
related to 

gas con
sumption Ncrn 3/h 10-100 10-100 50 2000 1000 100-200 

complexity of 
auxiliary equip

. t**power mpu 
duty fador 

kW 0.5-5 1-10 0.5-2 5-10 5 1-5 

ment 
power for solenoids kW 1 0.5 0.5 10 1 0.5 
etc. 
cathode heating kW 0.1-0.5 1 0.1-0.5 0.1-0.5 

discharge current A 1-5 - 10-40 100 40 20-100 

*Because of the measured current dependence (or possible current dependence). the value given 
refers to the cited current after C-W acceleration. 

**Related to source discharge current only. 



422
 -

-


a. With the large plasma boundary extraction use is made of 
plasma boundary focusing, i. e., the beam optics will depend on the boundary shape. This in turn depends sensitively on extraction field, 
its distribution and plasma density. Slight variations in source param
eters are expected to affect beam optics substantially. In this connection also the nonuniform plasma density is a problem resulting in complex 
emittance patterns. For plasma boundary shaping a shaped grid might 
be used. This is shown in Fig. 3 together with a version of the modified -
duoplasmatron source. If a grid is used on the extraction electrode 
scattering of protons due to the fine structure of the local fields might 
prove to be causing effective dilution of phase space. This is presently being studied at BNL. 

b. Plasma oscillations and boundary instabilities. With the con ventional duoplasmatron source, beam intensity modulations with fre
quencies up to 30 Mcl s and even higher have been observed with the wide 
band frequency system of the AGS. At times, beam intensity modulations -
of nearly 75% have been observed, while under optimum conditions this
 
was still of the order of 5% to 10%.
 -


c. Further measurements are needed on proton percentage from
 
an expanded, lower temperature, plasma with the Solnyshkov source.
 -


With conventional Cockcroft-Walton acceleration columns the 
voltage gradients are such that a relatively large diameter column 
aperture is needed in order to be able to transfer of the order of 400 mA 

~	 total beam. Also, with a larger diameter beam, problems connected 
with aberrations would be more serious. -


An alternative is to try to improve the accelerator column gradient. 
Further, with the possibility of extracting beams from large plasma 
boundary diameters and actually also the desirability of doing so in con -

nection with beam emittance and source brightness, it becomes attractive 
to consider again the "Pierce" approach of beam formation. In the small 

.beam diameter case, an unpractical high voltage gradient is required to -

support the "rectilinear: beams; this because of the higher current den

2 . sities involv2d, i. e., ~ 1 AI cm . With current deJ;lsities of the order 
of O. 1 AI cm the required fields approach practical values again. -


'Various text books on electron optics detail the "Pierce" approach. Here 
only the resulting formulas will be given; -


-

-

-
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For a "rectilinear">:< flow with cylindrical boundaries the axial 
potential distribution is given by -


-
with 
103 j 2/3and 

For a plasma boundary of 1 inch diameter and 500 mA total current one 
2obtains jo = O. 1 AI cm and 

U 0 = 1. 5z , 

The potential distribution outside the beam boundary has to match this 
distribution at the beam boundary. This has been obtained analytically 
and can be approached for practical electrode shapes with an electrolytic 
tank. The axial distribution together with the required fields as a func
tion of axial location are given in Fig. 4. In this case the extraction 
electrode held at 50 kV is matched at the proper location and given the .. 
proper shape. Consequently 700 kV will be held across a gap of approxi
mately 16.5 cm. The maximum axial field indicated is ~ 50 kV I cm. 
Similarly some parameters for the spherical case, i. e., a beam cone 
cut out of the inner space between two spheres has been explored. Again 
a plasma boundary diameter of 1 inch and total beam of 500 mA have been 
assumed. The axial potential distribution is given by -

.. 
2 

with 0( = f (R/Rplasma boundar ), a known function. The results, -
matched again to the extraction e1ectrode, are also shown in Fig. 4. 
The field has been lim.ited to 10 MV 1m., resulting in a slight deviation 
from the required potential distribution above 650 kV. This is not -
thought to be serious. 

As a first approach the "rectilinear" beam with cylindrical beam -
boundaries have been considered. An electrode system. enforcing the 
required potential distribution has been designed and at present, first 

>:'This would constitute a beam emittance of zero value, which does not 
occur in practice. Nevertheless the approach is useful. 

..
 
-
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approach equipotential measurements have been done with a semi
automatic equipotential plotter. An electrolytic tank of 30" x 24" and 
the ploHer have been built by Mr. A. Soukas, who also did some of the 
measurements, an example of which is given in Fig. 5. 

The finally synthesized electrode structure will be mounted in a 
high gradient large diameter column structure, as shown in Fig. 6. 
This is a double walled structure with the possibility of conditioned and 
cooled gas mixture flow in the interspace for cooling of the voltage divid
ing resistors and improved voltage rating. The total length of the column 
is about 40 inches for 750 kV. A test section is presently being built up 
to evaluate some of the design approaches in more detail. The over-all 
preinjector arrangement as envisaged at present is shown in Fig. 7. 

LAPOSTOLLE: I would like to ask you two questions. First, what type 
of aberration do you consider due to space charge? Is that due to non
uniform density or to the potential drop inside the beam? 

VAN STEENBERGEN: I have talked in terms of equivalent negative 
aberration, because the space-charge effects, even in a homogeneous 
beam with potential drop inside the beam, tend to distort the two
dimensional phase-space boundary in a sense opposite to that due to 
spherical aberration. I assume that boundary distortion due to space
charge in a nonhomogeneous beam would tend to be more serious and 
lead to more equivalent negative aberration. 

LAPOSTOLLE: Now, I have the second question, which was about your 
high gradient column design where you try to have a field distribution 
which fits the space-charge law in some way. That of course only applies 
for a given current density. 

VAN STEENBERGEN: The equipotential distribution at the boundary is 
correct for one value of current density only. Therefore, at present 
the preliminary design is for a particular total current, 1. e., 500 rnA 
only; it ~s not expected to suit typically a 50 rnA total beam. 

MORGAN: In your high gradient column design, did you worry about 
regions of electron oscillation in the stray field of the solenoid lens 
which is right beneath the column? We found this to be real critical in 
the design of our column. 

VAN STEENBERGEN: We did not consider this yet. 

..
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TAYLOR: Have you plotted trajectories through on a computer? And 
if so, I want to ask you what sort of program you use and how you -
included the space charge? 

VAN STEENBERGEN: We hope to start using the Kirstein program but 
have not done so yet. I recognize completely that the equipotential tank 
leads to a first approximation only. 

.... 
WROE: Would you say a bit more agout those i~~ temperature:f you 
quoted? I notice you wrote down 10 oK and 10 ions per cm. Is this 
a measured value? .. 
VAN STEENBERGEN: This was a measured value by Gabovich with an 
expansion cup attached to a hot cathode P. 1. G. source. 
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RECENT DEVELOPMENTS IN RF PROTON SOURCES 

H. Wroe
 
Rutherford High Energy Laboratory
 

1. Introduction 

An rf ion source of the Schneider type 1 was originally developed 
for Nimrod, but it suffered severely from internal breakdown when 
delivering intense beams with a pulse length of 1 millisecond. The on
set of breakdown marked the end of the useful life of the source which 
was often short and unpredictable. The breakdown problem was never 
solved in spite of intense effort and eventually the Schneider source was 
abandoned in favor of an arrangement similar to that described by 
Thonemann and Harrison. 2 This source has been reliable in operation 
on Nimrod and some of its characteristics are given below. 

2. Description of Nimrod RF Source 

The source is shown in Fig. 1. It is mounted on a mild steel base 
plate, 1, which carries the invar cathode, 2, on an accurate register. 
The source pot 7 is made from a piece of standard 1" bore QVF pyrex 
pipe line with one end sealed, and ground parallel to the lower end. The 
pot is mounted on the dural extraction plate, 4, which is insulated from 
the cathode by the pyrex ring, 6. A pyrex disc, 5, almost completely 
covers the top surface of the extraction plate so as to reduce the area of 
metal exposed to the plasma to a minimum. Extraction of ions is 
achieved by pulsing the extraction plate (and therefore the plasma also) 
to a positive potential. To prevent discharges between the source pot and 
rf coil, which is "earthy", the insulating envelope, 10, is pumped up with 
compressed air to about 30 Ibs/in2 . This also prevents breakdown from 
the extraction plate to the base plate over the outside of the ring, 6, at 
high extraction voltage. 

The rf circuit consists simply of a 50.n coaxial line stretcher 
and stub connected directly to the coil, as shown in Fig. 2. The lengths 
of the line stretcher and the short circuited stub shown in Fig. 2 are 
typical values. When a 50 n power meter is connected in place of the 
tuner and source, a maximum pulse power of 20 kW can be obtained. 
The frequency is 125 Mc/s. 

Hydrogen is fed into the source through a hole in the base plate via 
a nickel leak. 3 
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The vacuum seals on the source itself are 1/32" diameter indium 
wire compressed to a thickness of 0.004". Considerable pressure is 
required and this is achieved by a strong insulated screw, 13, on top of 
the outer envelope. A pressure pad with a spherical upper surface takes 
up slight misalignment between the screw and source pot. 

Two permanent magnets provide a roughly transverse magnetic field 
of about 50 gauss which greatly increases the ion density in the plasma, 
for a given rf power input. 

The dimensions of the extraction gap used at present on Nimrod 
are shown in Fig. 3. Alignment of the extraction plate and cathode is 
critical. It will be seen that the insulating pyrex ring is well shielded 
from the beam and plasma and this is considered to be an important con
tribution to the high breakdown voltages achieved in operation. 

Figure 4 is a photograph of a source assembly and Fig. 5 is a view 
of the source in position on the Nimrod preinjector. 

3. Performance of the Source on a Laboratory Rig 

3.1 Source Pressure 

A special source pot was made up with a Pirani gauge head mounted 
on top. The variation of source pressure with the nickel leak current is 
shown in Fig. 6. The pressure readin~~ are corrected for hydrogen. 
Normal operating pressure is about 10 Torr and the power consumption 
of the nickel leak at this level is 36 watts. 

3. 2 Output Current 

A reliable current measuring device has been developed, which 
combines electrical and calorimetric methods, as shown in Fig. 7. The 
principle of the calorimeter is the same as that of Harrison. 4 

A collector cup, made in 2 mil copper foil to reduce its thermal 
capacity, is mounted on a double" stem" of copper strip 3 / 8" wide and 
0.020 thick. A transverse magnetic field of about 200 gauss is applied 
to the cup, by permanent magnets, to suppress secondary electrons and 
a michrome wire heating coil is wound on it for calibration purposes. 
Thermistors are used for temperature measurement. Figure 8 shows a 
general view of the device. Both the calorimeter and the bridge circuit 
used to measure the resistance of the thermistors are well screened as 
shown in Fig. 10. 
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Curves of output current against extraction voltage for two differ-
ent canal lengths are shown in Fig. 9. The rf power level was adjusted 
to give a maximum output current at each value of extraction voltage. The- difference between the calorimetric and electrical measurements is 
probably due to the neutral content of the beam, i. e. the total ion current 
crossing the plasma boundary under given conditions is the same for each- canal length but the number of charge exchange events occurring in the 
beam is greater for the longer canal. Thus the charged component of the 
beam is smaller for the longer canal. The dotted part of the calorimetric- curve in Fig. 9 is in error due to direct pickup of rf power by the therm
istors--this result was obtained before the screening arrangements were 
fitted. 

3.3 Multiwire Target 

Preliminary experiments have been carried out using a technique 
for rapid measurement of beam properties such as diameter, current 
density distribution or emittance. The device is a target consisting of- 25 tungsten wires, 0.2 mm diameter, spaced 2 mm apart and insulated 
from each other, each wire being connected to a condenser. When ex
posed to a beam, the charge collected by each wire produces a proportion-
al voltage on its condenser. The latter are then "scanned" by a mechan
ical commutator which discharges each in turn through a resistor. Thus, 
a series of spikes is produced, the height of each one proportional to the- charge collected by the wire in the first place. 

This is illustrated in Fig. 11 where the target was used to measure- the diameter of the beam at various axial distances from the source. The 
target itself is shown in Fig. 12. 

Permanent magnets are built into the target to provide a magnetic 
field for suppression of secondary electrons, but they are not very ef
fective and there is evidence that the space charge in the beam is at least- partially neutralized by secondary electrons. Thus the dotted curve in 
Fig. 11 is not a real beam profile. The four positions of the target 
probably gave rise to four different beams, though the source conditions 
were the same. 

It is hoped to extend this technique to the measurement of emittance. 

3.4 Source Emittance Measurements 

- Some measurements of emittance of the beam immediately below 
the source have been made using the slotted plate and copy paper method. 5 

-. 
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The slits used were 1/4 mm wide, spaced 2 mm apart, in a 1/2 mm thick 
dural plate and they were built into a standardcoll~etor cup as shown in 
Fig. 13. The beam current was first measured with the plate and copy 
paper withdrawn, then they were pushed into the beam and the exposure 
made. A typical image is shown in Fig. 14 and preliminary plots of emit
tance are shown in Figs. 15 and 16. Both the area of the diagrams and 
the details of the images are closely similar to those obtained by Tallgren5 

with a Schneider type source. There seems to be a dense central region 
to each image which may well correspond to a large fraction of the beam. 

Less dense markings, at larger values of divergence are often com
pletely separated from the main "spectrum." The explanation of these 
effects is not yet clear, but they are not peculiar to the Schneider type 
source. They may well be common to all high intensity rf sources. 

4. Source Performance on Nimrod 

The source has proved reliable and consistent on Nimrod during a 
period of over a year. The present normal beam current is about 38 mAo 
At this level the useful life of the source is not yet known but a unit has 
been in service on Nimrod for four months of routine operation without 
detectable deterioration. The period of operation, to the time of writing, 
is about 1000 hours "beam-on" time. 

The curve of output current against extraction voltage is shown in 
Fig. 17. The beam current was measured at 600 kV using the beam 
monitor system and the values shown were optimized at each value of 
extraction voltage. 

Figure 18 shows an emittance diagram of a 40 mA beam which was 
obtained by using two 4-jaw apertures in tre low energy drift space of the 
Nimrod injector as shown in Fig. 19. The apertures were set to 1 mm 
wide vertical slits. The diagram shows the distribution of current in 
phase space. There is evidence that the "side arms" on the diagram are 
due to the molecular ion component of the beam which was separated out 
by the quadrupole. 

5. Future Developments 

The present objective is to discover tre upper limit of the per
formance of the source. Improved rf screening (with higher rf power 
inputs) is being incorporated and compressed sulphur hexafluoride is 
being substituted for compressed air so as to improve the external in
sulation. It is hoped to increase the extraction voltage to 50 kV. 
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LAPOSTOLLE: I would like to make a comment and ask you a question 
about the various parts in the emittance diagrams you have shown or, 
in other terms. the existence of several beams. First, I would like to 
say that what you observed in the rf source exists in many sources; it 
is for instance the same in the PIG source. Now I would like to ask. 
what is your explanation? 

WROE: Well. I haven't got one of course. There are so many things it 
could be. For instance, this technique gives you the integrated beam 
which strikes the film. You cannot distinguish any changes with time. 
Now we have evidence that changes of emittance occur during a pulse. 
If you examine waveforms of beam pulses through a set of emittance 
measuring slits, they are hardly ever square and flat topped, though 
the waveform of the whole beam is. It looks as if beam is shifting about 
in phase space. 

LAPOSTOLLE: You then think that it might come from different parts 
of the pulse? 

WROE: Yes. We are going to look at this sort of thing in more detail 
on the source itself. This measurement I have just told you about was 
done at 600 kV. I really cannot offer any serious explanation yet. 

HUBBARD: With respect to this wire target you use for measuring 
emittance, how do you handle the secondary electrons from the wires? 

WROE: What we intended to do is just put the magnetic field along the 
wires. There is a field on this present target, a weak magnetic field. 
It doesn't seem to do very much good. What we are thinking of now is to 
make a target in the form of a stack of thin plates with insulation between 
and a fairly strong magnetic field along the plates. If the field falls off 
rapidly enough as you move away from the target, then it will not affect 
the trajectories of the ions. The idea is to cause an electron liberated 
from a plate to be returned to that plate and not a nearby plate. 

SHAYLOR: I wondered if you could do anything successful in that line 
by putting a potential on the wires you are not using adjacent to the wires 
you are using? 

WROE: I do not like electrostatic means of suppression you see. and we 
have got experience of incredible things that secondary electrons seem 
able to do in a field of this sort. I don't like it at all. 

SHAYLOR: But you are quite happy with magnetic techniques? 
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WROE: Yes. 

VAN STEENBERGEN: You have measured only current distribution, not 
emittance? 

... 
WROE: That is right.� 

HUBBARD: You measured the current distribution after a slit?� -
WROE: The idea of the wire target was simply to substitute it for the 
photocopy paper, so that you have a series of slits and you get out of 
the wire target a series of profiles in a single pulse, which you can 
interpret in terms of divergence angle. That is the idea. 
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RECENT MEASUREMENTS ON THE DUOPLASMATRON SOURCE 

::.'== 

L. W. 01 eksiuk� 
Brookhaven National Laboratory� 

At Brookhaven interest has been expressed in determining the 
phase space densities for the conventional duoplasmatron ion source 
beam as well as studying the effects of extracting the duoplasmatron ion 
beam from an expanded plasma. 

It was hoped that measurements of the beam brightness in the ion 
source extraction region would indicate the maximum attainable beam 
that could be injected into the linac and that by varying the plasma surface 
from wh ich the beam is extracted some insight could be gained into the 
factors controlling ion source brightness. 

Figure 1 shows' a typical brightness profile for the BNL conven
tional (Mark 1) duoplasmatron beam after acceleration to 750 kV. The 
measurements were performed by A. Van Steenbergen using a 4-slit 
method. It can be seen that the filling of four-dimensional transverse 
phase space is poor, and much of the linac acceptance is populated only 
by the tail of the brightness profile. The brightness "B " couldM1
theoretically put in about 1000 mA in the present linac acceptance if all 
the transverse phase space were filled at this brightness. 

Emittance measurements were performed on the conventional 
(Mark I) duoplasmatron as shown schematically in Fig. 2. Measure
ments were also performed using photocopying paper. The slit width of 
0.010 inches produced beam images on the fluorescent screen, and these 
were photographed and measured to yield emittance values for the beam. 
Current measurements were performed by collecting current from the 
slit plate and from the current transformer. Corrections were made 
for secondary electron emission, these corrections yielding an un
certainty of 2:. 20% in the current measurements. Slit images for a 25 kV 
200 mA (40 microsecond pulse width) beam are shown in Fig. 3, and the 
resulting phase space plot is shown in Fig. 4. 

Preliminary measurements (see Fig. 5) for a range of extracted 
currents from the Mark I duoplasmatron from 30 mA to 400 mA indicate 
that the brightness of the Mark I, as measured by our techniques is 

>:'Now at the University of Toronto, Toronto, Ontario, Canada. 
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Fig. 3 .Mark I duoplasmatrom beam: slit images for a 200 In.A. beam. -�
-�

-�
Fig. 4 



MARK II DUOPLAS!!ATRCIl MEASUREI£I!TS. 

TYpiCAl boy Qpt100 tor '0 bY. bog 

nuor8scent screen 

~  

__1.......� 

\ 

~ 

c:.n 

~"",E'Ta=~~  1I~,/_";;~~~"fll i II i iIl1+- o 

- Ext?~) raD8r~u1"8c:a:: 

// 

~  

Fig. 6� Mark n duoplasmatron beam e:rlraction geometry using 
the plasma expansion cup. 

(ab)75Okv (....-lIrad.) -+

Fig. 5 

t I I I t I t , I� I I I I ( ( , I I• 



--

-�
_.� 

-�

-�

-�

-�
-�

451 

2 
between 0.04 and 0.06 mA/(mm-mrad) 750kV which corresponds 
approximately to the region B MI in Fig. L Since the uncertainties in 
defining the cut-off point on the brightness profile are large for this 
kind of measurement, it can be assumed that the measurements described 
here represent only the highly dense portion of the brightness profile. 

The duoplasmatron extraction region was modified to incorporate 
an area for the expansion of the arc plasma through the anode aperture. 
This modification has been shown to be potentially capable of giving 
larger extracted beams of high brightness from a hot cathode arc dis
charge. The first model of this method of beam extraction at Brookhaven 
was the Mark II duoplasmatron, consisting of a Mark I ion source with a 
modified extraction geometry shown in Fig. 6. The beam optics for a 
50 kV beam are also shown, indicating the existence of a beam cross
over just upstream from the iris position. The plasma control electrode 
was biased approximately 20 - 30 volts positive from the anode plate to 
prevent the plasma from expanding too close to this electrode. This bias 
had a significant effect on the intensity of extracted beam and in some 
modes of operation it could increase the extracted beam intensity by a 
factor of 3 over the beam intensity without bias. The extraction electrode 
had a fine tungsten wire gauze across its aperture to increase the focusing 
at the extractor electrode. 

A set of emittance measurements were performed for the Mark II 
extractor geometry using slits placed near the extractor ring and 1. 25 
inches from the end of the Faraday cup. By narrowing the intermediate 
electrode channel to O. 10 inches diameter it was found possible to expand 
the anode aperture to 0.060 inches and get large extracted beams of the 
order 600-700 mAo 

A typical emittance measurement is shown in Fig. 7 for a 60 kV 
710 mA beam extracted from the Mark n setup. Evidence for the existence 
of two phase space areas is shown in which the smaller area has probably 
the higher current density. The ion source was pulsing for a 40 micro
second pulse width and a 55 A discharge current for this measurement. 

A summary of recent emittance measurements for the duoplasmatron 
type of ion source is given in Fig. 8. It can be seen that in general higher 
extracted currents with better brightness qualities can be obtained with 
the plasma expansion mode of extraction. It is expected that future trends 
for high accelerator beam intensities will be satisfied by means of care-
ful attention to the ion extraction mechanism in ion source plasmas. 
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VAN STEENBERGEN: More in terms of a remark i it seems possible 
to change the magnitude of the plasma cup and get the same plasma 
density for a lower discharge current. 

OLEKSIUK: That is right. I think the density is really dependent on 
discharge current. I believe that discharge current tells you how many 
neutrals you have relative to ionized particles in the plasma and this is 
perhaps where the strong dependence arises. If you are trying to con
trol an ion density. I believe that this is the place to do it. The control 
of the plasma area I think will be perhaps a control on the aperture of 
the anode. We did get larger extracted currents. of course. using 
larger apertures. but the increase in brightness appears to come from 
the discharge current. 

VAN STEENBERGEN: I remember Solnyshkov's results whereby he used 
150 A discharge current for typically a 10-cm diameter plasma cup. He 
got equivalent results at least in emittance when he used. say 50 A with 
a 3-cm cup. It was as though the plasma density in both those cases was 
similar but he did not expand the plasma as far in the latter case. 

OLEKSIUK: Yes. that sounds reasonable. In fact this may be the other 
way of doing it. that is, keeping the plasma expansion down to a certain 
finite degree. 

VAN STEENBERGEN: Yes. This. of course. might limit the total cur
rent. You might not get 700 rnA then. 

OLEKSIUK: This would be for the same brightness figures. The bright
ness figures would not change radically--that is a possibility. We used 
only the one extraction geometry at this stage and. of course. there is a 
lot more work to be done that way. 

MORGAN: On the 700 rnA emittance work at 50 kV, I believe you say 
you used only 600 to 900 V bias on the target. Did you actually check 
this current calorimetrically. With a beam like this. this field would 
probably be insufficient for containing the electrons. 

OLEKSIUK: The two readings we had were the current transformer and 
the Faraday cup. No calorimetric readings were obtained. We see what 
is hitting the iris and what is being collected in the cup and what the cur
rent transformer reads. We are biased for secondaries and we have a 
small area that the back-streaming electrons see anyway to get out. So 
it seemed that we were fairly safe in the current measurements. 
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Fig. 7 Emittance of a 710 rnA beam extracted from the Mark II configuration.-
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Fig. 8 Recent beam emittance values for the duoplasmatron type ion source. 
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MORGAN: Were the 700 mils through the iris or was that the total curr~nt.
 

including the loss on the iris? 
OLEKSIUK: The 700 mils were through the iris. There were possibly� 
about 100 mils cutting in on the iris itself. So we measured the collected slit current and checked it with the transformer.� 

WROE; I just wanted to check on variation of emittance with arc current. ...� 
Were you saying toward the end that the emittance you measure went down� 
as the arc current went up?� -OLEKSIUK: Yes. 

WROE: This seems the wrong way around if you attribute the emittance -to an ion temperature. 

OLEKSIUK: Well. in fact. we do not know what the temperature does. One may be just changing ion density. Of course. I don't know how the 
plasma would see this. But. in fact. just looking qualitatively at the 
way this bright spot appears. I think we are introducing some sort of a new area in the plasma from the high discharge and this dense area is 
perhaps contributing to the large effects we are seeing in the brightness. 
Extraction from this new bright area may be giving us the high bright
ness numbers. 

LAPOSTOLLE; You tested your source with and without grids. Could you say what you think is best? 

OLEKSIUK: The grids tended to dilute the beam emittance a little bit. -The emittance numbers were perhaps 20% higher for the same current 
extracted using the grids. -
LAPOSTOLLE: Is it one or two grids? 

OLEKSIUK: It is one grid. The grid changed the optics a bit as was 
expected. The other effect was that with the grid I could extract higher 
currents. That is. without grid I would be limited to perhaps 350 to 
400 mAo Then by putting in the grid I could go up to 700 or 710 rnA of -
beam under the same ion source conditions. So I think the grid is con
tributing secondaries which are neutralizing space charge. or some
thing to this effect. It does have a good effect on the extraction. -
VAN STEENBERGEN: It is interesting to note that at HVEC indications 
have been obtained that the various shapes in the emittance diagram -

-�
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- would be related to two kinds of beam shapes or beam profiles. The 
high intensity central core would come from a lower density plasma at 
the periphery of the plasma boundary and the rather wider beam of- lower intensity, which constitutes the lower density filled distorted 
shape in the emittance diagram, would come from the central part. 
Thus there seem to be indications of an inhomogeneous density distribu
tion at the plasma boundary. I don't know how this would tie in with the 
observation of a preponderance of heavy ions in the distorted shapes. 
Possibly beams from a lower density region with a lower plasma- temperature might show a different proton percentage. 

OLEKSIUK: I should really mention ion source oscillations; we get 
evidence of about a 10-12 Mc oscillation in the extracted beam and I 
believe this is due to ion sound-wave oscillations; one can estimate the 
frequency using the parameters in the dischar:ge and get reasonable 
agreement with this range. I found it possible for the oscillation to 
disappear, due mainly to change in the aperture of the anode plate, that 
is, Jor large anode plate apertures the oscillation completely disappeared.-

-
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ION SOURCE AND COLUMN PERFORMANCE AT ORNL* 

G. G. Kelley and O. B. Morgan� 
Oak Ridge National Laboratory� 

Most of the experimental work in controlled fusion in Oak Ridge is 
based on the trapping of high energy molecular ions in a magnetic "bottle" 
by dissociation of the ions in the bottle. For the past six years our group 
has been concerned with the development of injectors for these experi
ments. Large de currents are needed and large current densities are 
desirable. Since we are not interested in short pulse performance and 
do not have to match emittance shape to an accelerator, our approach 
has been different from that of the people making preinjectors. We have 
not been measuring emittance but have concerned ourselves with passing 
a beam through the smallest possible channel in specific geometries. 
Our beams are pulsed on and off, but generally we are not concerned with 
the first 100 fL sec after turn-on or turn-off. On the other hand, we have 
the problem of dissipation of very large amounts of power at high power 
densities. 

Two power supplies and two test stands have been used for our 
studies. One test location is in a small laboratory. It has available up 
to 100 kV at 3 amp. Here we have made source studies and have done 
magnetic deflection beam analysis. The other test facility is in a large 
open area and is coupled to a 600 kV, 1 amp supply. At this site we have 
tested accelerator tubes and made studies of beam profile and of targets. 

We have been using the duoplasmatron of von Ardenne. We started 
with what was practically a Chinese copy of a source described in his 
books, but we could not get sufficient heat transfer from the tungsten 
anode insert to the anode to permit operation at high de arc currents. 
A current of about 5 amp was the most that could be maintained reliably 
for long periods. After we found that we could get good performance 
with nonmagnetic anodes, we changed to solid copper. A solid molybdenum 
should work somewhat better, but it is less convenient to use. One other 
change had to be made to permit operation at steady arc currents greater 
than 10 amp. The tip of the intermediate electrode needs to be cooled very 
well to prevent heating beyond the curie temperature. A water-cooled 
copper block is brazed to this electrode just beyond the tip. Figure 1 is 

':<Research sponsored by the U. S. Atomic Energy Commission under 
contract with the Union Carbide Corporation. 
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a cross-sectional view of one of our present sources. We are using 
filaments of a type designed by C. D. Moak of the Physics Division of 
ORNL. They are made from 40 mil tantalum wire covered with a plati
num gauze and wrapped in a bi-filar spiral. Care is taken to see that no 
part of the finished filament is directly on the axis of the assembly. The 
filaments are then dipped in a barium strontium carbonate solution, the 
standard cathode dip used in tube manufacture. They require no activa
tion procedure but should be outgassed in a separate system to prevent 
dirtying the source. Operating current is about 20 amp. These filaments 
have a life in the hundreds of hours when they are kept away from the high 
energy electrons which stream back through the anode aperture from the 
accelerating gap. 

The methods we have used for determining the mass ratios in the 
plasma from the source will be described later. Our main interest has 
been in the production of molecular ions. When a source is run with a 
small spacing between intermediate electrode and anode--about 1/16 of 
an inch--and if the source is run gas starved, 1. e., at sufficient arc 
voltage and at low enough source pressure that the desired output current 
is insensitive to variations in arc voltage, then the H 2+ ion component is 
at least 60% up to 100 mA and at least 95 mA of H2+ has been obtained at 
correspondingly higher total currents. The proton yield can be increased 
by increasing the intermediate electrode to anode spacing to at least 1/4 
inch. and by the use of high electron densities--by reduced anode aperture 
size and increased arc current for a given output. A relative proton yield 
of 90% has been obtained at moderate current, and proton yield seems to 
be even more favored at higher currents. Triatomic ions are produced 
by operating at high gas pressures and low arc voltage. A maximum of 
37 mA of H3 

+ has been produced. 

The plasma streaming through the anode aperture in the source 
consists of rather energetic electrons--up to 100 eV--and considerably 
lower energy ions. The ions have a directed energy of the order of about 
typically 8 V. When a strong electric field is created in the region beyond 
the aperture, the electrons are repelled and the ions accelerated. There 
results a plasma-beam boundary which forms at such a place that the 
space charge of the ion beam shields the plasma surface from the ex
tracting field. Since the current density of ions in the anode aperture 
may be as high as 100 amp/sq cm (it is kept high to make the gas effi
ciency of the source high--typically greater than 90%) and since the 
maximum current density that can be supported with physically realizable 
extracting fields is under about 2 amp/sq cm. the plasma will expand in
to the region below the aperture. For a long time we thought that the 
arrangement using the highest possible field and correspondingly the 
smallest amount of expansion was most desirable. Recently we have 
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been experimenting with large cup arrangements found to give better 
beam quality by the Leningrad group and others. ~:' This arrangement 
has the further advantage of more reliable voltage breakdown charac
teristics. 

The maximum current that can be obtained with a given maximum 
allowable divergence of the beam after extracting depends only on the 
extraction voltage. Since the current density for space-charge limited 
current is given, for an infinite plane beam, and for a parallel cylindri
cal beam using Pierce geometry, by the expression 

. 5.44x10-8 ¢3/2
J ::; 

M 1 / 2 Z2 

where M is the mass number, j is in amp / sq cm, ¢ is in volts, and z 
is the electrode spacing in centimeters, the total current depends only on 
¢ for a given ratio of spacing to beam diameter. We have found that this 
expression predicts the maximum current density even when the electrode 
shape is far from that which would be expected to produce a parallel beam 
according to the derivation of Pierce. (To get good agreement, however, . 
it is necessary to make an empirical correction which consists of increas
ing the value of z by the radius of the aperture in the accelerating elec
trode.) For a spacing of twice the radius of the beam which sem to be 
a reasonable choice l the maximum current is given by I = 19 V where 
I is in mA and V is tens of kV for protons. The maximum current then 
which can be obtained in a beam of moderate divergence at 150 kV is 
slightly over 1 amp. 

A current of 500 mA has been extracted from a source on the small 
test stand at 100 kV. A current of 400 mA was extracted from this source 
continuously for a period of four hours. 

Our 600 kV supply has a 170 mA bleeder with taps at 150 kV, 300 kV, 
and 450 kV. We extract from the source plasma at 150 kV and accelerate 
the beam in three more 150 kV high-gradient, close-spaced steps. An 
ion from the source is accelerated to the full voltage in approximately 12 
inches. Figure 2 is a cross-sectional view of the accelerator tube. There 

~:'A. 1. Solnyshkov et al., "Current Injector for a Strong Focused Linac, " 
Proceedings of the Dubna Conference (1963). See M. D. Gabovich, 
Review Article, "Extraction of Ions from Plasma Ion Sources and 
Primary Formation of Ion Beams, " Instruments and Experimental 
Techniques, No.2, pp. 195-206 (March-April, 1963). See also 
N. B. Brooks et al., "Production of Low Divergence Positive Ion Beams 
of High;; Intensity, " Rer. Sci. Instr. ~, 894 (July 1964). 
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are four alumina insulators six inches high by fourteen inches ID. These 
are fastened to stainless steel rings by the vinyl seal technique. The rings -�provide electrical connection and alignment. Viton O-rings are used be
tween the metal pieces. Skirts of unfilled epoxy molded to the insulator 
sections provide a large external breakdown path. Some of these skirts -�have been in use for over two years with no trouble due to breakdown 
through the interface between epoxy and ceramic. The electrodes are 
designed to keep the metal surface area having a strong field at a minimum. -�We made tests which showed that voltage cleanup problems become much 
greater when the linear dimension of the surface at high field is large com
pared to the electrode spacing. A solenoid focusing magnet is provided -�just below the acceletator tube to converge the beam. It is capable of 
operation at 2.4 x 10 amp turns and has six-inch diameter throat. -�The site of the development of this tube is shown in Fig. 3 and Fig. 4. 
The beam is passed into a long cylindrical tank where probe studies and 
visual observation can be made. By means of an extension on tre bottom -�of this tank the beam can be allowed to travel about 17 feet before striking 
a target. A profile measurement at a number of points along the beam 
gave an extrapolated value of 2. 9 inches for the diameter of the beam in -�the lens at a total beam current of 180 mAo This measurement was made 
quite some time ago. We believe now that with large source cups we can 
make the beam considerably smaller. Large beam currents can be mass -�analyzed by this test facility by making use of the different focal lengths 
of the magnetic lens for the different mass components. These can be 
focused successively through a small aperture and the power on a target -�beyond measured calorimetrically. There is an essentially complete 
self-neutralization of the space charge of the beam by el ectron trapping. 
The beam profile shows no space charge spreading down to the lowest 
operating pressure which can be obtained in the system--2 x 10-6 mm Hg. 
We found. however. that the beam cannot be passed through a crossover 
in the region below the lens without being seriously disrupted. When a -�
beam component is focused in the observation tank. it appears to get 
brighter as it gets smaller down to a diameter of about 1 cm and then 
becomes less bright but continues to converge to a sharp point. Nothing 
is seen of the beam below this point. When the beam is allowed to fall 
on a target and the lens strength is increased. the spot size becomes 
smaller and smaller and more and more intense down to no more than a -�
pin point. With a further increase in lens strength. the spot disappears. 
We intend to study this phenomenon in greater detail. -�

We have operated this accelerator at a total power supply drain of 
330 rnA. At the same time we were able to account calorimetrically for 
about 300 mAo We do not know what became of the other 30 mAo It did -�
not flow to any of the electrodes in the tube. These currents were 
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measured to be no larger than 1 rnA. At the same time the power dis
sipated by the source anode was being monitored. An electron current 
of 0.5 rnA at the full energy should have been detectable. No power dif
ference was measured when the accelerating voltage was turned on or 
off. 

The beam can be switched on and off by an electronic switching 
device in the source-arc supply. This switch is operated through a 
crater lamp-photomultiplier light beam link between ground and the 
600 kV level. The beam can be turned on and off in less than 2 fLsec. 

The instantaneous beam current is transmitted from the 600 kV 
level to ground through a FM radio link. The system uses two com
mercial FM receivers having AFC, with slight modification. The ar
rangement has excellent linearity and low drift and has a time resolution 
of about 13 msec. 

We have found, as have others, that an accel-decel arrangement 
can be used to permit neutralization of an ion beam. To be successful 
the arrangement must provide an electron-repelling field only in a small 
region around the beam. The exit electrode should be at ground potential 
and the beam beyond should not be able to "see" other potentials. We 
have neutralized a 50 rnA, 70 kV beam after the beam had passed through 
an Einzel lens. A potential of - 3 kV, with aperture sizes of 1 to 1. 5 
inches, was enough to prevent electron loss from the beam. 

Figure 5 shows a cutaway view of DCX-2, the lar~st of the experi
mental devices at Oak Ridge. In this device 600 keV H2 ions are in
jected through a magnetically shielded channel into a uniform 12 kilo
gauss field. This field increases to 39 kilogauss at points 81 inches 
either side of the midplane. Ions enter the field 9 inches from the 
longitudinal axis at such an angle that they have a helical trajectory 
passing from a point near one magnetic mirror to slightly beyond a 
corresponding point near the other mirror. The orbit diameter is 10.3 
inches. These ions reflect and return to the injector after having traveled 
a distance of the order of 100 meters. During their flight some of them 
are dissociated either by background gas and plasma or by a vacuum arc 
run between electrodes at opposite ends of the machine. The protons 
resulting circulate between reflection points and precess at each reflec
tion, but some of them are deposited in the field in such a way that they 
do not return to the injector in spite of this precession. The mechanical 
and magnetic design of the injection channel is quite difficult. It consists 
of a hyperco cylinder with overlaid windings which compensate externally 
for the effect of the cylinder and also cancel the longitudinal component 
of magnetic field along the cylinder. The problems of design of the in
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jection duct make a small channel very desirable. The value chosen 
was 1-5/8 inches. Figure 6 is a schematic view of the beam path. 
Steering magnetic fields are provided in the pumping chamber just below 
the lens to compensate for small misalignments and for the effect of the 
stray magnetic field. This field is reduced along the beam path by the 
use of ferromagnetic materials in the electrodes and in other hardware 
wherever possible. It probably is the effect of the small residual field 
which has prevented injection of more than 50 mA of H 2+ into DCX-2 
in spite of the fact that, as has been said above, 95 rnA have been passed 
through an identical structure in the test stand. The losses probably will 
be reduced by repair of the 600 kV supply which has been producing an 
abnormally large voltage ripple. 

-WROE: Could you just say quickly what type of resistors you used for 
grading the column? 

KELLEY: I don't know the brand. They are just very many wire-wound 
resistors in an oil-filled column. -FEATHERSTONE: I was interested in your 1 A continuous 600 kV supply. 
Is it possible to keep the stored energy in the capacities fairly low, or 
do you worry about damage to electrodes in the column When a spark 
occurs? 
KELLEY: Well, we worried about it until we found in practice that it did not cause us trouble. We have a 0.0125J-Lf condenser and then a 
14, OOO.Q, series resistor between the condenser and the output, which 
consists of the isolation transformer capacity which I think mounts up -to about 700 J-LfLf • 

-
-�
-�
-�
-�
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THE PLA POLARIZED PROTON SOURCE 

J. M. Dickson� 
Rutherford High Energy Laboratory� 

History 

The design work on the polarized source was started in 1957. It 
was developed into a functioning source by 1959 and was first operated 
on the PLA in February 1961. The time during which a polarized beam 
has been available for nuclear physics experiments now totals 4670 hours, 
comprising 500 hours in 1961, 1500 in 1962, 1725 in 1963 and 945 in the 
first six months of 1964. The operational reliability of the source has 
been such that the percentage fault time of the P. L. A. has been only 
marginally lower with a polarized beam compared with thatof the normal 
unpolarized beam. 

Development 

Engineering development of the source has been a continuing proceSij 
during its life and has been aimed at eliminating weaknesses in the original 
design, notably, lack of sufficient cooling, unreliability of control mecha
nisms between ground and the 500 kV platform, and alignment difficulties. 
The original ionizer was inefficient, gave an annoying inequality of "spin
up" and "spin-down" polarizations and intensities, and produced a beam 
which was not parallel to the axis of the injector. Two successive re
designs of the ionizer eliminated the polarization inequality and provided 
electrical steering of the beam. The ioni~er now used is shown in Fig. 1. 
It has an ionization efticiency of about 10-':>, as used, but by modifying 
the extraction electrode and the ion mirror a factor 5 improvement might 
be achieved. The ionizer is followed by two pairs of deflector electrodes 
similar to the X, Y plates of an oscilloscope. 

Surrounding the ionizer there are three pairs of coils arranged in 
the general form of Helmholtz coils. These are used to produce a low 
field (3 to 10 Oe) in the ionization region to orient the polarized atomic 
beam in the desired direction. This system is very conve.nient to use 
and very flexible, in that any desired direction of proton polarization can 
be produced and the direction can be precisely reversed by reversing the 
current in one or two of these pairs of coils. For horizontal transverse 
polarization the Helmholtz coils need not be used since the sextupole 
magnet of the atomic beam system was designed to give a stray dipole 
field at the ionizer and the sextupole polarity can be reversed. 
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The atomic beam intensity has been increased by a factor of 1. 5 
by a new collimator in the dissociator. This collimator consists of a 
large number (-1000) fine bore pyrex tubes of uniform cross section 
(length -1 mm. bore - O. 1 mm). It is similar in concept to the 
original collimator but the individual tubes are more uniform in size 
and the assembly technique produced much better alignment of the 
tubes. 

Polarization and Intensity 

The accelerated beam of protons. measured at the 'output end of 
tank 3 has normally a polarization of 0.40 and a mean intensity of 
2 x 10~ protons / sec (at 10/0 duty cycle). The polarization and intensity 
cannot be measured at any other point along the accelerator. This leads 
to some slight difficulty during operation of the accelerator and in locat
ing some faults. The total beam current from the injector is about 20 
times the proton current and the polarization cannot be measured at low 
energy. However. the rf and other parameters of the PLA are now well 
enough monitored to overcome nearly all these difficulties. 

There is now rather good instrumentation for measuring the polar
ization and intensity of the output beam (the mean energy can also be 
measured to good accuracy). The polarization is measured by degrading 
the beam energy to 15 MeV (mean) and scattering the protons at 450 by a 
2 MeV thick carbon target into four scintillation counters placed up, down. 
left and right of the proton beam. The degrader and target are mounted 
on a wheel rotating at 2.5 revs. I sec. Variation of the number of degrader
target pairs from 2 up to 10 allows sampling of from one proton pulse in 
ten up to alternate pulses. In general two 50 MeV and two 30 MeV de
grader-target pairs have been mounted. so that on changing machine 
energy from 50 MeV to 30 MeV the only change required is an adjust
ment to the gating circuits to ensure that counts from the appropriate 
target are registered. A signal from the rotating wheel is used to trig
ger the accelerator timing system and ensures synchronization of the 
target wheel and the proton pulses. Elastically scattered protons from 
the carbon target are selected by discriminators in the counting system. 
More details of this apparatus are given in the 1962 and 1963 PLA Prog'
ress Reports. 

This system enables one to measure the transverse (vertical and 
horizontal) components of the beam polarization continuously. During a 
typical experiment. running for several hundred hours. the measured 
beam polarization varied by only ±. 0.01 (standard deviation) per counting 
cycle, each of which had a statistical counting error of ±. O. 002. At the 
same time the horizontal component of the polarization varied between 
- 0.008 and + 0.003 ±. 0.002 and averaged - 0.002. 
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-
The beam intensity is measured in an ion chamber filled with 

1 atmosphere argon + 10% methane mixture. Mean proton currents 
down to 104 protons I sec can be measured using a dc amplifier and 
peak pulse currents of 10 7 protons I sec can be detected in a pulse am
plifier. 
Absolute Calibration of Polarization 

The polarimeter described above could be calibrated from data 
available in the literature for (p-C) polarization at about 15 MeV but it 
was thought desirable that an absolute calibration measurement should 
be performed. The apparatus for this calibration is shown schematically 
in Fig. 2. From the three asymmetries measured with a polarized and 
an unpolarized beam the polarization of the beam is found from the rela
tion 

-
From the asymmetry at measured by the continuous polarimeter its 
analyzing power pI = a'/p can be found. pI = 0.562 .:. O. 006 at 50 MeV. 
The analyzing power, however, is a function of the mean proton energy 
incident on tte polarimeter target so a correction factor had to be calcu
1ated from the results of a subsidiary experiment to enable one to meas ure the beam polarization for energies other than that used during t.he 
calibration. The absolute value of the beam polarization can be meas
ured to an accuracy of + 0.005 (standard deviation). 

To obtain a beam with zero polarization it has been found neces
sary not just to switch off the sextupole magnet of the PPS, but to de gauss the magnet by reversing the current several times while decreas
ing it. Otherwise residual polarizations of 0.01 may be observed. 

-Future Modifications 

2Since the statistical accuracy of polarization measurements depends on P , it is always desirable to increase the beam polarization. The 
present source has a theoretical maximum polarization of O. 50 so not 
much improvement can be expected. However. by using the adiabatic passage "spin-flip" technique first described by Abragam and Winter and 
so successfully exploited by the Saclay cyclotron group a factor of two 
improvement can be achieved. The necessary modifications to the source are now being proposed for installation later this year. 

If the atomic beam, after selection of the J = + i states in the -
sextupole magnet, is passed through an rf field in a low magnetic field, 

-�
-�
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which varies slowly through resona.nce, the I ::; + 1 state can be completely 
converted into a I::; - t state. If the beam is ther1 ionized in a strong 

magn~tic field (""1000 Oe), a theoretical proton polarization of 1. 0 can 
be achieved. Since ionization in a strong field is more efficient, the 
proton current will also be increased. It is expected that a polarization 
of 0.80 at an intensity of about 10 9 protons/sec will be obtained. 

One disadvantage of the modified source will be that the present 
Helmholtz coil system cannot be used. The polarization direction will be 
vertical initially, but it can be rotated in the transverse plane by a sole
noid. located in the 500 kV terminal. To obtain longitudinal polarization 
a crossed electric and magnetic field spin rotator will have to be installed. 

Scheduling of experimental time on the PLA is handicapped by the 
fact that the unpolarized beam intensity obtainable from the PPS is lower 
than most experimenters require, and changing over to the normal source 
requires at least a 24-hour shutdown. It is desirable, therefore. to com
bine in the same vacuum system the PPS and a proton source of a few rnA 
peak current. 
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MARTIN, J. H.: What was the pulsing rate of the machine? 

DICKSON: It is 50 pulses per second and the pulse length is 200 fL s. 

FEATHERSTONE: Are you using the high frequency rf transition at 
about 1400 Mc or are you using the low frequency? 

DICKSON: We are using the low frequency transition at about 10 G and 
8 Mcl s which gives a transition from state 1 to state 3 by the adiabatic 
passage method. 
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ION SOURCE WORK AT ANL 

-D. H. Nordby 
Argonne National Laboratory 

-
1. Column -In the pursuit of higher beam currents with lower emittance a 
500 kV test facility has been constructed. It has been built in such a 
way that various columns and ion sources can be tried with ease. 
Figure 1 shows the layout of the development room. Figure 2 shows a 
column that is presently being tested. It is a 15-inch long constant ac
celeration type column which is planned for the first section of a future 
750 kV column (see Fig. 3). The column section is designed to run at 
about 250 kV, but as yet has only re'ached 175 kV. 

-
-
-II. Ion Source 

This source shown in Fig. 4 was designed to be small enough to 
fit in a re-entrant column with an inside diameter of 10 inches. This 
requirement was met by using formvar-coated copper tubing in the mag
net and a small diameter insulator. We use an oxide-coated cathode as 
has been used in the ZGS preaccelerator for the past two years. The 
expansion cup has been wound with formvar-coated copper tubing to give 
us another tuning parameter. The arc modulator is made in two sections 
so that the filament and intermediate anode voltage can be varied with 
respect to the anode independently. The modulator is transistorized 
and has a current capability of 30 A from the intermediate anode to anode. 
Source parameters are shown in Table 1. 

-
-
-
-

We have gotten over 600 mA with this source on a test stand. -
III. Results -The column and ion source combination has been run at 575 mA 
and 120 kV. Crude emittance measurements were made which seem to 
indicate a beam quality improvement of a factor of 8-10 with a beam 
intensity increase of a factor of four over our present 750 kV preaccel
eratoI'. We expect to make more accurate measurements at various 
beam conditions later this month. 

-
-
-
-
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TABLE I 

SOURCE P A:i:tAMETERS 

-

-

Filament Current 
Filament Voltage 
Magnet Current 
Extraction Voltage 
Focus Voltage 
Filament - Anode Voltage 
Intermediate Anode - Anode Voltage 
Filament - Intermediate Anode Current 
Intermediate Anode - Anode Current 
Source Press 
Beam Current 
Acceleration Voltage 
Aperture 

15.5 A 
5.9 V 

130.0 A 
20.0 kV 
40.0 kV 

200.0 V 
70.0 V 
12.0 A 
24.0 A 
0.2 Torr 

400.0 mA 
130.0 kV 
Nickel with c:opper 
Tungsten Inser~ 
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AN EXTENDED RF ION SOURCE WITH SMALL 
PHASE SPACE EMITTANCE AREA -

Rolland Perry 
Argonne National Laboratory 

Several types of ion sources have been designed for use on parti- cle accelerators. and considerable effort has been devoted to attaining 
large beam currents. Somewhat less work has been done in the direction 
of reducing the beam divergence or of minimizing the effects of space charge. Since the latter effects are greatest in the region of low beam 
velocity. and since the emittance properties are established at the source. 
the present work is aimed at making some improvements in these two respects. without sacrificing intensity. 

Historically. the first concepts were stimulated by a discussion of an electron gun for an electron microscope by A. V. Crewe. and the re
sults are applicable to electrons as well as ions. except in different 
methods of production. Moreover. while the present design is based on -
the use of an rf excitation of a plasma. one might possibly adapt other 
methods of plasma production and extraction to achieve similar results. -

The general arrangement of the source is simply that of a hollow 
donut-shaped cavity excited by an rf power source as shown in Fig. l. 
Ions are extracted from the cavity by means of a dc field applied across -
a diameter between A and C, and the ions must traverse a narrow channel 
or slit arrangement which restricts their divergence angle. Since the slit 
extends all the way around the circular length of the donut, the area of 
extraction may be large even though the width w is made small. thus per
mitting almost arbitrarily large beam extraction. -

The beam exit direction may be oriented at any arbitrary angle 
which may be chosen to be compatible with some focusing and accelerating 
system. -

First we look at the case of c(J =: ." / 2 in which case the central 
rays from all points around the circumference of the circular slit are 
emitted parallel to the axis of symmetry. The noncentral rays will have 
maximum divergence angle -
where 1.- is the length of the extraction channel. The area in phase space 
is 

-�
-�
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AX

1 

- r 0< 1r = r&:fJ 1r -
Let w = 0.010", jl, = 1", r = 7.5 crn. Then 

= 7.5xO.Ol7T = 75 71" cm mrad 
at an extraction voltage of 20 or 30 kV which is typical for an rf source. 
This becomes about 12.571" cm mrad at 750 keV or 1571" cm mrad at 500 
keV. The extraction area for this condition is 

s = 271"rw 
= 2 1r X 7. 5 x 0.025 -

2
1. 18 cm . 

Compare these numbers with the corresponding values for rf sources 
of the CERN type, where 

Ax ~ 20 1r cm mrad at 500 keV 
2 2 s "J 71" (0. 2) = O. 125 cm . -

Now the geometry of accelerating tubes may not be compatible with a 
beam diameter as large as 15 cm, so the diameter may be chosen to 
satisfy this limitation. Likewise one may wish to inject into the accel 
erating tube at some arbitrary focusing angle. This may be done either 
by choosing the angle to meet the requirements, or, if this is not other -wise compatible, by injecting into a spherical condenser cavity and deflect
ing it by means of the electrostatic field in the cavity to form a hollow 
beam of arbitrary diameter and convergence angle. 

The requirements for accomplishing this are as follows: The 
central ray from the slit must enter the spherical cavity at r = b tangent to a hyperbolic path shown in Fig. 2 and described by the relation 

2
1 -AVa ~)2 + 4 R Ve +(Va ~y 'cos 9 - Va ~ -
r 

2 R 
2 

[Ve +Va b~a] -This is a solution of the equations of motion for a particle of mass m 
and charge e moving in a central force field: -

-�
-�
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~ 
= 2 

r 

The quantities in the trajectory equation are as follows: 

a =� radius of inner sphere 

b =� radius of condenser cavity 

R =� distance from center of sphere to asymptotic line toward 
which the hyperbola tends at infinity 

=� potential on inner sphere 

=� extraction voltage which corresponds to tre kinetic energy 
the particle must have as it enters the chamber, i. e., 

b 

1 2 L°ee V =� - m U" + ~ dr = e V· - e Vb" Vb=V _a_ 
e 2 1 (J) r 2 1 ' a b - a 

The asymptotes are defined by 

2R[Ve+Va~] 
tan� /3 

V� ~ 
a b� - a 

There are two benefits to be expected from using a hollow cylin
drical or conical beam, viz 

1.� Since space-charge effects are more nearly the same for all 
particles due to the ~ dependence, the distortion of the phase 
space figure due to space charge will be minimized, and 

2.� Since all particles traversing Q.ll axially symmetric lens will 
see essentially the same field configuration, lens aberrations 
should be minimized, thus reducing growth of phase space area 
from this cause. 

A number of problems need to be examined in connection with the 
rf source as described. Figure 3 shows a conceptual design for such a 
source together with a spherical condenser lens system. The rf cavity 
would be driven in the TM010 mode from a wave guide coupling through 
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an Ins into the cavity. For a cavity diameter of about 4 em the frequency 
would be about 5000~6000 Me/sec. Peak power requirements would be a 
few hundred watts. 

CURTIS: With respect to your concern about violating Liouville I s theorem, 
should I understand from your numbers that density in the region of phase 
space occupied by the particles has increased in the deflected beam over 
what it was in the converging ring of beam? 

PERRY: One is concentrating the beam into a smaller diameter in the 
deflected beam. One might expect from Liouville rs theorem that the 
divergence angle would actually go up in the process. The divergence 
angle does go up but it apparently does not increase in proportion to the 
reduction of beam radius according to my simple calculations which I am 
pretty sure are questionable. 

LAPOSTOLLE: That worries me, and I also have some doubts about your 
estimated emittance. It is clear that, having a narrow slit, you can reduce 
very much the angle of divergence in the direction perpendicular to the slit. 
But in the direction parallel to the slit the emittance can be very large. 
The two directions cannot be considered independently in your bending 
system and I think that this could explain the apparent disagreement with 
Liouville's theorem. 

PERRY: The extraction field has no component in the parallel direction, 
so the component of velocity in this direction is only the thermal component, 
which would be small in comparison. 

LAPOSTOLLE: But there is no focusing in this direction from your de ~ 

fleeting system. 

CURTIS: There would actually be divergence in this direction from the 
deflecting system. 

PERRY: Yes, this is true. I cannot vouch for anything at present in 
terms of actual magnitude of emittance. 
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A NEW APPROACH TO PREINJECTORS 

H. Wroe� 
Rutherford High Energy Laboratory� 

1. Introduction 

It has b-een realized for some time that the conventional preinjector, 
consisting of an ion source and focusing electrodes followed by' a long ac
celerating column, could be simplified. If the vacuum breakdown prob
1ems could be overcome, then acceleration to the final energy in one 
step, across a single gap, has many advantages. Focusing could be done 
at earth potential thus reducing the quantity of equipment which has to be 
operated on the high voltage platform. The beam would be accelerated 
rapidly thus minimizing the effects of space charge. 

Some work on the principle of single gap acceleration is described 
below. 

2. A Single Gap Acceleration Experiment 

An obvious first step is to arrange a pair of electrodes in a vacuum 
vessel and have a amventional ion source in the high voltage electrode. As 
;a quick preliminary experiment, the apparatus illustrated in Fig. 1 was 
set up. In this case a standard rf source was operated at earth potential 
and the beam was accelerated to a negative potential across a single gap. 
This circumvented the need for the high voltage electrode. The latter 
contained a collector cup with a transverse magnetic field for secondary 
electron suppression, the only measure of beam current being a resistor 
on the low voltage side of the energy storage capacitor, as shown. 

WIt· h no b earn present the ". pressure effect" was observed when a 
voltage was applied to the gap. The steady loading currents of several 
hundred /-LA which occurred at 3 x 10- 5 Torr dropped to a negligible 
value at a pressure of about 5 x 10-4 Torr. 

A beam current of about 40 rnA (pulse length 1 ms) was accelerated 
to - 220 kV without breakdown of the gap at a pressure of 10-3 Torr in 
hydrogen. These values were the maximum available from the various 
power supplies at the time. 

-�
-�
-�
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-�
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3. A Scaled Up Ion Sour ce 

The "pressure effect" makes it feasible to operate some sort of 
ion chamber and an. accelerating gap at the same pressure, thus avoiding 
the canal or orifice needed in conventional sources to limit gas flow. The 
ions could be extracted over a large area at low current density from a 
discharge operating in the pressure range 10-3 - 10-4 Torr. 

Work is proceeding on a device utilizing this principle as shown in 
Fig. 2. 

A discharge chamber is housed in the end of a lead-in bushing. It 
has a gridded aperture 8 cm in diameter through which the ions are ex
tracted. The extraction voltage corresponds to the accelerating voltage 
of a conventional preinjector; 600 kV in this case. The electrodes of the 
single gap have surfaces which are parts of concentric spheres. The 
radii of the anode and cathode are 30 cm and 15 cm respectively. With 
an ion emitting aperture of 8 cm diameter, assuming spherical space
charge ~<gw and ignoring the hole in the cathode, the perveance is 
3.6 x 10 A/V3 (Z for protons. Thus at 600 kV the space-charge limited 
proton current would be 1. 7 A, reguiring an emission current density at 
the plasma boundary of .30 mA/cm2. The optics in the accelerating gap 
is illustrated in Fig. 3. 

Two possible low pressure discharges are being examined as 
plasma sources--a Penning type and a discharge using an electrostatic 
electron trap. 1 

The design of the lead-in bushing is a major technological problem. 
The design shown in Fig. 2 consists of four parts, a mounting flange, an 
epoxy resin cylinder about 30 cm long and 34 cm diameter projecting into 
the vacuum chamber, a bakelite tube 107 cm long and the same diameter, 
and finally a strong tubular tie bolt down the center to hold the assembly 
together and give access for electrical leads to the ion chamber. The 
space between the bolt and the tubes is filled with trarJ.sformer oil (and 
possibly compressed SFS at a later date). The surface of the epoxy resin 
tube is electrically graded by means of 8 metal rings on the outside (1. e. 
the vacuum side) connected through the epoxy resin to a spiral of resistors 
on the inside (1. e. immersed in oil). The total resistance is 12,000 M 
The outside of the bakelite tube (i. e. in air at atmospheric pressure) may 
also be graded. An intermediate electrode is incorporated into the bushing 
as shown to make the radial potential distribution more uniform in the gap 
between the bolt and mounting flange. 
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VAN STEENBERGEN: In your figure you show an H. V. electrode 
aperture about equal to the beam diameter at that location. The recti
linear beam is of course a zero emittance approximation, which is not 
true in practice. A certain fraction of the beam will end up outside the 
beam periphery determined with the "Pierce" approach. As a conse
quence, one would expect secondary electron production on the H. V. 
electrode when the aperture diameter is close to the theoretical beam 
diameter. 

WROE: Yes. 

CURTIS: What was the distance across the gap? If the gradient is high 
enough, that angular divergence due to thermal motion would not be very 
large, would it? 

WROE: It shouldn't be. The gap is 23 cm and the beam radius 4 cm. 

MORGAN: A comment. As you know we normally extracted at 150 kV 
from a duoplasmat:r-on ion source. We have also extracted at 300 kV 
with a 1-cm gap. This is for either a 50% duty cycle or dc operation. 
There are other possible complications, but there is no indication of it 
being advantageous to operate in an increased pressure range. In fact 
a lower pressure range of ,..., 3 x 10-6 torr is better for stability in our 
case. 

WROE: Well there is a feeling these days in the vacuum breakdown field 
that you can divide the phenomena into two parts: short gaps where the 
fields are high and gaps several centimeters long where the mean fields 
are quite low. The pressure effect is observed in the long gap case. 

HUBBARD: How do you supply the power to the ion source? 

WROE: Down the tube--the bolt that holds the whole thing together is 
hollow. The idea is to use such a simple ion chamber that few supplies 
will be necessary. However, if you put a duoplasmatron in there with 
many supplies needed, there will be some difficulty . However, there is 
a 2-1/2-inch hole down the bolt which holds the assembly together. 
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HUBBARD: But then you have to have it up at high voltage in the back 
end? You need a platform just like a conventional machine? 

WROE: Oh sure, you need a platform. 

KELLEY: you say a PIG source, for example, looks like a good thing. 
I was wondering, in making your ions in the ion source, how are you 
sure that you have an essentially zero energy cathode. You said every
thing was calculated for zero initial velocities. 

WROE: Yes it is. That is what the computer program assumes. though 
it won't be true in practice. The ions will have initial velocities. But 
the initial energy is quite small compared to the total potential of the gap. 

VAN STEENBERGEN: I am interested in hearing the pressure effect 
mentioned here in connection with voltage breakdown. This came up 
some time ago when the pressure in the linac was being discussed. I 
wonder if it could be useful in a linac to improve the maximum attainable 
gradient. say by running the linac at a pressure of 10-4 mm Hg instead 
of 10-6 mm Hg. 

WROE: Well. I won't be sure about that. This phenomenon seems to 
manifest itself in the case of long gaps at low pressure. I am not sure 
this has been observed in impulse or rf breakdown--just dc. The 
theory of this is nowhere near as adv·anced as the short gap case. There 
are some quite acceptable theories in the short gap case of breakdown 
where tre mean fields are high and you can invoke some sort of field 
emission at the cathode to start the thing off. The mean fields here. 
across these gaps, are nowhere anywhere big enough for that. In the 
old days one of the earliest theories was that you have a particle inter
change; an electron or negative ion is emitted here, crosses the gap, 
and liberates an ion which comes back and a chain reaction is set up. 
The effect of putting gas in as far as I understand it is just that you 
might get an occasional charge exchange event or scattering which inter
feres with this particle interchange. There are also micro discharges 
which you probably know about. If you observe the current through this 
gap. even though it is not breaking down, you see bursts of current. 
These micro discharges are also suppressed while working in this pres
sure range. I think there is no doubt that it occurs for the dc case. 

NORDBY: I would be afraid in linacs at 10-4 mm Hg that your mean free 
path goes down pretty fast. 

WROE: Well, it is true that it will be close to the gap dimensions. You 
are working in a rather critical position, if you put the pressure up too 
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high, you come onto the low pressure side of the Paschen curve. You 
have to try to ride this rather tricky edge between the two. 

NORDBY: I think you are all right at 23 cm, but in a couple hundred
foot tank things might be bad. 

WROE: Yes, that is true. 

FEATHERSTONE: We do observe in the Minne~gta tanks that sparking 
becomes a problem when we get much above 10 torr. 

BLEWETT: I guess this suppression of breakdown by gas pressures is 
observed mostly in dc separators. I believe the gas that is conventionally 
used is nitrogen. Are you sure this is true of hydrogen? -
WROE: I talked to the Bevatron people and they use argon and they do� 
not think it would make much difference what gas was used. Fundament�
ally, if the idea of charge exchange is correct, I don't really see why it 
should make much difference.� 

CURTIS: I think there is some information on that from the people at 
Ion Physics Corporation, who have used various gasses in their dc gaps,� 
and they observed the improvement with all of these. They do not really� 
prefer one gas over another, particularly, I think. 
OLEKSIUK: Did you mention what you expected the sheath thickness to be?� 

WROE: It is just given by this formula. This is a very simple calcula ... 
tion for the one-dimensional case. 

-�
-�OLEKSIUK: This is just the Debye length that people talk about? 

WROE: No, it would depend on the voltage you apply between the plasma -and the cathode, you see. 

-�
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PREACCELERATOR COLUMN DESIGN 

C. D. Curtis and G. M. Lee 
- Midwestern Universities Research Association 

I. REQUIREMENTS 

There are three principal requirements that we should like to 
meet in the design of a high current accelerating system. The first is 
that the undesirable effects of space-charge forces within the beam on 
beam emittance be removed or rendered insignificant. One practical 
approach to accomplish this is to use a beam from the source which is 
initially large in diameter to reduce the self-forces and which can be 
accelerated very quickly to reduce the time for the forces to act. 
Another approach is to use a Pierce-type field geometry to balance out 
the self-forces. Both approaches lead to a high field gradient in the 
accelerating gap or column. A second requirement is for reliability of 
operation against breakdown. Because of the premium placed on high 
field strength capability here, we wish, if possible, to design the over
all system so that the chance of breakdown due to conditions external to 
the accelerating gap is small. Our principal concern then is the voltage
holding properties within the column. The third requirement is for ion 
source accessibility. Under the assumption that servicing of the ion- source is a major cause of down time on a preaccelerator, it is impor
tant to provide for fast access and change capability. In particular, on 
an experimental facility where frequent changes may be needed, this is 
important. The use of two preinjectors with one on standby can be con
sidered, of course, to give increased reliability in the case of accel
erator operation. 

II. ELECTRODE DESIGN 

To provide for a large diameter beam we have chosen to use the 
scheme of a plasma expansion cup attached to a conventional duoplas
matron source, following the example of Solnyskov1 and others. We 
propose that the extraction grid be the first electrode of the high 
gradient acceleration region. The beam will thus be accelerated 
quickly without the delay required in passing first through a focusing 
lens. The hope is that one can control the focal properties of the beam 
to some extent for any given current intensity by simultaneous adjust
ment of the plasma density and the extraction voltage. Use of a fine 
mesh grid to shape the boundary would be a welcome addition, if suc
cessful. A properly concave plasma surface will render the beam 
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initially converging. The source pOf:)ition is shown in Fig. 1. The exact 
configuration of the source cup and extraction grid are subject to experi
mental change. 

Unless one uses an accelerating field of the appropriate shape to 
counteract the space-charge forces, there will be some divergence of 
the beam. We can obtain some idea of the dependence on. beam size and 
field gradient by assuming a uniform accelerating field. If one further 
assumes a cylindrical beam of radius R and of uniform charge density, 
which remains uniform across the beam diameter, one can derive an 
expression for the divergence of the ion beam after acceleration through 
some potential drop. This is given approximately for a particle at the 
edge of the beam by 

9= ;R ~- ~ev 

for a long beam with neglect of end effects. The beam here is assumed 
parallel as it crosses the surface of potential V0 relative to the source. 
For a given final potential V one notes the divergence angle to be pro
portional to beam current I and inversely proportional to beam radius 
and to field strength E. For constant gradient and variable V there is 
a maximum 9 for In V Iv0 = 2. As an example we may consider a 
beam of 4 cm radius accelerated through a column or gap of 30 cm length. 
If the initial potential of the parallel beam is V0 = -3 50 kV and the final 
potential V is-500 kV, the angle e becomes 6 x 10 radians. If V is 
changed to - 1000 kV, 9 becomes 2.6 x 10-3 radians. This divergence 
is comparable with the spreading which results from thermal motion of 
the ions at the source but does not play the same role in determining 
beam emittance. 

When a short high gradient accelerating column is considered, 
one is led to wonder if a single-gap two-electrode accelerator is feasible. 
If the field in such a gap were converging, it would tend to offset the 
beam divergence due to space-charge forces, to the diverging aperture 
lens at the gap exit and to the absence of focusing electrodes between 
source and gap entrance. A simple converging field geometry, not of 
the Pierce type, is given by concentric spherical electrodes as shown 
in Fig. 2. 

The optics of the system is given by the formulas in the figure 
where f is the focal length of the exit aperture lens and F is the distance 
of focus from this aperture for a beam, which, starting from rest, is 
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case of the sphere radii having the ratio of 4/3, which renders the 
beam parallel beyond the exit. 

Aside from the question of adequate voltage insulation between the 
electrodes in vacuum. there is the problem of insulation at the boundary 
between vacuum and external pressure. One approach is to take the beam 
out through a grounded tube which passes through a high voltage bushing 
support for the high potential sphere. Another approach is to distort the 
electrode shapes to give a spherical field in the beam region when the 
grounded electrode is bent back to surround the high voltage electrode 
as shown in Fig. 2. The shapes given there were determined in an elec
trolytic tank and give closely the required field shape. A similar geome
try. except for cylindrical electrodes, is used successfully as an electron 

2gun on the MURA 50 MeV accelerator. In this arrangement. the source 
leads enter through a high voltage bushing which supports the high voltage 
electrode. 

Of prime concern in such a two-electrode system for the 500 to 
1000 kV range is the large area of the electrodes in vacuum. Through 
the 11 area effect", one can expect to hold less voltage for large than for 
small area. For small gaps between stainless steel electrodes with

3standing of the order of 100 kV the breakdown voltage varies with area
iapproximately as Y. = (A')O. 5. 

V' A 
A way to reduce the electrode area required is to use a multi

electrode design, the usual practice, to aid in distributions of the 
potential across the gap. If one does this but keeps the re-entrant 
electrode shape suggested by Fig. 2, one obtains a design shown. in 
principle. in Fig. 3. The electrode area exposed to the total voltage 
difference is now greatly reduced. although the area of each electrode 
is still quite large. The " total voltage effect", however, whereby the 
breakdown voltage above 100 kV is approximately proportional to square 
root of electrode separation. is not now so severe. The voltage is 
divided across the several gaps of Fig. 3 by an external voltage divider 
(not shown). A further benefit resulting from use of the intermediate 
electrodes should be a reduction in x-ray intensity. It is clear that there 
exists good shielding of the ceramic rings from the beam. 

There are certain problems of mechanical deSign associated with 
the sketch of Fig. 3. In addition, access to the ion source is limited, 
allowing removal of no more than the filament holder through the high 
voltage bushing. A large diameter access channel would be possible by 
this route only by use of ceramic rings of quite large diameter. 
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-
In the interest of achieving a high gradient column with good acces

sibility to the ion source as well as to the exit beam, we considered it -prudent for the present to use a multi-el ectrode design with a more nearly 
conventional arrangement of the ceramic insulat0rs. This is the design 
of Fig. 1, which still retains a converging field with the optics of Fig. 2. 
The accelerating gap is 30 cm long. The thin spherical electrodes have 
supports which flare out to a longer ceramic column of 21-inch length 
having 14 sections. A variable extraction voltage is applied across the first two sections while the other sections have an equal voltage difference 
across them. -The required field was achieved in an electrolytic tank by 
John Spooner with only the top and bottom spherical electrodes in place 
together with the z -shaped portions of the other eleven electrodes. -This meant that the remaining electrodes of spherical shape could be 
placed along already existing equipotential surfaces. One can thereby 
hope that with accurate placement, the thin electrode edges will not be -prone to voltage breakdown and will offer only a small perturbation in the 
field distribution due to finite electrode thickness. The thickness planned 
is 1/16 inch. 

If the exit aperture in the last electrode is covered by a grid, the 
beam optics will, of course, be changed. The exit lens action is removed 
and an otherwise parallel beam will converge, ,except for space-charge 
effects, toward a minimum at the center of tre spheres. -The electrode material having the best voltage holding properties 
in the 100 kV range that has come to our attention is a titanium alloy, 
Ti-7 Al-4 Mo. Furthermore, since it has a thermal coefficient of ex -pansion which closely matches that of the ceramic rings, it becomes a 
good ring spacer material. Certain voltage tests which we have carried 
out on 304 stainless steel indicate that this also may be suitable. These -
included tests of a O. 9 cm gap between the end of a thin -walled right 
circular cylinder of 10-inch diameter and a plane. A cylinder of 1/16
inch wall held dc voltages well beyond 100 kV without breakdown when -
the gap was paralleled with a 0.02 fL f capacitor. In the column a voltage 
gradient of 75 kV per gap, where the minimum spacing is 1 em, would 
give over 900 kV for the total accelerating voltage. -

The ceramic rings are 16 inches outer diameter. Each ring is l
inch thick by 1-15/32 inches high and is recessed at the ends as may be -
seen in Fig. 1. This is to take advantage of any improvement in ability 
to hold voltage, as observed by others4 when the cathode end is recessed. 
The rings will be vinyl sealed together. -

-�
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In assembly the electrodes will be inserted into the column through 
the high voltage end. A jigging arrangement will permit accurate posi
tioning of each spherical electrode with its attached z -shaped portion 
before it is connected to its conical support. 

III. PRESSURIZED SHELL ASSEMBLY 

In order to diminish the possibility of voltage breakdown outside 
the accelerator column, we decided to enclose the column in a pres
surized atmosphere. A practical way to do this is to use a filament
wound fiberglass vessel as shown in Fig. 1. Such items are com
mercially made in a variety of sizes for rocket motor cases and 
chemical tanks. The vessel we plan to use is wound onto end flanges 
that were machined here at MURA. The wall thickness is 1/8 inch with 
an additional 1/16 -inch butyl rubber liner to seal the fiberglass for SF6 
up to 100 Ibs / in2. The rubber can be made semiconductive to allow 
accumulated charge on the wall to drain off. The vessel is 42 inches 
inside diameter and 84 inches long. 

There is a 17-inch diameter access channel to the source, which 
remains at atmospheric pressure. Bellows in this tube allow for some 
stretching of the pressurized tank. The column is under compression 
when evacuated and approximately neutral when up to air. Source 
changes are thus possible without the need to disturb tank pressure. 

Each column electrode is connected to external corona rings on 
the fiberglass shell. A resistor string, not shown, divides the voltage 
here. The resistors can readily be changed if one should wish to alter 
the field distribution within the column. The position of the column with
in the tank can be changed, of course, from that shown by changing the 
electrode leads and the relative lengths of the source and beam exit 
channels. 

Should one wish to test other electrode configurations, the tank 
should be capable of accommodating designs which vary greatly in 
electrode and insulator structure from that described here. 

KELLEY: It looks as though there are several places in that design, 
first of all where electrons can be trapped from the magnetic field that 
you use for shaping the plasma surface. And I think you might get 
pigging trouble in those regions. Have you tested this? 

CURTIS: No, this design has not been tested. The magnetic field indicated 
in the region of the cup may be undesirable and perhaps unnecessary. 
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KELLEY: We don't find it necessary to have a labyrinth sort of arrange
ment with a many bounce path between column and the beam. It seems 
that just barely shadowing is all that is necessary. 

CURTIS: We wondered if this was really necessary and thought that the 
design might be a bit conservative in this respect. 

KELLEY: Did I understand that your thin sheets now along equipotentials 
were there so that when you have the beam you will still force equipoten
tials at those places? Otherwise you don't need any electrode surface 
there. 

CURTIS: One should not need any electrodes, except that they do reduce 
the area of the total gap and may therefore aid the voltage-holding ability. 
They also should reduce the x-ray level. We may actually remove them. 
depending on what experience tells us. 

VAN STEENBERGEN: Does it make much difference in equipotential 
distribution outside, say. the beam region. if the high intensity beam 
is present or not? Are the electrodes at the correct place with beam? 

CURTIS: They are in the correct place without beam as designed. It 
doesn't make a lot of difference whether the beam is present or not. 
This. of course. depends on the magnitude of beam current. For a 
200 mA beam of 4 cm radius. the potential at the center of the beam 
increases by a few hundred volts. One can compare this with a voltage 
gradient of approximately 20 kV / cm for a total voltage of 600 kV to deter
mine the displacement of the equipotential surfaces. Now it is possible. 
by varying the voltage on these electrodes to push the potential surfaces 
around quite freely. So I think it may be possible to adjust the voltage 
distribution externally and adequately correct any trouble resulting from 
displacement of the potential surfaces by the beam. 

PRIEST: Lamb was saying that he had done exactly what you are saying 
and we have done it too. We vary the potential on these electrodes and 
get very good beam control and then having found out what the potential 
distribution is we then redesign the thing so that it doesn ~t need this 
variation. There is one comment I would like to make. It may be ap
plicable in this case. I am not sure.. In electron guns which are at all 
sophisticated where we really want to get a clean beam and the minimum 
amount of interception at the anode and so forth. we find we have to pay 
very special attention to the geometry at the edge of the cathode. And 
the thing we call the focus electrode, which is the element that does the 
field shaping. which surrounds the cathode and normally is at the same 
potential. has to be put in exactly the right place. I mean within a mil 
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or so or you get into trouble. We found that we have to pay very good 
attention to this, and a trick we found we can play to overcome the effect 
of poor tolerances or misalignment is to insulate this electrode so that 
in the case of electrons we can put a little negative voltage on it, maybe 
20 or 30 V. This does wonders to clean up the beam and I suppose if you 
put a positive voltage on this in your case it might do the same. 

CURTIS: Is this again with a Pierce-type geometry? 

PRIEST: Yes, I have seen several of these drawn here in the course of 
the day. 

CURTIS: We also found that similar electrode biasing in a Pierce elec
tron gun we once built was quite effective. 

MARTIN, J. H.: In regard to breakdown, how much better is this 
titanium alloy than some good stainless steels? 

CURTIS: Of course, different people who make measurements on the 
same materials do not always obtain the same results. Comparison 

- measurements were made by Ion Physics Corporation people. At the 
same time that they reache~80 kV across a 1 mm gap for buff-polished 
Ti alloy electrodes of 20 cm area, they could hold only 60 kV for 304 
stainless steel. They achieved, I believe, 110 kV for optically polished 
Ti alloy. 

- WROE: I am thoroughly convinced that there is this difference between 
long and short gaps and I wouldn't consider extrapolating that result into 
a long gap for instance. I mean that this difference in materials may 
not apply either. 

CURTIS: Yes, I am quite aware of that. We may be just as well off with 
stainless as with titanium alloy for long gaps. These short gap figures 
are just the only comparative information I have. There are, of course, 
several relatively high field short interelectrode gaps in the column 
design which I have described. 
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THOUGHTS ON MODE DISTRIBUTION IN RF MANIFOLDS 

F. Voelker 
Lawrence Radiation Laboratory 

I first reported on this idea of an rf manifold at the Yale meeting. 
I want to add to these ideas some further work we have done regarding 
the mode structure of an rf manifold system. For the benefit of those 
who are not familiar with it, I will describe such a system. If we have 
a long linear accelerator cavity which we want to excite, we parallel it 
with a transmission line or wave guide. At the ends we short circuit 
the transmission line so that there are an integral number of half-wave 
lengths along its length at the operating frequency of the linac. This 
defines a number of E max points along the length of the transmission 
line. It is permissible to connect to these points, but all otherE max� 
points are forbidden.� 

- Now the linac may be divided up into N parts, and let each section 
be connected to an adjacent E max point on the transmission line so that 
there are n half-wave lengths between load points. Thus the whole sys
tem is nN ~ gl 2 in length. 

We have let the section of linac be a "'-mode rf cavity. See Fig. 1. 
This figure shows the w - /3,. diagram for such a cavity and the equivalent 
circuit for one of the resonances. L m , em' Gm and Mm are the circuit 
parameters defined at the input loop to the cavity. 

Since the cavity must be coupled to the transmission line (or rf 
manifold), we will arrange the length such that the value of Mm is tuned 
out and the parallel circuit appears at the or load point. This isE max 
a very tight coupling to the manifold. The next several modes to the 
desired one are so close in frequency to w 0 that the value of Mm is 
effectively tuned out for these also. 

We have let these values of 

where 

Now we represent the rf manifold in this way. 

-�
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transmission line Yo' 0<. , f3 

-{3 J. = 2n )l. = n 7T on frequency 

Ag 
-

The loaded manifold is now a loaded transmission line, and 
we will let it have the parameters o(.L' {3L' and it has a characteristic admittance YOLo The equation governing the values of <X. L ' {3L as a 
function of c( and f3 is the following. 

YL -cosh 1/ L1.. == cosh 1/.J. + sinh 1/J...� 
2 Yo� 

where 1/ = cI.. L + j I3 L and 1/ = Ol + j {3. These lead to the 
L

equations 

-
G 

cosh ot 
L

L . cos I3 
L
.t = cosh 0(...L • cos {3J., + ........ill [ sinh 0( 1- . cos 11ft 

2 Yo -
- 2 Q 8 m cosh 0( 1-. sin 13.L Jm 

G -
0 0sinh cJ. If . sin {3 LJ., = sinh 0(.)., sin f3"l + 2 .; [ cosh ex:), sin f3..J" 

a 

+ 2 Qm 8 m sinha<"t· cos 13..L ] 
In order for the transmission line to have the properties we want -

for a manifold, we let the following be true 0 

01..1< «1 so that cosh c( L ~ 1 and sinh ex).. ~ at 1" • 
-�
-�
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Also we require that 13 = n 1T (1 + 8 ) where 8 is a small quantity.
o 0 

Then -
sin 13 ~+ 8 n1T 

o -cos 13 ~ + [1 - ~ (8 n 71' )2] . 
0 

The above equations then reduce to .. 
2 

m; 71') ] .0{ L } cosh (:J. C . cos 13~ = [1_(80 {1+ 
2

G

Yo 
8 n 1T 2 8 Q }

0 m m{~Yo 
-Lsinh 04.. L'£' . sin I3 L = 8

0
n 1T { oiL + 2~}

2[1 _(80 ;'" ) J Gm + 2 8 Qm m 2 Yo 

-Solving these equations simultaneously will give values for oz. L and 
I3L , the propagation coefficients for the loaded manifold. -

I have not solved them. There are two cases of interest, that are 
easy to solve. -

Let w = w so that 8 = O. Then the two equations become o 0 

G 
cosh Ol.. C . cos 13 LL _ 1 + __0_ eX J, 

2 Yo -
sinh ~ If . sin /3 -r! ~ O. 

o ~ JGo 
The solutions are I3 J, = n 1T and ol. LN c:X JL 

L Yo 

Since 13 I!' = n 1T • the voltage at each E max point differs -
from that at each other in phase by zero or 1T. and in amplitude by a 
factor -�

-�
-
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Go 
If Y is a small number which we desire for other reasons and if the 
ex of> the transmission line is low which we naturally try to achieve, then 
the amplitudes are very nearly the same unless we allow the value of .f 
to be too large. Another way of putting this is that if we have a pre
conceived value that is acceptable'/F 

o rJ...J., N 

Yo 
e 

will be limited to some value. 

A generator can be introduced at any E max point on the manifold, 
but the nearer the generator is to the loads the smaller the argument 
above will be, and the more tightly coupled the loads will be to the 
generator. If more than one generator is added, they are effectively in 
parallel (making sure that the sign of the phase is correct), and, if they 
act as current generators, will share the load depending on their drive. 
Figure 2 shows a section of a manifold with several loads and one 
generator. 

I might explain that since the Ema.x are all locked together, and 
. p - V max VmjYj t1- th al f 'V .smce transmitted - 2 Z I, llen e v ue 0 min IS propor

o
tional to the power transmitted at a given point on the manifold. If there 

- is a plane of symmetry or end wall that no power flows past, Vmin = 0, 
and Vmin grows larger as one moves past each load point. 

In practice each cavity 'NiH hav"e its phase servoed to a reference-
line from the same master oscillator that drives the amplifiers. Then 
if the cavities do not wander too far from their correct resonant fre
quency, each cavity will have its fields locked in phase and in amplitude 
to� each other cavity. If the cavities are not quite at resonance, the 
amplifiers must supply the reactive energy necessary to keep the cavities 
in phase. They will be able to do this because 

1)� the various load cavities should tend to average out the reactive 
energy required, and 

2)� in order to overdrive the linac in order to obtain fast rise time, 
the amplifiers must have considerable surplus of energy avail
able, which can go to supply reactive energy. 
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An amplitude servo will be required to increase the drive so that 
beam loading can be supplied by the amplifier tubes. Probably it will be 
desirable to servo the phase of the drive line to the phase of the anode 
line, to minimize the losses in the amplifier tubes. 

The immediate worry one has when one first sees this scheme is, 
"what about the other modes"? By going back to these original equations 
and looking at what happens near w::: W 0 or 8 m ::: 8 0' the equations _. 
become 

( 8 
o 

n 7f )2 2cos /3 L.t IV 1 - 
2� n7f 

d- 1 . sin 8 n 7f� L� o 

The solutions to these equations are� 
1/2

2 GoQo] 8 n 7f [ 1 +� /3Lt IV 

0 n7f Yo 

2 GoQo0<.). ~ of. J.. + Go +� 
L Yo n1T Yo 

See Fig. 3. Note the slope of the w - /3-t curve and that there is a 
stop band adjacent to w I' the next cavity mode. 

-Analogous to the modes along the w - /3.t curve for the 7f cavity 
(see Fig. 1), there will be modes along this w - /3.t curve if the value 
Nn is too large. The limits of the frequency where this first permis
sible point can be found will vary between 
1� 1< 8 <� 

AnN� 2 Q o Go] 1/2 8' _nN 1 + -- Y� A [ n7f 0 

depending "Where it falls on the w- /3J, curve.� 
Next consider a long cavity in the 7f mode. Panofsky's formula -

says that the mode next to the operating frequency is given by
8 _ ~2 _ ~ 

I - 8 M2 12 where .Lo - /3particle 2 The total length 
o 

-
-
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.iT = Ml c and also equals nN ¥ ' so that it can be written as 
1 2 

8 I = 2 2 ~ 2 • If the manifold is a coaxial line as it might well 
2n N g A 1 

be at 200 Mc, then >::g = 1, and 81 = 2 n2 N2 This is to be compared 

with 8A which varies as the first power of nNe 

Also note that if N = 1, it gives the value of WI in Fig. 3. 

-
-
-
-
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
-�
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RF PHASE AND AMPLITUDE CONTROL':<

Robert A. Jameson� 
Los Alamos Scientific Laboratory, University of California� 

Los Alamos, New Mexico� 

Basic Specifications 

From beam dynamics 

Phase - Average tank phase, measured over a period ~f ...... 10 JLsec,
0 

to remain within a + 2 square well around the reference phase. 

Since the short-term phase instabilities will include random effects, 
the above specification must be redefined as a mean deviation such that a- random phase jitter of Gaussian distribution remains in the ± 20 square 
well some percentage of the time: 

Percent of Time 
Within Square Well 

(j 

99% 
95% 
90% .

Amplitude - ± 2% 

- From power amplifier 

The HPA (Coaxitron) has transit time phase shifts of the order of 
2.50 /1% change in plate voltage. This indicates the necessity for ampli
tude control to less than O. 50/0, if operating open loop. 

- The transit time problem is further complicated by the necessity 
of increasing of power output to match increasing beam loading as the 
beam is turned on. The effects of various load configurations on the 
amplifier are being studied to determine how great this effect is. 

General Layout -- Figure 1 

Comments 

1. After initial setup, tanks nand n l are ganged together with 
sensing from one tank. 

*Work performed under the auspices of tre U. S. Atomic Energy 
Commission. 
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2. Both fast and slow phase shifters may be required, depending 
on range available from fast shifter. Survey of existing mechani
cal, ferroelectric and varactor phase shifters indicate fast phase 
control must be done at power levels like 10 watts CW or less. 

Quotations have been received for development work on ferro
electric shifters capable of handling 100 W CW (1700 Wat 6% duty), 
shifting ~ 100 in 1-2 p..sec. This is already a development task--shifters 
capable of handling higher power levels would require major development. 

Basic Control Loops - Block Diagrams--Figure 2 

1. Coupling Effects 

a. Major coupling from IPA and HPA plate voltage changes to 
phase of Coaxitron output, as mentioned earlier. Effect is non
linear, given approximately by: 

Transit time, cathode to plate 3 dcg + dgp~ sec. 

5. 93 x 
7 

10 
Vpo
10 

where dcg and dgp are cathodey-to-grid and grid'~plate 

distances in centimeters, and \'po = Vp min = Vg max. 
10 

b. Second-order couplings between amplitude and phase in 
tank. More on this later. 

2. Other Nonlinearities 

a. Phase comparator output proportional to the sine of the 
phase error. 

b. Nonlinear phase shifter characteristics. 

c. Tank behavior nonlinear for large signals. 

3. The effect of beam loading on the loop must be included. 

4. Basic Frequency Stability Requirements_ 

It is interesting to note what frequency stability is required 
of a standard in order that the short-term stability of the standard 
itself does not introduce phase disturbances which exceed the 
specified tolerances. Assume that the characteristic Hme constant 
in the transfer function from the reference phase to the tank phase 

..� 
-�
-�
..� 
..� 
..� 
-�
-�
-�
-�
-�

-�
-�
-�
-�
-�
-�
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is that of the tank--in the order of 10 p.sec. We are thus interested 

-�
-�

in phase perturbations that occur at rates of '" 16 kc or less. The -relation for frequency uncertainty due to a short-term phase insta�
bility is� 

6f� :;: 
f 

where :;: phase stability. proportional to noise-to-signal ratio 
2 7T' 
N :;: number of periods used for measurement 

20
l:::.f� :;: -7 --------~------:;: 7 x 10 for 10 JJ.sec measurement 
f 360

0 x 800 x 106 x 10- 5 at 800 Me. 

7 10- 7 -9 
:;:� x. :;: 5 x 10 for 10 JJ.sec measurement at 5 Me. 

100 

Thus the primary frequency source which will provide the reference and drive signals must be very precise- -in fact somewhat 
better than any source advertised at this date. -5. Measurement Techniques 

The state-of-the-art nature of the stability requirements and some of the hardware promise difficulties in obtaining accurate and 
repeatable measurements. -Transfer Functions--Phase Loop 

1. Phase Comparator� 
The simplest comparators use the rf signals directly, without 

converting to intermediate frequencies. etc. Because of their 
simplicity and reliability. this type is being considered in the early 
studies. -

The comparator might thus be a quadrature mixer whose two� 
outputs are linearly detected and differenced to form the error� 
signal:� -

V E -� ~ k.j'2 E Z sin Elf -where� k - detector efficiencies 
E 1:;: unknown signal 
E Z :;: reference signal -El »� E Z 

~ ±k./i for Ecp « 1EZ E4'� . -�
-�
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2. Phase Shifter 

At this time, it is proposed to use a varactor controlled phase 
shifter. Indications from industry are that these devices will soon 
be available at the desired power levels ('" 10 W CW), with phase 
shift ranges of greater than ± 90

0 
• The phase shift vs. bias voltage 

characteristic is nonlinear, tending to saturate at the high end. A 
linear approximation may be used for small phase swings. 

3. Power Amps 

The chain is treated as a single resonant cavity, with the 
envelope responses characterized by an exponential rise to a step 
input; e. g. 

Output Amplitude = of 
Input Amplitude s +()(, 

Output Phase = _0/."--_ 

Input Phase s +oc. 

The phase transfer function is good for small signals only, 
becoming an inverse tangent function in the time domain for large 
signals, which introduces a nonlinearity. 

1
4. Tank 

The tank transfer functions are derived from the transient 
analysis of a lumped parameter equivalent circuit for the accel
erator cavity: 

R/2 R R R/2 

e(t, N).e(t, 0) 

-
e(t, 1) 

-

lThese results are slJ.mmarized from LASL Tech Memos P·-ll/RAJ-3 
and P-ll /RAJ-4. 
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The steady-state theory for this circuit has been developed by 
Nagle and Knapp--some results of this were given in Knapp's talk 
earlier. 

The matrix equations for .the circuit were written using 
Laplace transforms, transforming first with respect to time. and 
then, after using jump functions to express the repetitive nature of 
the cells. again with respect to the cell number. The solution of 
the homogeneous equation gives the characteristic equation and the 
n dependence. The inhomogeneous equation is then solved using 
an orthogonality relation based on the n dependence. The com
plete solution for the current in any cell is: 

f 7T'; 9 cos (s. d)2 cos ~d 9 W 1 (q) s E 
I(s. n) = 

q =0 N (1 +k cos ~)[s 2 + W0 S + Wo2 
N Q(l + k cos 1TJ) (l + k cos 

where d = index on rf drive. e. g. E (s. d) is a drive in 
the dth cell 

q = mode number 
n = cell number 
E (s. d) .. drive term normalized by 1/2 L 

1 

The transfer function with respect to a particular drive is 

I (s, n) = G (s. n. d) 
E (s. d) 

N 

= 2: 
1Tng

2 cos cosN 
q=o 

N (1 + k cos ~q) S2 + W o s + 
[ 

Q (1 + k cos .2[.9.)
N 

For eihample. the time response to a single sinusoidal driv-e in 
the d cell started at t = 0: 

e (t. d) = u (t) sin wt) 

-�
-�
-�
-
-
-
-

-;r) ] 


-
-�
-�
-
-

-�
-�

-otq t� 
(t, n) Kq [ sin ( wt + <%>w) + e sin ( wqt + <%>w >J� -

q 

-�
-�

i 
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where� d 
2 W� (I Magnitude of drive I ) WI (q) cos 7T 9 cos 7T-!J 9 

N� 
K =� q 

2� 2]2 [WQoWJ2)l72N ([w (l + k cos ~g) - Wo + J 
2 

~ ., 1 - Q [w 2 (1 + k cos 7T 9 ) - W ]� 
'*' w = tan N o� 

/2 7Tn ,r2� 7Tn
<t> = tan -1 V 4 Q (l + k cos N) - 1 Lw (l + k cos N) 

2 wq� _ [ w 2 (l + k cos 7T 9 ) + W ]
N o 

0(, =� 
q 2 Q (l + k cos ~9)
 

=w ~1 + k cos ~9)
 
q (l + k cos 2!:...Sl)�

N 

and the approximation results from retaining only the first term 

of the expansion of the facto;;r__ 1 
1 - _1_ (l + k cos ~ ) 

4Q2 N 

which modified the transient part of the solution. 

Discussion 

1.� The steady-state solution says that the steady-state current 
at any particular drive frequency is the sum of components 
from each mode. If the drive Is at a mode resonant frequency, 
that component has its maximum amplitude and is in phase 
with the drive. The other components are present because of 
the losses in the system. They are driv'en far from resonance 
and thus have small amplitudes and are about 900 out of phase 
with the drive. 

2.� The natural frequencies and damping factors are apparent as 
the transient terms. The initial amplitudes are very nearly 
the Same as for the corresponding steady-state term, and the 
initial angles are almost 1800 out of phase with the steady
state angles. The amplitude and phase variations during the 
transient period both die out with the same time constants. 
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where� a q (t) = amplitude envelope function 
4> (t) = phase env'elope function . 

q -
Examples, the time response to a sinusoidal drive started at t = 0, used 
before: -

.
Two� types of approximation to the response are considered: 

a.� The components of the response are taken as the driven 
mode component and an out-of-phase component. The 
latter is found by first assuming that each off-resonartce 
component is exactly + 900 out of phase with the driven 
mode component at steady state. The amplitude is then 
taken to be the vector sum of these steady-state amplitudes, 
and called ~ K q. The damping term is taken to be that of 
the driven mode ~ for 7T-mode drive. The beat fre -quency /3 = w q - W is taken to be that produced by the 

-�

3.� The cos (dq/N) and cos (nq/N) terms add 180
o 

to the phase 
when they are negative. Note that a drive in an end cell 
excites all the modes, while a drive in the center (N even) 
cell excites only the even numbered modes. Placing drives 
at node points to suppress various modes can be used effec
tively to increase the apparent "mode separation. " 

Envelope Responses 

The transfer functions of real interest are those of the amplitude 
and phase envelopes: 

From Input Amplitude to Output Amplitude 
From Input Amplitude to Output Phase 
From Input Phase to Output Phase 
From Input Phase to Output Amplitude. 

We� write the response to the desired drive (in this case amplitude 
or phase step changes in a sinusoidal drive) as follows: 

i iwt
i (t, n)� ~ h.I", {h (t) e "'q(t)] e } 
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nearest mode frequency to the drive frequency that is 
present in the tank. 

b.� Response of the driven mode component only. The steady
state amplitude of this component for 7T mode drive is KN. 

The results for the first approximation are listed below. for 17'

mode drive. Simplification to the second follows by letting ~Kq = o. 
The exact responses have been found using a computer program. The 
approximate responses have been superimposed on the exact in Figs. 
3 - 10. 

1.� Response to pulse turn-on (Large amplitude step). 

a(t) 

ep (t) = tan 
-1 

-
2.� Response to small amplitude step = k from steady state; k « 1: 

-0 t� ]
[ 1 + keN (1 - cos {3 t)� « 1 

Small signal transfer functions: 

~K q {:J St:.A (s)� 

t:. E (8) 
=� 

S+ ~ 

6 ep (s)� 
~ E (8)� 
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3. Response to step phase change of e radius from steady state: -
-

-~t -ONt 
+ 2 KN L Kq [ (1 - cos 4' ) e (2 e - 1) sin {J t 

. - ot.Nt . ] 2 [ -clNt..+ sm e (1 - cos {3t) + (LKq) 1 + 2 e . (smet' sm{3t  -
- (l - cos ep) cos (3 t) 

-20.. t]} 1/2
+ 2 (1 - cos ep ) e N 

-
ep (t) = 

-1 KN[(l-e-e&N\sinep]- LKq[cos<f1+e-~t«l-cos4')Cos{3t+sinqJsin{3t)] 

= tan KN[cosef +e-~\l-coSq»]+~Kq[sincf+e-~t«l-cos~)sinl3t-sir.l4>cos(3t)] _ 

Small signal transfer functions: -
KN LKqAA(S) [ /32 s 

= Ae (s) 2 .j~ + ( IKq)2 (S + olN) ~S + ()(N) + 

~ce(S) = _OC'.....=N~ Bs 
6.9 (S) S + ()(.N 

-
KEANE: This is a very nice piece of work. One comment; you did not 
take into consideration the response for each particular mode. As a 
matter of fact for what I was talking about, the next mode would be the TMOU • Because of my weak coupling to that mode, I had very slight 
scalloping. To the mode where I had strong coupling, namely the TM012' 
the scalloping Wij,S much more pronounced. -

-�
-�
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JAMESON: That is not true. The answer for the current in any cell 
shows the dependence on the location of the drive, or drives, as well 
as the modal dependence. It shows that if you pick the right place to 
drive, the mode separation problem becomes easier. For instance, 
at the center you don't excite any of the odd number modes; you 
excite only the even number modes. So "L'1at helps you out by a 
factor two. 

VOELKER: I want to mention our experience on the HILAC. We had 
two tanks coupled together with a coupling line and the scallop was 
directly related to the difference in frequency between the two cavities 
so that we used this as a rough tuning. When we took off the coupling 
line and began to drive from a separate amplifier, we found that we 
no longer had phase lock; we had as much as 100 between the two tanks 
during the pulse. On some experiments the beam would go away during 
the early part of the pulse. In the last few months we have put in a phase 
servo with a veractor in a low level stage and have reduced the phase 
shift from about 100 to 20 • 

JAMESON: You do have to take into account the fact that these other 
modes are there even though the effect is very small. Below is a picture 
of output from an ll-cell iris-loaded tank, which we drove at signal level 
frequencies. That is the input pulse on the upper left""hand corner. 
Then I used the sampling scope to look at the output of the tank in the 
various cells of the tank. This allows us to look at the rf directly and 
you can see the scallops that arise. This tank has a Q of 8300, a 
coupling of 20/0, N was equal to 10 in the theory, and it was driven at the 
center. It shows quite well what the effect is. We also drove at the end 
of the same tank, and in the cells furthest away from the drive we 
observed, at the turn-off of the pulse, the pip where the energy actually 
goes up for an instant before it comes back down. Jim Leiss mentioned 
this yesterday. 

- ,-i ,. } \. 

/ 

,'(<;t . ('(.'f''i.'" , {'4-'~rtL ~.v. 

;;;:.,.",J,." .~t',"",k""" "'S'''$~''';" ... 
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... 
RECHARGING LARGE CAPACITOR BANKS 

...H. R. Shaylor 
Brookhaven National Laboratory 

The power bill for a large linac such as that proposed for the AGS -
conversion would be in the order of $100,000 per year. This is for an 
0.6 msec pulse length and 30 pps, and an 8, 000 hour year. It also ... assumes fairly high efficiency in the rf power stages. A typical 
"meson factory" would involve a power bill ten times as great. 

A simple method of recharging a modulator condenser bank or. 
storage line from zero volts to a given voltage would be to use a standard 
dc power supply and a series resistance to limit the current. Such a 
circuit would dissipate as much energy in the resistance as it supplied to 
the condenser bank, and the power bill would then be doubled. 

... 
Clearly then it is very worthwhile to design condenser recharging 

circuits with view to achieving a high recharge efficiency, , any improve
ment of a few per cent or more w.ill be significant. ... 

The modulator energy storage system usually takes the form either 
of a delay line or a single capacitor bank. After considering the alternatives ... 
it was decided that the single capacitor bank is the most suitable alternathre 
when (a) the pulse length waS too long to permit the use of a pulse trans
former, and (b) it was necessary to modulate the dc plate voltage On the 
rf amplifier in order to control the rf amplitude in the linac tank, (c) the 
rf power amplifier was some sort of triode with a dc plate voltage around 
30 kV. The reasons for this choice will not be enumerated here. Further 
practical considerations show that the optimum choice of capacitor bank 
size is not one which stores twice the energy delivered to the load, although 
this is the smallest bank in terms of energy stored. A capacitor bank that ... 
droops about 10% during the discharge, and stores about five times the 
energy delivered to the load is a better choice. 

... 
Recharge Analysis 

The basic circuit upon which the analysis has been made is shown in 
the circui t diagram: 

.... 

.... 
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switch closed at t = 0 
i 

R L 

t 
Power C 
Supply 

! 
Circuit Diagram 

The condenser is discharged by the load circuit (not shown) t6 voltage 
E2. The recharge is effected by closing the switcl,1 at time t = O. A variable 
current i flows and the condenser voltage e rises from E2 at t=:O to El 
at t = T. At time T the current flow is interrupted either by opening the 
switch, or by some other means. The power supply voltage is Eo> and the 
energy dissipated in the circuit from time 0 to time T is UR . 

Arrangement of formula 

In order to show that the analysis is dependent only upon the relative 
values of L. C and R, the results have been normalized. The capacitor 
current i becomes a dimensionless quantity 

n i := 
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the capacitor voltage e becomes 

-
n = e -

and the energy dissipated in the resistance DR becomes 

2 
=N R (E - E )2 Co 1 -

The efficiency of the recharging circuit can be obtaine directly from 
NR since -

Energy dissipated N= R -Energy supplied to capacitor 

-Thus for a capacitor with 10% voltage droop during discharge, an N valueR 
of 1 will give a 5% loss. -The circuit has been analyzed for the values of energy dissipated in 
R (NR), the maximum capacitor voltage (NC)' the peak charging current 
(Nm ), and the charging current at the end of the recharge period (NT). The latter current is significant since it determines the rate of change of 
condenser voltage at switchoff, and hence the time tolerance requirements 
for a given voltage accura.cy. -

The analysis falls naturally into two cases, one when Q is greater than 
one-half, and the other when it is less. In the Q > 1/2 case, were it not for the power supply rectifiers, the capacitor voltage would be a damped 
periodic function of time; however, the decrease in capacitor voltage after 
the first peak is accompanied by a reversal of the charging current, and the -rectifiers cut off at this point leaving the capacitor charged to the peak 
voltage. Thus, if the circuit is not interrupted by the switch, the r6charge 
period will be one-half of the ringing period, the current at this time will be -zero, and the capacitor voltage will be greater than (or in the limit equal to)

//
the recharge voltage. The formula relating to the Q > 1/2 case assumes 
that the charge is terminated by current reversal at the end of the first half cycle, and shown in the first summary table. 

-�
-�
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.... 

.... 
SUMMARY 

Q.!J1 >1R C 2 

I 
.... n~ P=J!!1-- 1 . j 4Q2 - 1T· LC - 4L2 R2C 

.... 

-n t 
P T nt 

n sin• !L( .L + 1 ) e 
i N p 2 T 

c 

.... 
(E - E )C1 2

i n• ~= 0T i 
.... 

-n t 
e - E

1 P T nt 1 2nt 0.... n · - (1 - e (cos - +- sin t)
e N T P E - E

c 1 2 

..- -n
E - E p

N • 1 2 
• 1 + e 

c E - E 
0 2-

.... 
-2TT 
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Here P is a function of Q. and T is defined as half the natural periodicity of the circuit. 

NT' the value of ni at time T is zero. Nc is the recharge voltage ratio. Both current and voltage are damped trigonometrical functions 
of time. NR is a function of P (and hence Q) only. 

-
In the Q < 1/2 case the capacitor voltage rises asymptotically 

towards the recharging voltage. so the recharge period is assumed to 
be terminated after time T by opening the switch. Thus there is a finite _ 
current flowing at time T and the final capacitor voltage is always less 
than the recharge voltage. The formula relating to the Q < 1/2 case 
is shown in the second summary table. _ 

In this case the recharge period T'is not uniquely determined by 
Q and C as in the Q > 1/2 case. so the period has to be specified. It 
has been normalized (somewhat arbitrarily) as the quantity V := T . S is 

RC 
a function of Q. chosen so as to avoid the use of complex notation. The other 
symbols used are similar to the Q > 1/2 case. NT may be found by putting 
t ;: T in the ni formula. ' -

The current and voltage are exponential functions of time, and N isR 
a function of Q and T. -
Recharging Power Supply 

A practical power supply would not deliver a smooth dc voltage as -
assumed in the analysis, but a rectified ac voltage. However, such a 
supply would be at least six phase and the ripple would be less than 15%, 
so results calculated for the de case would be reasonably accurate. 

The power supply would also have a finite internal impedance 
(generally inductive) and this impedance will, of course" add to any 
external resistance and inductance in the circuit. 

The exact relationship of the power supply transformer leakage 
inductance and resistance to those values found as source impedance in a 
complete multiphase power supply is not clear, but it is probable that a 
resistance that would account for the supply dc regulation in series with -
the leakage inductance per rectifier phase would give the correct value of 
source impedance. -


-

-
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Evaluation of Re sults 

Since the evaluation of formula by inspection is a difficult mental 
exercise, it was decided to program the Brookhaven computer to plot out 
the results. Copies of these results are shown in the next few diagrams. 

Figure '1 shows the variation of current and voltage with time for 
Q values of O. 7 and 5. The Q =: 5 case shows the current as a sine curve 
and the voltage as a cosine curve. The Q =: 0.7 case shows heavily damped 
versions of the same curves. Figure 2 shows Nc' the recharge voltage 
ratio; N , the peak to average current ratio; and NR , the loss factor;m
varying with Q for the Q > 1/2 case. 

For the Q < 1/2 case, Figures 3, 4 and 5 show the variation of 
current with time. They show Q values of O. 5 and O. 12, and T/RC values 
of O. 5, 1 and 3. Note that the definition of T is quite different from that in 
the Q > 1/2 case, so the values of .-Lin the two cases have no 

T 
correspondence. It will be seen that as the recharge period .--L.. is made 

RC 
shorter, the Q = 0.12 curve shapes approach the simple RC exponentials. 

For the Q < 1/2 case the values of Nc ' NT, N and N are shown asR m 
functions of T IRC rather than Q, since the recharge period is the more 
significant parameter. Figure 6 shows N and NT' and Figure 7 shows NRc 
and N .m 

. It may be seen from the plots that the dissipation value NR is always 
greater than one for Q< 1/2, and less than one for Q > 1/2. Two further 
points may be seen in the Q > 1 12 case; with increasing Q the dissipation 
decreases toward zero, and the maximum current during the recharge period 
1m decreases toward 1T /2. This would seem to indicate that the highest 
attainable Q is the ideal situation. However, with high Q values the NC ratio 
tends toward 2, and this leads to an unstable recharge voltage in that when 
the capacitor bank is discharged to an unusually low voltage (e. g. because 
of a partial breakdown) then the bank is recharged to a higher voltage than 
normaL In the extreme case consider a bank which normally has a 10% 
droop and would require a recharge voltage E of about 95% of the maximum .J 
capacitor voltage E t . If such a circuit were 3ischarged to zero voltage then 
the capacitor bank would theoretica.lly recharge to 1. 9 times the normal 
maximum voltage, which could be very dangerous. 

A practical compromise would seem to be a circuit designed to give 
a Q a little above O. 5, say O. 75. This would give a dissipation value of 
O. 9, which means a power loss of 4. 7% during the recharge of a 10% droop; 
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and an NC ratio of 1. 06~. so under conditions of complete discharge the. 
condenser voltage would rise only 6% higher than normal. The maximum 
current for such a circuit would 'be 1. 9 time s the average current and the 
circuit would automatically cut off at zero current when the recharge ~s 

finished. Although the danger of over-volting the capacitors is now 
removed, there would still be the problem of high recharge current in the 
event of recharging from z,ero voltage, in which case the maximum current 
would tend to rise to 19 times the normal current. The recharge control 
equipment would have to have some provision for reducing such current in 
the event of a flashover or crowbar, and also at start-up times. 

There seems to be no advantage in using theQ < 1/2 case, except 
on the grounds of simplicity, or perhaps to obtain a lower maximum 
recharge current at the expense of greater losses. 

It is of interest to note that for the case of Q < 1/2 and TIRe < 1, 
NR increases with increasingQ. This is because when the switch is 
opened with a finite current flowing/ then the LI2 energy in the inductance 
at that time is dissipated (presumably in the switching arc) and thus is 
lost to the circuit. When TIRe is less than one, the ratio of energy 
stored in the inductance to that dissipated in the resistance is such that 
increasing the Q also increases the total power loss. -
Variable Resistance Recharging 

Mr. J. F. Sheehan of Yale University has suggested a very interesting 
alternative to the LR current limiting network. This would replace the LR 
combination with a variable R, automatically controlled to keep the recharge 
current constant. The variable resistance would take the form of a hard tube. 

The most useful case of this circuit would be when the recharge 
voltage Eo is equal to the maximum voltage El' and so the minimum 
variable resistance value is zero. This gives a dissipation value NR of 
1. 0, so the pOwer loss would be similar to the Q = 0.75 case outlined above. 
The maximum current ratio N is now the ideal value of 1. 0, the NC ratiom 
is 1. 0 and the current at the end of the charge is zero since there is no way 
for the capacitor voltage to rise above the recharge voltage. 

Provided the current controlling action is automatic, the only effect 
of recharging a fully discharged bank would be to prolong the recharge period. 
The main disadvantage would be the complexity of such a circuit as compared 
with a passive LR combination. 
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Continuously Recharged Capacitor Systems 

Som e consideration has been given to the case which is often used; 
when recharge current is not zero at the start of the recharge period. This 
would occur if the switch .was omitted in the Q < 1/2. case, or if the discharge 
repetition rate was greater than twice the ringing frequency in the 
Q > 1/2 case. An analysis of the recharge current in the latter case has been 
carried out. 

The arrangement presents the difficulty that each recharge cycle 
depends upon the previous one, and there is no obvious indication as to how 
the current at the start of each recharge period will converge upon a steady 
value. Furthermore, this steady state will be upset by any irregularity in 
the pulsing rate. It is considered then that unless used with a Q < 1/2 
and a large value of TIRC, in which case the initial recharge current will be 
very small, the continuous recharge system is likely to give less stable 
operation than one in which the recharge current is zero at the start of the 
recharge cycle. There would seem to be no real advantage of a continuous 
recharge circuit over one in which Qis a little greater than 1/2, and the 
recharge terminated by current reversaL 

Conclusions 

The optimum design of a circuit for recharging condenser banks of 
the type described above, would be one with a Q value about 0.75. If an 
active circuit is acceptable, then a constant' current circuit would be 
preferable. It seems that a continuously recharged system would be less 
stable than one in which the recharge time is controlled. 

WHEELER: If you look at the figure here, 1m =: 1. 9, and make a quick 
estimate of the peak power demand for a large installation, it turns o.ut 
to be of the order of 60 MW for the instantaneous demand. This is 
reflected into the power line and t.he power companies will not be very 
happy about it. For this reason. alone I think it may be necessary to go 
to a constant current-charging system. 
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STATUS REPORT ON THE COAXITRON DEVELOPMENT PROGRAM� 

G. W. Wheeler 
Yale University 

Several years ago, when the Yale Design Study Group proposed the 
use of 800 Mc/ sec as the operating frequency for the waveguide section of 
the proton linac, it was recognized that suitable rf power sources were 
not available. Consideration was given immediately to this problem. It 
was generally agreed that negative grid triodes offer the best type of 
power source for proton linacs. 

Work at RCA indicated that the "coaxitron" type of tube was promis
ing. The coaxitron is a negative grid triode in which the resonant input 
and output circuits are contained within the vacuum envelope. The Yale 
and Los Alamos groups drew up and agreed on a set of performance 
specifications for an 800 Mc/ sec coaxitron based on the estimated per
formance which RCA felt was reasonable. This has resulted in a fixed 
price contract between LASL and RCA for RCA to supply five prototype 
coaxitrons to meet certain performance specifications. The five tubes 
will be split between LASL and BNL for test and evaluation. The first 
tube is scheduled for delivery in November 1964 and then one tube per 
month. 

The specifications for this tube are as follows. It is designated 
as the A15191. 

Frequency {midband} 805 Me/sec 
Band width 15 Me/sec 
Gain 10 db {minimum} 
Peak power output 1. 25 MW 
Pulse length 2.2 msec 
Pulse rate 30 pps 
Duty cycle 6. 60/0 
Cathode Thoriated tungsten filament 
Output connector Coax to waveguide transition 
Input connector 1-5/8" Coax 
Tuning adjustments None 
Operating mode Zero bias, grounded grid 
Plate output blocking capacitor Internal 
Plate voltage ..... 35 kV 
Plate current ..... 100 A 

2Cathode area ..... 75 cm�
Peak emission current ..... 300 A� 

-�
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The A15191 is scaled from the existing type A15038 which produces 

5 MW peak power at 450 Me/sec. At present, the A15191 design has -
progressed to the point where the cavity design has been verified by cold 
test measurements. The performance of the electronic circuitry has al
ready been verified in other tubes. The grid- cathode structure is es 
sentially identical with another coaxitron which exists. This is a 
900 Mc/ sec tube with the following demonstrated performance. ., 

Frequency "'940 Me/sec� 
Band width '" 50 Me/sec� ..,
Gain 11 db 
Peak power output 1.4 MW 
Pulse length 25 msec 
Duty cycle 10/0 
Plate voltage "'35kV 
Plate current '" 125 A 
Cathode Oxide Filament 

MARTIN. J. H.: What is the average power output from the A15191 ? 

WHEELER: Six per cent of 1-1/4 MW. This is hopefully conservative 
for the anode structure. The only experience we have is with the 400 Me 

.'
tube which does appear to be all right at that average power level. -
VOELKER: You hope to get more gain than 10 db? 

WHEELER: Yes. The more the better. They are already getting 11 db 
out of the 900 Me / sec wide band tube and reducing the band width should 
improve the gain. -

-�
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A POSSIBLE APPROACH TO THE� 
INITIAL ADJUSTMENT OF A LONG LINAC� 

G.� W. Wheeler and T. W. Ludlam 
Yale University 

In existing proton linacs, the maximum number of independent 
cavities is three. No serious problems have been encountered in adjust
ing the field level in each cavity and the relative phases of the cavities. 
to the proper values. However, the initial adjustment of the multicavity 
linacs which are now being discussed l is a much more difficult problem. 
The reasons fOr this are clear. The effect of an improper adjustment at 
one point in the linac generally will not be observed until the beam has 
passed through several more cavities so that there is no direct way of 
determining the location of the improper adjustment. Furthermore, the 
adjustment of a particular cavity interacts with those for the following 
cavities. Initially, the setting of the quadrupole magnets is not very 
critical and it will be supposed that they can be set to the calculated 
values with sufficient accuracy to assure retention of the beam. Thus 
there are two major adjustments per cavity: the field level (Eo) in the 
cavity and its phase relative to the preceding cavity. Consequently, for 
the new linac injector proposed by the Brookhaven National Laboratory 
there are 122 adjul3tments. 

There are two important stages in the adjustment. The first is an 
adjustment which is sufficiently good to assure the acceleration of the 
entire captured beam without the loss of particles at high energies. 
Numerical calculations indicate that if the field level is held to + 1% and 
the inter-cavity phase to .!. 20 

, this situation will exist. The sec~nd stage 
of the adjustment involves reducing the beam energy spread and emittance 
to the smallest values which can be aChieved. The success of these linacs 
particularly as injectors will be determined by the extent to which the ad
justment errors can be reduced toward zero. It is generally agreed that 
the energy spread and emittance of a perfect linac would be entirely ade
quate for injection into a large synchrotron. 

If all of the characteristics of the beam could be accurately meas
ured at the end of each cavity, there would be no difficulty in adjustment. 
This unfortunately is impossible. The following quantities can be meas
ured as indicated. 

a) W and� l!iW, the beam energy spread. 

These quantities can be measured by magnetic analysis. Conse
quently the me,,!-surements can only be made at the injection point, at the 
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transition section and at the end of the acceleratdr. Beams of less than 
full energy may be drifted through the accelerator to the magnets without 
destroying the desired information. Accuracies of about O. 1% can be 
achieved. An alternative method involves time~f-flight techniques but 
requires considerable equipment and space. 

b)� I, the beam current. 

Absolute measurement of the peak beam current is difficult but is 
not necessary for accelerator tune up. Relative measurements may be 
made with ease and considerable accuracy using beam current trans
formers. The transformer output is independent of energy and relative 
readings can be accurate to better than 1%. Thus if several transformers 
are calibrated relative to each other at one point, they may then be dis .
tributed along the accelerator and the differential outputs from them will 
be a sensitive measure of beam loss along the accelerator. However, 
the sensitivity of the transformers is only about 10 JLA so that a peak beam 
current of at least 100 JLA is needed for good measurements. Another 
sensitive method of detecting beam loss is to locate neutron or gamma 
detectors close to the structure to detect radiation due to lost beam. This 
system gives somewhat more detailed information as to the location of the 
beam loss. 

c)� The beam emittance. 

The beam emittances can be fairly readily measured at low energies 
with considerable accuracy. At higher energies, the measurement can 
be done less readily. The measuring equipment is bulky and can be pro
vided only at the injection point, at the transition -and at the end of the ac
celerator. Some simpler systems which will give a rough measurement of 
x and y may be placed at more frequent intervals between cavities. 

d)� Eo, the average accelerating field in each cavity and CPs' the 
synchronous phase. 

An absolute measurement of Eo can be made to between 5 and 10% 
with carefully calibrated pickup loops in the cavities. A relative meas
urement of Eo between two cavities can probably be made to a few per
cent, and Eo may he held stable to O. 1%. There is no direct measure
ment of cPs. If the energy gain in a cavity can be measured, then 
EoT cos q> s is known to the same accuracy. The transit time factor, T 
is fairly well known from cavity calculations. If Eo is decreased until 
CPs =: 0, it is possible in principle to measure the threshold value of Eo 

for which particles just gain the synchronous energy. This involves meas
uring a very small current and consequently has limlted accuracy. 

-�
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e) 6ep, the phase spread of the bunch. 

The phase spread of the bunch can best be determined from a- knowledge of 6w. The center of the phase bunch may be measured with 
poor accuracy by observing the phase of a small resonant cavity between 
the accelerating cavities. This cavity will be excited by the beam at a 
phase corresponding to the "center of gravity" of the bunch. 

f) ~', the phase difference between adjacent cavities. 

The phase difference between two cavities can be measured abso
lutely to a few degrees. The design value can be calculated accurately.o . - The setting can be held to better than 1 . 

The following general procedures will be followed in order to tune 
up the accelera tor with a minimum of activation of the structure. Initially, 
short beam pulses and reduced repetition rate will be used. The peak beam 
current will be limited to about 100 fLA to remove the beam loading prob
lems from the first tune-up attempt. The drift tube section should be com
pletely tuned up before a serious attempt is made to tune the waveguide 
section. All measurements of the output beam from the drift tube accel
erator will be done in the transition region between the two sections. 

In what follows, it will be assumed that the beam from the drift tube 
section of the linac has been adjusted for best quality and that the trans
verse focusing of the beam in the waveguide section is well enough ado. 
justed so that all particles which are longitudinally stable will be radially 
stable. The following procedure is suggested as a possible method of ado. 
justing the waveguide section of the linac. Very extensive numerical 
calculations are needed to demonstrate that the procedure will actually 
lead to the desir~d result. Some preliminary calculations have been made 
using a program which treats only the longitudinal motion of the axial 
particle. 

If the field level (Eo) in each cavity and the phase difference 
between cavities (6~') are set by absolute measurements to the design 
values. it is to be expected that particles will be lost at various points 
along the accelerator because of the errors. However, if the size of the 
bucket in each cavity is substantially increased, the entire beam can be 
retained in spite of sizeable errors in 6cR'. Since the initial tune up 
will be carried out at low beam current, the amplifier output. which will 
ultimately be transferred to the beam, is available to increase Eo above 
the design value. Calculations have shown that if Eo is increased by 
150/0. the entire beam can be retained for errors in 6ep, of ~ 50 or more. 
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Since the design value of Eo should be well below the sparking limit, a 
150/0 increase in Eo is possible. This will increase the bucket width 
from about 770 to about 1150 

• Throughout this procedure, the beam cur -
rent is carefully monitored at several points along the accelerator . 

The next step is to gradually decrease Eo in the first cavity until 
a noticeable decrease in beam current occurs. It will be necessary at 
the same time to decrease Eo slightly in the next few cavities in order 
to prevent the recapture of the particles which have become unstable in 
the first cavity. When the bucket in the first cavity has been shrunk so 
that some particles are outside of the stable region in the first cavity, 
the setting of ~cP' for the first cavity is varied to minimize the loss. 
Here, ~eP I is the phase difference between the last 200 Mel sec cavity 
and the first waveguide cavity. This centers the injected bunch optimally in the first cavity. Now, Eo in the first cavity can be increased by a 
calculated amount to the design value. This will only be approximate but 
the exact value is not important. It should be noted that changing Eo 
causes the bucket to expand or shrink around <:(> = 0 and not around cPs. 
Consequently, the value of ~c(>, which was just determined is no longer 
correct. A reasonably good calculated correction can be set in ~, 
because now we are making changes in the relative (rather than absolute) 
values of Eo and &:p I and this can be done with considerable accuracy 
for changes of this magnitude. -

At this point, all but the first cavity are turned off and the energy 
gain of that cavity is measured. If the average energy gain does not correspond to the calculated value, the cavity field will have to be tipped 
to make it do so. -The whole procedure is then repeated for subsequent cavities in a 
sequential fashion. When measuring the beam current decrease due to 
shrinking the bucket in cavities near the high energy end, magnetic ... 
analysis of the output beam will be required to distinguish between par
ticles which have become unstable and those which have not since all will 
emerge from the end of the accelerator. 

Repeating this entire performance a second time should further 
improve the adjustment, Once values of Eo and ~ep I have been estab -
lished for each cavity, it is the job of the level and phase servos to hold 
them there. -

Preliminary numerical calculations indicate that the phase errors 
can be reduced by this procedure on the first attempt. However, the 
measurement of beam loss is not extremely sensitive and it will be -
necessary to examine the beam quality in order to achieve better 

-�
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adjustment. Nevertheless the procedure seems promising at first look 
and further computations will be carried out. 

Once the whole accelerator has been tuned up in the unloaded con
dition, the beam current can be increased until the effects of beam load
ing are observed. The automatic level and phase control systems must 
be adjusted to maintain the correct settings. At each stage the necessary 
adjustments can be made until the full beam current is (hopefully) reached. 

LEISS: In making this analysis, you have assumed that subsequent buckets 
are in the correct place. Now, if you have a systematic deviation of the 
location of the subsequent buckets, have you assured yourself that in fact 
you are not building in systematic errors which you are trying to satisfy 
rather than putting the beam where you would like it? It seems possible 
that there is a trap here. In other words, are you presupposing that the 
problem is already solved? 

WHEELER: No, we have not presupposed a solution. It is true that we 
have used only random errors distributed about the correct value and 
have not looked at the effect of gross systematic errors. However, by 
increasing Eo by an amount which is greater than any reasonable sys
tematic error we can assure ourselves that Eo is well above the design 
value. Our assumption of ± 50 phase error would account for a system
atic phase error up to that value. A systematic phase error larger than 
this could be troublesome but I think that the system is flexible enough 
to handle it. Let me emphasize that there is a lot more work to do before 
we fully understand how to apply this method of tune-up. 

BLEWETT: I should think that if you have a gross systematic error, no 
beam will come out and you will say, "Ah ha, I have a systematic error", 
and will look for it. 

WHEELER: Yes. I think that there are a number of ways that you can 
detect gross systematic errors before you turn on the beam which 
implies that such errors can be eliminated. 

FEATHERSTONE: There are at least two possible methods of controlling 
the relative phase of the cavities in a long string of cavities. One is to 
refer all the cavities to a reference line and the other is to refer each 
cavity to the preceding one. Is there a preferred way of doing this when 
you consider the actual tune-up process? 
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WHEELER: Yes, I think there is although I am not sure which it is.� 
My own opinion is that it is better to measure the pha~e directly between� 
two adjacent cavities. In either case you can have a systematic error� 
in the phase detector.� -TAYLOR: For about 18 months, we have been trying to get a rather 
similar measurement to work but so far we have not gotten consistent 
results. We have tried the following measurements. You have the bunch coming from the first tank and then you collapse the bucket in the second 
tank until you' trap only a small current. You define this as a threshold 
and then you raise the level a little and shift the phase of the second tank -
to get back to the threshold current. The lowest tank level achieved gives 
you approximately the CPs = 0 level and then the other levels can be con
verted to the corresponding cPS' Making certain assumptions, the result should be two straight lines (<PS = ep and <Ps = ~/ 2) and the intercepts 
give you the phase width of the bunch. We have tried this several times. 
The very first time, we got two straight lines which intercepted the axis -
and gave us a phase width which agreed quite well with simple theory. 
We repeated this later and got two more lines with different slopes which 
gave us different intercepts. We still think that there is some way to go -before you can use this technique as a measurement fOr setting phases 
but I agree with you that it could be useful. -
CARNE: I think that the success of this technique depends on the beam 
performing many phase oscillations in one tank. -
WHEELER: This could be correct. We find from our numerical 
calculations that we must shrink the buckets in a g:roup of about four 
tanks at a time in order to get a clear indication of particle loss. This 
corresponds to about one phase oscillation wavelength near 200 MeV. 

DICKSON: One has to be careful about the detector used here. A cur -
rent transformer will accept all energies. Some sort of threshold 
detector might be better. 

WHEELER: When a particle becomes unstable in phase at an energy of 
about 300 MeV or more, it will emerge from the end of the accelerator, 
even though its energy is incorrect. Magnetic analysis can be used to 
determine when particles have not been fully accelerated, or one can use 
a threshold detector as you suggest. -
TAYLOR: I want to point out that this setup problem may be with us in 
5, 6 or 7 years but that in the meantime the methods of measuring beam 
properties may have advanced to the point where one can get all of the 

-�
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information required for a rational setting up. It does make one wonder 
about the distance between the tanks and if there are some tricks that 
can be used such as changing the stability limit at the end of the previous 
tank, as Lapostolle has suggested, to allow a little more space between 
tanks. I think that this would payoff. 

PERRY: It seems to me that one might start at the high energy end to 
measure the E field level and determine from the energy whether or 
not you are above the accelerating gradient and then go progressively 
up the line toward the front end to determine what accelerating gradient 
you must have. 

WHEELER: I don't think you can leaJ;'n much about the proper phase 
setting by this approach. 

PERRY: This is true, but it seems to me that knowing this gradient to 
begin with before you start worrying about phase you have an easier job 
in the phasing problem. You know how high you have to go to get 15% 
above accelerating gradients, for example. 

FEATHERSTONE: I wonder if Blewett's technique of using the upper tail 
of the fish as a rather precise probe could be adapted to this technique? 

WHEELER: I think that it can be done and could be of additional help. 
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RF� SUPERCONDUCTIVITY MEASUREMENTS ..
J. M. Dickson 

Rutherford High Energy Laboratory 

-
The feasibility of designing a proton linear accelerator with super

conducting cavities has been studied by A. P. Banford at the Rutherford Laboratory. The work has been mostly on the measurement of the sur
face resistivity of metals at 4. 2

0 
K, since it was realized that it was 

vital to this project that a workable means of producing large areas of superconducting surfaces had to be devised, and that nearly all the other 
problems were easy by comparison with this one with the notable excep'
tion of the problem of beam loading. The ideas formulated in the first -papers on this subject were based on results obtained with small samples 
of pure metals. The rf measurement work has had two aims (1) to 
measure the surface resistivity of superconducting electroplated metals and of superconducting alloys and (2) to attempt to build a small super
conducting resonant cavity with low surface resistance. -The rf measurements consisted of the measurement of the Q of 
resonant devices at 4. 20 K and comparison of the results with Q of a 
dimensionally similar resonant device of copper measured at room 
temperature. The ratio of the two Q's gives the "improvement factor", 
which is the factor by which the rf power loss of a resonator would be 
reduced relative to a similar copper resonator. The approach has been to try to use plating or other techniques which would be applicable to large 
areas and not to try to relate the results to the physical state of the sur
face. Most of the work has been with simple )../4 resonant lines in the -form of a hairpin, weakly coupled to a pulsed rf source and a detector.� 
The Q was estimated from the decay rate of the detected pulse. The� 
result for several surfaces are as follows: ..� 

1.� L-ead, extrapolated onto copper with a standard commercial 
fluoborate solution. has given improvement factors up to 
15, 000 (the theoretical limit at 400 Mel s is 40, 000). Solid 
'.'Specpure" lead wire gave slightly worse results. -

2.� Solid niobium wire, after electropolishing, yielded improve�
ment factors of up to 13, 000.� 

3.� Niobium deposited from Nb Cl5 vapor, or electroplated from� 
a molten salt gave results similar to (2) after electropolishing.� -

-�
-�
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4.� Inhomogeneous superconductors,. such as Pb-Bi eutectic and 

NbS Sn gave very poor improvement factors (N 50). This 
result can be explained by the filamentary nature of such 
materials, which is of course not a dis.advantage when dc super
conductivity is required. 

5.� Homogeneous alloys, such as Nb-Zr and Mo-Re gave improve
ment factors of about 2000. This can be explained simply by 
the fact that their resistivities fall rapidly below the critical 
temperature, but change very slowly above it, in contrast to the 
behavior of elementary metals. 

Thus there seemed to be grounds for believing that large surfaces of 
lead or niobium could be prepared with suitably low surface resistivities. 
Some measurements on dielectrics at 4. 20 K showed that PTFE (teflon) 
was the ~~ast lossy material tested and that it had a tan 8 of about 
2. 5� x 10 . 

- The type of resonant cavity chosen was a half-wave coaxial line, 
short circuited at each end and split perpendicular to the axis at the 
central current node. All the cavities were made by electroforming in 
copper and subsequent electroplating with lead. It was intended that these 
cavities should be used at high power and that current carrying joints 
would be tested, but all tests were in fact made at low power. Ten sets 
of tests were made OVt the best improvement factor measured was 2000, 
while all the others were less than 1000. Variations in plating techniques, 
ambient magnetic field, thermal contact and liquid helium level were all 
tried to attempt to eliminate the cause of the poor results. An improve
ment factor of 2000 would mean that a 50 MeV proton linac would have an 
rf dissipation of 1 kW. A 4. 2

0 
K refrigerator for such a machine would 

cost about L 400, 000. 

To account for the poor results one can postulate a residual resis
tivity to represent the unexpected extra losses, which can occur due to 
losses at joints, radiation through holes, etc. It can also include losses 
due to uncoated areas and parts of the surface held in the normal state 
magneticallyor (unlikely) thermally. These areas would have an rf loss 
at 400 Mc/s about 4000 times larger than the ideal superconducting sur
face and if they totaled 1/ 200th of the resonantor surface, the improve
ment factor would be reduced from the ideal 40, 000 to the 2000 found 
experimentally. This degree of imperfection might also be expected to 
apply to the hairpin measurements, but it does not appear to do so. How
ever, only the best results with hairpins have been quoted and some poor 
results ( ...... 4000) havlp been obtained with electroplated lead hairpins. Per
haps there is a statistical factor, which favors small surface areas. 
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These results can be compared with those obtained by other 

laboratories. At CERN Sussini using 260 Mc/s capacity loaded 'A/4 co
axial resonators has never obtained improvement factors greater than 
2000 to 30.00 with lead and niobium. At Newcastle University Armitage 
using open ended 300 and 600 Mcls 'A/2 coaxial resonators has not ex
ceeded an improvement factor of 40 yet with lead. At MIT Maxwell 
obtained an improvement factor of 50 with a 400 Mc I s coaxial resonator. 
At Stanford University Wilson obtained improvement factors of 2000 at 
2856 Mcl s with a cavity which had a theoretical improvement factor of 
3500. However, it m'!'!!3be noted that the normal (anomalous) surface 
resistivity scales as f and the superconducting surface resistivity 
scales as f2, so superconductivity of the whole surface is 14 times less 
important at this higher frequency. If 1/450th of the surface was in the 
normal state, then the difference between 3500 and 2000 can be accounted 
for. Thus Wilson has been somewhat more successful in producing a 
homogeneous surface. 

-
-
-
-
-
-Other problems associated with a superconducting linear accel

erator which have been studied include the effects of transient heat 
transfer and the relative merits of a conventional liquid nitrogen jacket 
and superinsulation. Thermal problems appear to be unimportant, even 
gross local overheating, whether steady or transient would not give 
trouble owing to the greatly enhanced diffusivity of metals at low 
temperatures. The extra cost of superinsulation would be offset by 
savings on liquid nitrogen after four years. 

-

-The rf tests have not been exhaustive and eventual success may 
yet be achieved by improved techniques and the expenditure of much 
time and effort. The results have, however, been sufficiently discourag
ing to inhibit further work on this problem at the Rutherford Laboratory, 
for the present. 

-
.. 

SCHOPPER: I would like to comment on the beam loading problem. 
Gluckstern mentioned in the talk he gave here that according to his 
calculations, you get a limit of about 4 mA or several milliamperes, 
let us say. 

-
-

DICKSON: Do you mean milliamperes or amperes? 

SCHOPPER: Milliamperes instead of your 10 fLA. -
CARNE: Gluckstern gave 2 A as the limiting current for the new BNL 
injector for an estimated 1 M n 1m for the deflecting mode, and, I think, -

-�
-�
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a frequency of 800 Mds. In view of the remarks of Walkinshaw, this 
current is probably of the order of 1 A. Now the limiting current varies 
inversely to shunt impedance of the deflecting mode, so that at a given 
frequency the limiting current will simply be reduced in ratio of the shunt 
impedances of the normal case and the superconducting case. Assuming 
that the deflecting mode exists at 400 Mc/s, where the improvement 
factor is 40.000. the limiting current will be down by the order of 40.000 
from the limiting c\.rrrent of the normal situation. i. e. of the order of a 
few tens of microamps. 

SCHOPPER: The main thing I want to point out is that you have an ad
vantage in a superoonducting linac in that you are working with CW which 
means that your peak current is equal to the average current. And so even 
10 fL A average current, I think, would not be too bad. 

DICKSON: Well. one has the advantage as far as counting techniques are 
concerned. I think the advantage is probably a doubtful one in the case 
of CW beam loading. I don It think one is convinced that CW beam loading 
is any easier to cope with than pulse beam loading. 

LEISS: I don't believe I can agree with this beam loading conclusion that 
you make. The beam loading is at a different frequency and it is not too 
hard to consider the possibility of a selective filter which keep the Q of 
that mode low and leaves the Q of the operating mode high. Admittedly 
with these leakage problems. it is nontrivial, but in principle it is 
probably no more difficult than many of the other problems involved. 
And so I just cannot see this limit. 

CARNE: This selective loading may remove the deflecting mode. but in, 
for example, the disc-loaded guide, there are plenty of higher order 
modes which may cause deflection, and in CW operation there is time 
for them to build up. I doubt if one can load down all of them. 

LEISS: I am sure that is true, but as you go higher and higher, you are 
almost guaranteed that the limiting currents go up. I agree there are 
many technical problems of a very formidable nature. but I don't believe 
that it is as discouraging as that. 

DICKSON: Well. you see. the Rutherford Lab is in business for studying 
accelerators. not studying rf superconductivity as SUCh. We feel that 
the present state of knowledge of the latter subject is sufficiently dis
couraging for us to abandon further work on a superconducting proton 
linac for the present. This is slightly changing the subject. 
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LEISS: But there are other people who are intensely interested in the 
ideas of superconducting machines. -
DICKSON: Well, let them have a go. 

ROWE: You were estimating what part of the surface area was a good 
surface in your cavities. Am I correct in thinking that what you did was 
make a copper cavity, say, and then cover it with lead, or were these 
cavities solid lead, for example? 
DICKSON: The half-wave coaxial cavity we are talking about was one 
which was electroformed in copper over a plexiglass mold, in two halves, 
and then the mold was extracted and the inside of the copper cavity was 
electroplated. In all measurements a copper structure of the same 
physical dimensions was used for comparison and to find the improvement 
factor. 

SCHOPPER: 1 want to mention another problem; that is the sparking. I 
think an advantage of a superconducting linac is that you can use high 
gradients. If you could go to higher gradients and somehow avoid spark
ing, then you could build a much shorter accelerator, which would be a 
saving. 

DICKSON: O. K., but you put in two "ifs" which I do not think are really 
justified. 

-CARNE: You are suggesting that the sparking limit is a function of 
temperature. Now there may be something in this, but the sparking 
limit, we would like to say, is 17 MV per meter. -
SCHOPPER: This was just my question. I was asking if anybody has 
any experience with sparking properties at low temperatures. 
DICKSON: No, I haven't. There is one thing that can be said about 
sparking and it is just that you have still got the same stored energy in -the cavity whether it is superconducting or not, because you have the 
same fields. So when you do get a spark, the same power will be dumped 
into the spark as in a normal machine, which is of the order of 50 Joules per 20 MeV cavity. 50 Joules might m9ke a mark on the superconductor 
producing a normal area. -PERRY: The problem of sparking at low temperature, I think, is ag
gravated by the possibility of condensation of gasses on surfaces, which 
is an unknown quantity, I believe. 
DICKSON: We have no data on this, but we recognize that is another 
problem. -

-
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DEUTERON ACCELERATION IN THE C. L. A.� 
(CERN LINEAR ACCELERATOR)':<� 

Th. Sluyters� 
Brookhaven National Laboratory� 

Acceleration of deuterons in the CLAusing the 2 ." mode as 
employed for protons would require that the deuterons have the same 
velocity as the protons at every point along the linac structure. This 
would mean deuteron acceleration up to 100 MeV. This is far above any 
field level that is practically possible in the present machine. We can 
investigate the case where we use half the proton velocity in the 4." 
mode; 80 maintaining the same frequency of 202 Mcl s, the deuterons 
traverse one unit cell in two rf cycles. The alternating magnetic focus
ing properties are now identical for protons and deuterons, because the 
momenta of both particles are equal. Nonrelativistically speaking, this 
can be realized if the velocity of the deuteron is haJJ the velocity of the 
proton; so the linac injection energy deuterons should be 270 keV instead 
of 540 keV for protons and linac final energy will be 25 MeV instead of 
50 MeV for protons. 

Approximately the energy gain for a synchronous particle per cell 
is: 

W = eET L n cos ep
s 

in which e = electron charge 

-
E = mean accelerating field 

T = transit time factor 

Ln =: cell length 

cP8 = synchronous phase angle. 

Thus, for deuteron acceleration, the transit time factor TD should 
be half the factor T H for protons, if the other quantities are identical for 
both particles; if Tn >1/2 T H, one has to diminish E and if T D < 1/2 TH, 
one must look for means of increasing E. 

~c:". ,
See: A Theoretical and Experimental Comparison of Proton and Deuteron 

- Acceleration in the CLA", CERN 64-22. 
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Courant (1962*») has calculated these ratiosTD/TH for all gaps 
of the BLA, showing a reasonable drift tube geometry for deuteron accel
eration. -

Ratios of the energy gain per gap can be obtained by calculating the 
effective available voltage in the gaps for both particles, using theoretical 
values of the longitudinal electric field for the first cavity and experi
mental values for the second and third tanks: -

411' x
(x) cos A dx 

= effective accelerating voltage for D+ 
R = 

f
oo 211'2& effective accelerating voltage for H+ 

Ex (x) cos . x· dx� 

a� -
These ratios were evaluated for the first and last gap of each tank (see� 
Table n. The results show a less optimistic situation compared with Courant's results for the BLA and they suggest, for deuteronaccelera�
tion, appreciable tilting of the electric field in each cavity.� -

TABLE I 

Cavity I Cavity II Cavity III 

Gap 1 Gap 42 Gap 1 Gap 41 Gap 1 Gap 27 

0.2625 0.5137 0.6345 0.3598 0.7613 0.4942 

A more extended investigation of axial motion has been made by 
calculating linac phase acceptances for both particles as a function of 
mean accelerating field and tilt using a mercury autocode program for 
proton acceleration written by A. Carne of the Rutherford National 
Laboratory. The approximations in this program are: symmetric gap .. 
fields, constant drift tube radius in each cell and acceleration independ
ent of radial excursions. 

The phase acceptances have been calculated as follows: at first -the ideal tilt factors of the first cavity have been determined so that 
phase oscillations around a given phase angle are as small as possible -
~c 

E. D. Courant, "A Study of Possible Deuteron Acceleration", Confer
ence on Linear Accelerators for High Energies, BNL, August, 1962. ... 

-
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0( < 1 ); then one searches for stable phase oscillations in the phase space. 
The tilt factors for the first cavity for synchronous deuteron acceleration 
compared to the tilt factors used for synchronous proton acceleration are 
shown in Fig. 1. Using these tilt factors, the linac acceptance for deu
terons has been calculated for a stable phase angle of - 25 degrees, (see 
Fig. 2). On the basis of phase acceptance alone, (so without radial loss), 
and a buncher peak voltage of 10 keV, deuterons are trapped for 80% 
between the initial phases 300 and 3140 • 

In practice, the flatteners in our cavities are fixed for synchronous 
proton acceleration and one can only impose from the outside a "linear" 
tilt gradient with tilt tuners positioned at the input and output end of each 
cavity. So it is more realistic to investigate deuteron acceptances with 
a linear change of electric field along the cavity. 

Let us define acceptances in the energy phase plane as a product of 
the height of a bucket (stable energy range ~E) and width of the bucket at 
mean injection energy (stable phase range f1qJ), (see Fig. 3).-

Figure 4 represents now proton and deuteron acceptances as a 
function of mean accelerating field for a set of negative tilts in the first 
cavity. ","" 

The curves show that an increase in field level is necessary for 
deuteron acceleration in this drift tube structure and radio frequency and 
that tilt increase is more effective for deuterons than for protons. In 
practice, the increase in field level (which affects the whole cavity) is 
limited by radial losses, whereas the optimum tilt has not been reached. 

The relation between acceptances, level and tilt for the second and 
third cavities are of less interest, because one can expect that the bunches 
can be captured in the respective buckets at appropriate level and/or tilt. 
Figures 5a and 5b show two typical deuteron buckets of the second cavity 
inside which an ellipse around an ideal deuteron bunch is drawn. Deuteron 
acceptances are here much less dependent on tilt compared with the first 
cavity. 

Experimental deuteron acceleration has been investigated with a 
standard rf ion source assembly, producing deuteron beam currents up 
to 100 rnA (10 p.s pulse and 90% D+). The beam performance for optimum 
machine conditions is given in Table II. 

>:<Tilt is defined as ~E x 100% in which ~E is the rf electric field at 
E 

output end minus the electric field at the input end of the cavity. 
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TABLE II 

-
Source current 100 rnA 
Beam current after column 60 rnA 

Preinjector Total emittance (~) 20 cm-mrad 
Linac input current 40 rnA 
Injection energy 268 keV -

Linac 

-Total beam emittance (90%)� < 3.0 cm-mrad 
Inflector Energy spread of 65% of the beam < 100 keV 

-In the first cavity. approximately 17% of the beam was trapped and 
no beam losses occurred in the second and third ones. The final deuteron 
energy was 23 MeV with an energy spread of around 60 keV for 65% of the -beam. The remaining part had a wide energy spread concentrated around 
an energy of 7.2 MeV. 

-There are two reasons for low trapping in the first cavity: 

a) Axial phase losses. The range of the tilt tuners is limited to _ 
- 14%. Increase of rf level (affecting the whole cavity) should also in
crease the axial phase acceptance. however an optimum was reached. 
which finds its odgin in stronger radial defocusing forces across the 
accelerating gaps for higher electrical field; this could not be compensated 
with the quadrupole focusing. 

NOTE:� For deuterons. always stronger focusing than for protons� 
is necessary; this can be explained by comparing the� 
radial force constant across the acceleratin2gaps; this� -constant is - 1/2 the axial force constant wcf. which is 
the square of the frequency of phase oscillations per unit 
length (Smith and Gluckstern. 1955"'<). The first cavity -yields w" (D+) / wep (H+) ~ 1. 5. so the defocusing forces 
for deuterons across the gaps are somewhat more than 
twice as large as for protons under equal machine condi
tions. 

b) Radial losses. An important part of the beam is lost by im -
proper matching at injection due to a smaller instantaneous transverse 

>:'L. Smith and R. L. Gluckstern. Rev. Sci. Instr. 26~ 220 (1955). 
-�
-�
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phase acceptance compared with protons. Therefore. smaller injector 
emittances should improve the trapping. Figure 6 shows an increase of 
trapping by a factor of three if the emittance diminishes to below 
4.0 cm-mrad. At this injector emittance, the phase acceptance has been 
measured using optimum tilt and mean field conditions (see Fig. 7a). 
These results are compared with a theoretical phase acceptance. A 
buncher peak voltage of 7 keV suggests a theoretical trapping of 560/0. In 
practice one measures 460/0. The reasonable correspondence between 
theory and practice suggests that the present machine has an optimum 
trapping of around 500/0 for a preinjector emittance of around 4.0 cm -mrad; 
for this small emittance and low rf levels the radial focusing system is 
sufficient. 

At the low energy side of the machine the radiation from deuteron 
interaction was 1 mrem/h or 7 n/cm2/sec. This is a lower level than 
found from proton interaction with twice as much beam current. At the 
output end of the linac. a maximum dose rate of 20 mrem/h was meas
ured. 

SHAYLOR: I am very impressed with the fact that your ion source went 
well. We have a very elementary rf ion source in our Birmingham 
synchrotron and we started to accelerate deuterons about two years ago. 
Please don't ask me why. We had great trouble with the ion source; we 
had to get our witch doctor to say all sorts of interesting spells and to 
this day we don't really know why we cannot use commercial deuterium 
gas in it. but we have to use electrolyzed D20. 

SLUYTERS: We have used commercial deuterium gas and normal opera
tion of the source as if it were hydrogen gas except for the automatic 
flow control which was switched off. 

SHAYLOR: I don't know why commercial gas would not work for us. 
Our injector is like your preinjector. We did not have trouble with the 
synchrotron. although it does not have beam control so we had to re
program rf. 

VAN STEENBERGEN: The emittance of the beam in the theoretical limit 
should be mass dependent. Was the emittance of the deuteron beam from 
the preinjector different from the corresponding emittance for an identical 
intensity of proton current? 

SLUYTERS: Normalized to energy. the emittance was about twice as 
large as normal. 

...� 
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VAN STEENBERGEN: The next question is regarding the longitudinal 
acceptance for deuterons. The calculated curve as shown here at a 
higher energy shows up the high energy acceptance tail in the fish diagram. 
The observed curve goes down to zero at the high energy end suggesting 
that you do not have a tail in the fish diagram. 

SLUYTERS: There was a tail, but it was very low in intensity. 

WADDELL: I was interested in your low background, when you were 
running the deuterons. I wonder, did you look for neutrons J 

SLUYTER: Yes. 

WADDELL: Then, does this not suggest that all of the loss was occurring 
essentially as one entered the machine, because certainly at energies of 
4 or 5 MeV, the numbers of neutrons produced would have been very high. 

BLEWETT: I think with protons the main capture loss is about 5 MeV, 
so with deuterons it should be about 1 MeV, should it not? 

SLUYTERS: Yes. The main loss is during tre first 10-15 drift tubes; 
this corresponds roughly with 1 MeV for deuteron acceleration. But, 
nevertheless, the background was much lower than we should expect. 

FEATHERSTONE: I noticed in the first slide you showed us that the 
ehange of tilt required in going from accelerating protons to accelerating 
deuterons seemed to be in one sensE' in the first tank and in the opposite 
sense in the other two tanks. Do you use a constant g over L ratio all 
the way through the machine as in the early Alvarez structures? 

CARNE: In the first tank it is constant. Then the second two tanks have 
a varying g over J.. • 

FEATHERSTONE: So perhaps the fact that one had to change the tilt one 
way in the one tank and the other way in the other tanks is a reflection of 
the difference in design of the cavities. 

SLUYTERS: In theory and in practice, the tilt has not an important 
influence on the capture as one can observe in Fig. 5. 

-�
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THE ANL SECOND HARMONIC BUNCHER 

W. Myers� 
Argonne National Laboratory� 

A multiple parmonic buncher system has been proposed for linacs 
by Dr. R. Perry to improve the capture efficiency. or transmission. 
of the injected beam. With suitable choice of parameters. he has shown 
theoretically that it sho1,lld be possible to secure an increase from 660/0 
to 81% capture when using a second buncher operating at twice the linac 
frequency. 

Such a buncher system has been designed and built. and this report 
will describe it brieUy. 

As is well known, a threefold improvement in capture over that 
provided normally by linac phase stability may be attained by bunching, 
i. e. applying a sinusoidal rf voltage across a gap where the rf phase 
is such that the synchronous particles undergo no energy change. Under 
these conditions. particles which differ in energy from the synchronous 
particles will be velocity modulated, and after traversal of a drift path. 
will arrive at the linac in a phase suitable for acceleration (see Fig. 1), 

In order to increase the bunching efficiency still further one pos
sibility is to replace the buncher sinusoid by a sawtooth wave of the form: 

'I' 
V := Vb ---l2 ( -77' < (1)

Tr 

'l'b = buncher phase 

Vb = buncher gap voltage. 

These two are plotted on the same scale in Fig. 2. It is seen that 
the sinusoid offers only a rough approximation to the optimum curve. 

However, preliminary investigation of the nature of equipment 
required to generate a ~ 20 kV sweep in 5 nsec. plus an ever faster re
trace. indicated that an elaborate and expensive system would be needed 
if a sawtooth waveform were used. 

Another possiblity would be to form a harmonic series approxima
tion to the sawtooth, and this is the approach which we are developing. 
A total effective gap voltage V : 
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K 
~ n-16 -'-(-_1~) __v = sin n 0/� (2) -

1 n 

can be assembled across several individual buncher gaps, each one con -
tributing a voltage term to the series. The net effe,ct will be as if the total 
voltage were obtained in a single gap, since the individual gap separations 
will be small with respect to the drift distance. In Fig. 2b is shown the 
case where one buncher is running at the fundamental 'Yith another operat
ing at the second harmonic. In Fig. 2d is the result when four gaps are 
driven at harmonically related frequencies. The gaps of such a system 
can be spaced closer together by locat ing the two higher frequency 
cavities inside the drift tubes of the others. -

Theoretical phase space analyses to determine capture efficiencies 
have been made by plotting '" - 0/ vs W - W s on an overlay of the ANL 
linac acceptance. The efficiency i§ found by dividing the absolute range 
of phase angle in radians enclosed in the linac acceptance by 27T (over 
total rf cycle). The equations relating the quantities -plotted are for 
phase: 

K h-1

2: (-1)
0/ -� 0/ sin n 0/ b (3) 

s� n
n=1 

and for energy:� 
K 

(_1)n - 1 
W - W s = e Vb T 2: sin n 0/ b (4) 

n 
n =- 1 

where -
0/= particle phase Vb = buncher gap voltage 

O/S - linac synchronous Vo potential of particle 
phaSe entering buncher 

= particle phase at n = order of harmonico/b� 
buncher� -

T =� buncher transit� 
time factor� -

Figure 3 shows the phase space diagram for a first plus second 
harmonic buncher system; the efficiency is about 810/0. A similar plot for a four-harmonic buncher is shown in Fig. 4. 

-�
-�
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By noting that the first terms in Eq. (2) are the most important, 
it is not too surprising that a plot of capture versus number of bunchers 
(Fig. 5) taken from phase space data shows a pronounced roll-off after 
the second buncher is added. It was, therefore, decided to restrict the 
ANL system to the fundamental plus second harmonic. The complete 
second harmonic buncher system is shown in Fig. 6. The cavity was 
designed as a capacity-loaded radial line resonator; the dimensions and 
some details are shown in Fig. 7. 

The cavity and the end plate were machined from OFHC copper. 
The end piece, which consists of a sandwich of two copper plates 
separated by a sheet of 1/16" teflon, provides for application of a 1 kV 
bias to prevent difficulties with multipactoring. Fine tuning of the cavity 
frequency is accomplished by rotating a 1" x 1/2" Cu "paddle." The level 
of rf excitation is observed by feeding a signal from the pickup loop to a 
diode detector and CRO. The gap is located approximately 2" from the 
first harmonic buncher gap. 

The second harmonic buncher cavity is excited by a 400 Mc pulsed 
power doubler stage. The tube is an RCA type 7650 tetrode operated in 
the cathode drive configuration and delivers 500 watts output for 125 
watts of drive. The input and output tank circuits are tuneable coaxial 
cavities. The plate power supply contains a large capacitor bank to 
obtain less than O. 5% droop during a 1 millisecond pulse, at a 10 pps 
repetition rate. 

The source of 200 Mc drive power is a loop inserted near the low 
energy end of the linac. The phase shift control is placed in the drive 
line to avoid possible loading problems with the doubler, and to allow a 
slower tuning rate on the phase control. 

In order to operate the doubler efficiently and obtain maximum 
power in the cavity, a double stub tuner is used to match the transmis
sion line to the cavity. Transmission lines in most cases are RGS/U 
coaxial cable. The phase shifter is a standard General Radio unit, as 
are the stub tuner components. 

Preliminary procedure for testing the SHB is to tune up the linac 
with the existing buncher for maximum transmission and obser~e the 
output current as the doubler is switched on and off. 

It was anticipated that some preliminary results on the SHB would 
be available for presentation at this time. However, circumstances were 
such that no data was obtained in the limited time which was available for 
testing. Theoretically, 250 watts should suffi ce for cavity excitation; 
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-
however, no effect on the beam could be seen at levels of about 500 watts.� 
The original estimate was based on the power taken by the first buncher,� 
and may be low, since the Q of the present cavity is of the order of 1000. 
During the latest test, capture without the SHB was 55. 50/0.� 

No effect was observed on the beam as the doubler was switched 
on and off. The phase shift control has a range of .....1800 

, so that the 
coupling loop may need to be rotated 180

0 
to fall in the right phase range. 

Further trials will be made soon, and we expect to have it operational 
shortly. 

-
OHNUMA: I don't know what kind of a beam your ZGS likes to receive 
from the linac, but unless you are very careful in designing this bunching system, the quality of the output beam could become lousy, because look
ing at the graph, the bunched beam is spread out very long, practically 
the entire area of the bucket. Since an increase in the phase spread -automatically gives rise to an increase in the energy, unless you indeed 
require a very high intensity, sacrificing the beam quality, this may not: 
be what you want. If you really want a very good quality of the beam, perhaps you should sacrifice the intensity a little bit, or capture efficiency 
of the buncher a little bit, and try to concentrate particles more around 
the center point. -
MYERS: Yes, I can see what you mean. Our only thought here was just 
to try and see if it works basically as far as increasing the amount of beam that we can get. It may well be true that we experience an increase 
in phase space. -BLEWETT: Do you include grids in these buncher gaps? 

MYERS: No, no grids. 
BLEWETT: This isa question which we thought about a little at Brook
haven. We do have grids in the gaps of our first harmonic buncher for -
the reason that theoretically if you left the grids out you increased the 
emittance area by a factor of about two. Now I must admit that at one 
time the grids burned out, and the emittance area as far as we could -
see did not change.� 

HUBBARD: A comment on that too. We took the grids out of our buncher 
on the Highlac once also and the beam went down by quite a large factor,� 
but 1 forget what it was.� -�

-�
-�
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VAN STEENBERGEN: Do you have grids in the buncher of the 20 MeV 
linac injector for the Bevatron. 

HUBBARD: Yes, there are grids. 

PERRY: I would like to ask Ed, is it not possible to compensate for this 
divergence without grids by adjusting the matching quadrupoles? 

HUBBARD: No, because it puts in a radial dependence of the change in 
energy of the beam you are putting in with the buncher. 

BLEWETT: There is a Brookhaven internal report on this which should 
be in your files. 

HUBBARD: Our buncher incidentally has a fairly large aperture, so we 
do not have to align it carefully in the transverse direction. This means 
that without grids we have a large radial dependence of the transit-time 
factor across it and this is why we think the grids are necessary. 

VAN STEENBERGEN: I would like to make just one short comment to 
Rollald Perry with respect to the theoretical paper John mentioned. The 
focal length of the buncher gap lens, although modulated with the buncher 
frequency, is typically relatively long. If one has adjacent to the buncher 
a beam transport system with rather short focal lengths, then the buncher 
gap lens influence might be rather small. Further, it is possible to design 
the transport system such that a beam waist occurs at the location of the 
buncher gap. Therefore, I think whether one needs to worry about this 
time-dependent lens or not depends on the transport system around it. 

REFERENCES 

1.� R. Perry, ANLAD-74, "Multiple-Harmonic Buncher for a Linear 
Accelerator", February 22, 1963. 
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A FAMILY OF IMPROVED LINAC BUNCHERS 

R. Beringer and R. L. Gluckstern -
Brookhaven National Laboratory and Yale University 

-
Conventional bunchers use one or more gaps excited with funda

mental frequency sinusoidal fields. They can be designed to inject about 
2/3 of the dc beam into the admittance of a conventional drift-tube linac. 
However, the remainder of the particles (long tails) are not accelerated 
to the end of a long linac and will give rise to undesirable radiation and 
possible confusion in the beam-pickup instrumentation of a sophisticated 
multicavity linac. 

p'P-chers having several gaps with harmonically related sinusoidal 
fields' are somewhat better but still have long tails. They are approxi
mations to the saw-tooth buncher 1, 2, 3,4 which has no tails and which can bunch all of the dc beam. 

Unfortunately, no one seems to have a practical way of exciting a 
saw-tooth gap at frequencies as high as 200 Mcl s. Thus, other solutions 
are of interest. 

-The bunchers described here use an rf deflector to separate phase 
regions in space so that each phase region can be bunched independently 
with a sinusoidal field. -
1. Isochronous Deflector -�

-�
-

_ ...._~-,....._.z 
M P -

~~~ 
1....----------L------t -�

-�
-
-
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Consider an rf deflector at 0 with Ex = Eo sin w t. The deflec
tion angle is 

v x eEob 
tan Q = - = 2 sin w t , 

Vo mvo 

where dimension b includes a transit-time factor. M is a magnetic or 
electrostatic lens of unit magnification. If we approximate it as a thin 
lens, the elapsed time from 0 to P is 

p 

~ J 
o 

d.l 

1 

= .j 2 + 2 
Vo Vx 

L 
cos 8 = L 

Thus the system is isochronous. 

2. Isochronous Deflector - Redeflector 

The angles 8 at P can be eliminated by a second deflector since 
the system is isochronous. The particle arrives at P at time t + L/v0 

with transverse velocity Vx = - (eEob/mvo ) sin w t. If we excite an 
identical deflector with field Ex = Eo sin ( wt - w L/v0), then all axial 

M 

-==v,........... • .z�..
o a 

L J� 

particles leave P with velocity Vo along z. This isochronous transport 
is also true for nonaxial particles incident at O. Further, the field Ex 
need not be uniform ove;r the aperture but only the same in the two deflectors 
provided that they are symmetrically placed with respect to M. 
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Phase errors !:i(WL/v )::: - (wL/vo)(!:ivo/vo ) arising fromo
variations in v 0 (dc preinjector voltage changes) give angular errors in the redeflected beam. These should be small compared to beam
emittance angles. The maximum angular error is 

-
2wR 

::: 

-
It is independent of L for a given maximum deflection R. In a typical 
case the errors are about one milliradian. -
3. Deflector - Redeflector and a Bunching Gap -�

-�
M -

x j, 

I 
V G Qo 0 P -�

-�
-�
-�

Near P, where the beam is still separated in space. we place a bunching 
gap with rf voltage -

gEz ::: - V0 cos w t . 

Particles leaving the gap have velocity 
-�/2 . 2 eVo� 

v ::: '\jv0 (1 + tan2 9) - m cos w t� 

-�
-�
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Since v; » eVo/rnl the angles 8 are not changed to first order by the 
bunching voltage. (In the formula Vo includes another transit-time 
factor.) The elapsed time G to Q is 

J., 
t' :;: 

2 eV 
vo~- o cos w t2 

mv 
0 

~ 
t!.. + B cos w t 
Vo 

with B ;:: (! /vo)(eVo/mv;). This is the ordinary buncher equation. The 
arrival time at Q is t f + t + L/v ' This is expressed as an arrival phaseo- at Q defined as 

f/J ;:: w t' + wt -tW~ + const.
Vo 

As is well known l it is not possible to make f/J the same for all particles. 
For our choice of zero phase the "long tails" come from the region 

8
7T' < wt < 27T' . Note l however l that this region corresponds to negative 
1 and hence a beam. stop for all (o;r some) negative 8 eliminates the long 

tails. 

Suppose we make f/J the same for wt;:: 0 1 7T' /2, 7T' . Then B ;:: 7T' /2 w 
and f/J;:: "'/2 + const. for these three particles. Figure 1 shows the ar
rival phases of all particles from 0 < W t < 7 7T' /2. The abscissa is wt 
and the ordinate f/J ;:: W t f + wt -wJ, /v - 7T' /2. If we stop all 8 < 0 o 
particles. then all remaining particles (half of the de beam) arrive at Q 
within 370 wide phase bands centered at O. 27T', 47T'. .... As usual. 
a COmpromise between J... V0' and the energy stability of the dc pre
injector is necessary in order to match the admittance of a given linac. 

4. Deflector - Redeflector and Two Biased Bunching Gaps 

Instead of stopping the beam particles with e < 0, let us provide 
separate bunching gaps for the positive 9 and negative e beams. 
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P 
vI Q --Vo -0 

.... -.... --.... 
"' .... .... .... .... .... rf 

I· -L ·1 -
M 

-
Let gap I have voltage - V 0 - V 0 cos w t, for 9 > 0 -�
and gap 2 have voltage V 0 + V 0 cos w t, for 9 < 0 . 

The corresponding particle velocities in the drift space GQ are -�
-�
-�. / 2 2 eVo 

v 2 =V v 0 + m (1 + cos w t) , 9 < 0 

and the elapsed times G to Q are 
t' -�1 2 eVovo~- mv 2 (l + cos wt) 

o -�
t{ ::'vJ. + B (1 + cos wt), for 9 >0, or 2Il17"<wt «2 n + 1)17", n =: 0, 1, 2 - .. 

o 

and 
t~ ::.~ - B (~ + cos wt), for 9 < 0, or (2 n + 1)7r < wt < (2 n + 2)7T, n = 0, 1,2-_' 

With the choice B =: (~/vo)(eVo/mv;) =: .". /2w the arrival phases are the 
same for w t ;: 0, 7T / 2, 71", 37r /2, 271" . Figure 2 shows the arrival 
phases for all particles as a function of the input phase to the buncher. 

-�
-�
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The abscissa is wt and the ordinate wt' + wt - .... w - 7r. We see that
Vo 

all of the dc beam is bunched into 370 wide phase regions centered at 0, 
2 7r, 4 7r , ••• • The choice of V 0 and.l is the s arne as for a conven
tional buncher. 

The reason for the success of this buncher is easily seen if we 
plot the gap voltage vs input phase. This is shown in Fig. 3, and we 
see that we have provided nothing more than a good way of approximating 
a saw-tooth, but not, we note, by conventional Fourier analysis. 

The buncher has one nontrivial complication. It requires a dc bias, 
either.:!:. V0 for the two legs (or zero and 2 V0). These biases cannot be 
provided with electrostatic fields since the input beam is surrounded by 
an equipotential surface~:' (grounded beam pipe) and no arrangement of dc 
electrodes can accelerate or decelerate such a beam. However, an in
duction transformer can, in principle, provide a rectangular pulse of ac
celerating voltage, Since the linac is pulsed, this accelerating pulse 
should be of comparable duration (say 200 p.sec). In a preliminary look, 
such a device appears feasible 5 for pulses of the order of 10 kV. 

5. Subharmonic Deflector and Buncher 

The need for dc bias can be eliminated if the alternate halves of 
input phase corresponding to + €I are bunched into separate linac buckets. 
This can be done with a subha~monic, w /2, deflector and buncher. 

v 0 _ ...._ _p__..._---_Q 

o I I _vl 

,

':'This condition is imposed by the ion-source and accelerating column of 
the preinjector. However, one can conceive of devices in which the required 
dc bias can be provided in the incident beam. A klystron gun is such a device, 
and klystrons using these bunchers should have greatly improved efficiency. 
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Let gap 1 have voltage 

- V0 cos ~ t, e > 0 or 2 n77" < ~ t < (2 n + 1)77", n = 0, I, 2, ... 
and gap 2 have voltage 

V0 cos ~ t, e < 0 or (2 n + 1) 77" < ~ t < (2 n + 2)."., n = 0, I, 2, . 
-At P we put a subharmonic redeflector. The elapsed times G to Q are 

t~ ~ ~ + B cos w t. e > 0 
- V 2 -

I 1.
o 

wt 2 :::: v - B cos 2 t, e < 0� 
o� -where B= (L/voHeVo/mv;). With the choice B= Tr/w the arrival 

phases are the same for wt = 0, Tr , 2 Tr. Figure 4 shows the arrival 
phases of all particles as a function of input phase to the buncher. The -abscissa is w t and the ordinate is f/J = wt' + w t - w.L /v0 - Tr. Figure 5 
shows the approximation to the saw-tooth for this case. Note that twice 
as large a bunching parameter B is required for this arrangement and -that twice as large a phase spread (750

) is produced as compared with 
the biased two-gap buncher. -6. Conical-Scan Deflector and Buncher 

The essential feature of all of these bunchers is the separation of phase regions in space and the application of appropriately phased 
sinusoidal bunching voltages to the separated beams. This can be ac
complished in a more general way by a two rather than a one-dimensional 
deflection. In particular, conical-scan deflectors appear promising. 

-�
-
-
-
-
-
-
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Consider a deflector at 0 consisting of two perpendicular electric 

fields in quadrature extending a distance b along z. -
w

Ex = Eo cos - t 
P -E = Eo sin ; t, P =: 2, 3,y 

The deflection angle e is constant, -
v eE b or 

tan e = = 2v mv� -o o 

where b includes a transit-time factor. The azimuth angle of the beam -is 0' = ~t, where t is measured when the particle is at O. The beam 

is scanned on a cone at uniform angular velocity. A plane parallel to xy 
at G is divided into p sectors in «., each sector containing a bunching -
gap with voltage 

gEz� = - V 0 cos (~t - 2 ; k + 8 ) . 

The gaps are numbered with increasing at. by k =: 1, 2, ... p. Note that 
after p cycles of the linac frequency w the scan repeats exactly. The 
elapsed time G to Q is 

L eVo� 
217k ~) v --2 cos ( wt -'--""'-:;;;;'" + 0 , 

o� mv p P 
o -

and the arrival phase at Q is 

~ = wt+wt'+const. = wt+wBcos(wt 27Tk + 8)+c, 
p p 

-
As in the previous case, the phase shift from gap to gap is so arranged 
that each 2 17 region of w t is bunched into a separate linac bucket. 
The appropriate constants are 

8=~+.!:... C=-7T w B = 7f / sin ( 7T /p) . 
p 2 ' -

With this choice the arrival phase at Q is 

-�
-�
-�
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o =: W t - 71' + 71' cos [ wt + (l - 2 k)71' + 71'2 ] . 
sin 1L p P 

P 

A large p yields a very close approximation to the saw-tooth since the 
sinusoidal voltage in the gap is being used only in the linear region where - it changes sign. Figures 6, 7, 8, 9 show the arrival phase and bunching 
voltage vs w t for p ::: 3 and p ::: 4. The p ::: 2 case is the same as for 
one -dimensional deflection. - 7. Bunching Voltage and Drift Length 

The conventional choice of bunching voltage and drift length should 
be re-examined for the very narrow bunches proposed here. For large 
bunching voltage and short drift length the phase shifts produced by dc 
voltage fluctuations of the preinjector are small but the velocity spread 
in the bunched bea;rnis large. An optimum design is a compromise 
between these. 

Assume that an optimum design is one which gives the best beam 
quality in longitudinal phase space at the input of the first linac tank. 
For a tank with uniform accelerating field and a bunch which occupies 
only a small part of the stable longitudinal phase region, the locus of a 
particle as it undergoes phase oscillations is the ellipse6 

-
w w- ws,)2 _ 2 eE T 2o (0 - 0 ) sin f/J ::: const.,( s s 

s m c 2 f3- o s 

where (w - ws) is the energy deviation for the phase deviation (f/J - 0 )'s 
The other symbols have the usual meanings. An optimum design fills a 
given ellipse along both axes and thereby achieves the smallest possible 
ellipse. 

Consider a typical first tank for a proton linac. 7 At its input 

w -
f3 s ::: 0.04, T ::: O. 9 . 

For the four-gap buncher the maximum phase error is 7. 50. Suppose 
we choose an ellipse with semi-axis f/J - f/J ::: 10.40 

::: 0.18 rad whoses 
other semi-axis is w - Ws ::: 19.0 keY. This determines the bunching 
voltage, ~ ::: fi 19,.0 ::: 2l kV, a,nd the drift length from 
w B ::: "';2 71'::: .lll.leVo/mv0' ,1,::: 2.36 m. We now assume a dc 
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voltage stability for the preinjector which gives a phase error 
10.40 - 7. 50 = 2. 90 in the drift length 2.36 m. The relation is 
~f/J = (w~ Iv )(~v Iv ) = 2.90 givinJ:! ~vo/v = 0.204 x 10-3 or o 0 _;) 0
6(112 mv;)1 (11 2 mv!) = 0.41 x 10 which is about the limit of sta

bility of existing Cockcroft-Walton machines. As usual, the energy 
deviation ~ (1/2 mv~) = 0.31 keY is a negligible addition to w - w s = 19 keY. 
The design is an optimum filling of an ellipse of semi-axis 10.40 for the 
de stability cited. 

8. Second-Order Terms in the Bunch Width 

Even an ideal saw-tooth buncher does not produce a bunch of zero 
phase width. 4 For very narrow widths it is necessary to examine this 
effect. -

For the conical-scan buncher the arrival phase at Q, including 
second-order terms and for the choice of parameters which gives first
order zeros at wt = O,7T, 27T is 

wt .". + .". cos ( wt _ 2 7Tk + JL + .;- ) + f/J = 
sin!!.. p p p 

P 2
3 v o -+- 1T' cos (wt _ 2 7T k +..!!.... + ~)~ 
2wL [ . 1T' p P P 2

SIn - ~ 

P 

The maximum errors in f/J due to the first-order term occur near':< 
37T= 7Twt and are2' 2 -

Arlo (sin (7T/2 p) _ 1.)
u¥' 1 :::::: +..". sin ( 7T/p) 2 -

Errors due to the second-order terms occur at w t 0, 2.". and are .. 
2 37T'{3 ~ 

7T = 4 ~ -
For the four-gap case discussed above ~f/J1 = + 7.50 and ~f/J2 = 3.40 

•� 

The distorted phase bunch for this case is shown in Fig. 10. There is� .. 
no net increase in the 150 phase width but there is some distortion 

>[<The maximum arrival phase errors occur at those w t which are the� 
solutions of cos ( wt/p) cot (7T Ip) + sin (wt/p) = p/7T. For large p,� -wt :::::: 0.42 7T', 1. 58 7T. The errors themselves are almost the same� 
as at 7T'/2, 37T 12 for all values of p.� -

-�
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around w t = 7T" which could be removed by a slightly different choice of 
the bunching phase and amplitude. In sum, the second-order terms are 
not negligible but do not seem to cause any trouble. 
9. Parallel-Plate Deflector 

It is clear that the deflection angles should be somewhat larger 
than the beam emittance angles at the deflector. Since the latter are, 
say, 0.50 for a 1 cm radius proton beam at 750 keY, the desired deflec 
tion angles are in the range 100 

- 20
0 

• 

...
Consider a one-dimensional deflector consisting of a pair of paral

lel plates driven by rf voltages balanced to ground. 

1 Wt
V 2 ::: -"2 Eoh cos 

p 

= 1. E h cos wt
2 0 P 

Ignore, for the present, 
the longitudinal fields in 
the end gaps, and consider 

la Z 
only the deflection. Meas 
ure to when the particle 
reaches O. The force 
equation is 

eEo cos wt 
p 

-The transverse velocity as the particle leaves the plates at z - b/2, 
t=to +b/2vo is 

dx 
dt 

= 
2 eEop 

mW 
sin 

b 
w 

2 pvo 
cos 

wt a 
p 

Maximum deflection for a given Eo 

For this choice 

occurs for wb 
pvo 

::: 
2 7r b 

p f3.. X 
a 

=Tr 

v x = dx 
dt 

= eEob 

mvo 
cos -�

-�
-�
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For 100 maximum deflection with p = 4, ~ = 1. 5 m, f3 = 0.04, 
0

Eo = 3.4 MV1m and for 20 , Eo = 7. 1 MV1m. These a~e high but .. 
probably attainable field strengths, but they would not be attainable for 
a fundamental frequency deflector (p :: 1). 

10. Crossed-Field Deflector 

A conical scan deflector requires two mutually perpendicular sets -of plates (or their equivalent). Consider two such plate sets, with each 
pair of plates balanced to ground. In general, the mere application of 
voltages in quadrature will not produce a uniform E field rotating at 
frequency w Ip, and the uniformity in space and time depends on the 
electrode shape. A typical case is four equal segments of a circular 
cylinder with voltages 

:: - E . wtV1 - V3 = o a sln-p 
x 

wt 
V2 = - V4 = - Eo a cos-p 

The electrostatic potential at a_ ...........� -y 
I' = a, t = 0 has the boundary / " ,
value " , , ,, 
V(CC) = L ~ cos no' 

n= 1, 3, 5·' . 

where -
17� 

1� f V ( ClL) co s n ()t. d ex = - E a sin (n"" 14)�
~ =� 7T' _ 7T' 0 (n 7T' /4)� 

Thus, at I' :: a and t = t the boundary potential is 

aL 
n7T' 

sin (4) 
V( oL, t) = - E o (n7T' ) [cos not- cos ~t + cos n(ol - -;:-) sin ~t] 

n=l, 3, 5" 4 

-�
-�
-�

The potential in the region of the axis can be expanded in terms of dipole, 
sextupole, etc. terms varying as (ria)!, (r/a)3, etc. respectively. (Note 
that even n terms, e. g. quadrupole, are absent.) Thus the deflecting 
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fields near the axis are 

ov 2,,12 
= - or = Eo --:;;:- [COS (ex - ~t ) + (~)2 cos (3oL + ~t 

- (£)4 cos (50(. _ ~) - (E. )6 cos (70(. + w t ) + ... ]
a p a p' 

E = - 1. ~ = E 2./2 [_ sin (0£ _ w t ) _ (£) 2 sin (3 0£. + w t )- oc: r CJOt. 0." pap 

+ (.E.)4 sin (5 eX - wt) - (r)6 sin (7~ + w t ) + .•• ] ' 
a pap 

a series of vectors rotating at increasing rates, with alternate direc
tions of rotation and alternate signs by pairs. The deflection is not 
truly conical but a scalloped cone depending on the initial radius of the 
beam particle. Since appreciable gaps in t::J. must be provided to insulate 
adjacent electrodes, the higher multipoles will be somewhat larger than 
indicated. On the other hand, since the transit time is an appreciable 
fraction of a period, the rapid rotation of the higher multipoles will tend to 
average to zero and, more important, they are small near the axis. 

The dynamics of deflection is more conveniently treated in (xy) 
where the fields are: 

-

+ :4 [ (- x4 - y4 + 6 x 2y 2) cos ~t + (4 xy3 - 4 x 3y) sin ~t] + ... } 

-
E ~ {. wt + 1 [( 2 2) sin w t 2 w t ]E y = 0 .". sm p;-z y - x p - xy cos p 

The equations of motion 

d 2 x m-- = eEx�
dt2� 

m d 2y :;:; 
e E y-- dt2 
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are coupled and too complicated for exact solution. An approximate 
solution is obtained by integrating twice for the pure dipole field, sub
stituting these x, y into the sextupole term, and integrating this equation 
once to obtain the deflection angles. For the transit time (wb/pv0) = 7f , 

the approximate (pure dipole) solutions are 

m dx = e E ~...E... [sin wt + cos wto ]
at 0 7f W P P 

-
mx = eE 2./2L [ _ cos wpt + ( w t _ wto +:!!.-) cos wto + sin wto ] 

o 7f W 2 p P 2 P P -
. wt wt wto • wto wt ] 

my = E 2.J2L + -7r) Sill -- - cos __0_ 
e 0 w 2 [ - Sill p + (p--p-

"W' 

c. .7f p p 

e Eo 4./2 P e Eo b 4.J2 
tan 9 = = 

m v 2 7f2 
o 

where to is the time at which the particle reaches O. The effect of the 
..,sextupole field is three scallops on the cone of trajectories. The ampli

tude of the scallops is approximately li9 where 

2 
P2

~9 e Eo 2../22 ) 
= 

tan 9 2 (
2 a m 7f W 

2 
= 1 b tan 2 9 

8 7f ~ 

For 9 = 10
0 

and a maximum error ~9/tan 9 = O. 1 the deflector radius 
must be greater than big, and if it is b/3, the error is 10 times less. 
The effect is not serious. In any case, a symmetrically placed re
deflector cancels the aberration. 

11. Parallel Plates in Tandem 
There is another solution to the conical scan deflector which uses 

smaller apertures for a given aberration and hence lower voltages for a 
given deflection. This consists of two independent sets of parallel plates 
mutually perpendicular and in tandem. Such a deflector cannot give a cone 
but it can produce a circular trace at the buncher. The analysis is not -
given here, being essentially the same as Section 9 above. 

-�
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12. Twisted Parallel-Plate Deflector 

Another conical-scan deflector which can be thought of as the 
limiting case of parallel-plate pairs in tandem is a pair of parallel 
plates, twisted with a uniform pitch, so that the field rotated uniformly 
with z. If the plate separation is small as compared with the pitch, the 
field is approximately uniform 

= E cos kz sin ( wt + ¢)-� o P 
27T' 
l{ 

::; Eo sin kz sin ( wt + ¢) zx~P 
...... 

An axial particle of velocity E 
o 

v 0 enters the deflector at� 
t = 0, z = 0 and emerges� 
at t :;:: T, z = b. The radial� 
velocities at emergence are� 

wT- eEO { [1 - cos (~ + kvo T) + 1 - cos (p- - kv0 T) ] 
x = cos ¢ 

2 m !E- + kv - w 
P 0� p - kv

0 -
sin ( w T + kv0 T sin ~~T - kv0 T) ]p 

+� [ + sin ~} 
JiL + kyo - - kv p� p 0 

wT( wT + kvoT) 1 - cos (-p - kv T)
eEo { pC-:8 o ] sin 0y = 2m w 

p + kyo p - kv
0 

sin (~ + kvoT) sin ( wT - kv0 T) ] } 
p cos ~ .

[ 
..&+ kv� ~ - kyop 0� p 

For a conical scan x/y ::; + tan (0 - 0 ) which gives three types of
0 

solutions 
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....a) kyo = w/p with wT/p = Tr n. n = 1. 2. -eEo•� ...£..x = -- Trn sin 0
2m w� 

eE�
• o .E..y = Trn cos 02m w 

.
In this arrangement the velocities continue to grow with the length: the 
x and y impulses are in step with the particle everywhere. a sort of 
synchronous deflecting mode. 

b) w T /p - kv0 T = 2 7T' n, n =: 1. 2. • .• .., 
eEo 1 

x = 
2m w 

~ +kv� ..
P 0 

eE 1• 0� 
y = w�2m - +kv

P 0 

sin ( ~ T + kv0 T)� 
tan 0

0 
=� 

1 - cos ( wT + kv T)�
p 0 -

c) wT/p + kvoT =: 27T' n, n = 1. 2. ... -
x =

eEo 1 
cos (0 - 0 )2m w� 0 

- kvp 0� -
1•y - 

~ - kv�
P 0 ..sin ( wT - kv0 T) 

p 

1 - cos ( wT - kv T)
p 0 

-�
For (b) and (c) the deflection does not grow with n. Solutions (a) give 
the largest deflections for a given Eo and b. and the deflection of 
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solutions (c) is the weakest. We also note that the twist is greatest for 
solutions (a), and the aberrations, which are related to the twist, are 
largest for (a). However, the synchronous mode (a) seems to be the 
most attractive for an actual design. 

There are two kinds of aberrations produced by a twisted field. 
One is the lack of conical symmetry of the deflections (Xl, Y1) at emer
gence even though the velocities are without aberration; this is inherent 
in the twisted plates in lowest approximation. The second kind is a 
velocity aberration induced by the nonuniformityof the field across the 
aperture because of the twist. That is, a twisted uniform field cannot, 
in fact, be produced because it is not a solution of Laplace I s equation. 
We consider the deflection aberration first. 

For solutioI').s (a) with kvo :: w /p and wT /p:: 7T n. the deflec
tions at emergence for a uniform, twisted field, are 

2 
-E n 7T (cos 0 + n 7T sin f/J)

2
2w 

2 
Y1 :: p n 7T (sin 0 + n 7T cos f/J) • 

2m 2 w 2� 
2 2 1/2�

The variation of r l :: (Xl + Yl) with f/J is an aberration. The magnitude 
of the aberration is 

:: 
2 2

l+n .". 

which is largest for n :: 1 and varies approximately as l/n. Figure 11 
shows the deflections for the worst (n :: 1) case. We note, in particular, 
that a particle which enters when the field is a maximum (f/J :: T )does 

not undergo a pure x deflection although its radial velocity at emergence 
is along x. For large n, this distortion disappears and r 1 becomes a 
circle. 

While the effect is large in a relative sense for small n, it is not 
necessarily serious since the deflections (xl' y 1) are usually small as 
compared with the deflections produced by drift with velocities (v ' v )x y
which are, in the uniform field approximation, without aberrations. 

Now we consider the velocity aberrations. As we mentioned, a 
twisted uniform field is not a solution of Laplace I s equation, but it can 
be the dominant term in a true solution. Write the potential as 
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- v = - Eo f(r) cos (9 - kz) sin (;t + f/J) 

- where f(r)  r as r - O. With this 
V, Laplace's equation in cylindrical 
coordinates is 

x 

d
2
f 

-2 + 
dr 

1 df 

r dr 
(k 2 + 1-) f 

r 
= 0, 

the modified Bessel equation with 
solutions 

~------y 

- f = S 1 11 (kr) . 

Setting the plate potential at - V 0 for 9 = kz, r:::: a 

-
-
-

V - -
V o wt 
~~- II (kr) cos (9 - kz) sin (-. + 0)
II (ka) p 

If ka < < 0, II (ka) ~ ka/2 and 

V ':::! - V E. {I + ..!. k 2r 2 + _1_ k4r4 + ... } cos (9 - kz) sin ( wt 
- 0 a 8 192 P 

+ 0) . 

-
The plates must be shaped to give this solution, and the polar equation 
of the plates is obtained by setting V = - Vo . Figure 12 shows the plate 
shape for 2"" /k :::: 24 cm, a = 3/"" cm, i. e., ka :::: 1/4. 

-.. 

Assume that the plates are shaped to give a pure II (kr) solution. 
We wish to know the aberr~tion produced by the terms in r 3 , r 5 , etc. 
Keeping only the term in r 

Ey :::: Eo {sin kz + ~ k 2 (3 y2 + x 2) sin kZ} sin ( ~t + f/J) • 

The equations of motion can be solved, 
this is done for a twist such that kv0 :::: 

gence velocities are of the form 

as before, by iteration. When 
W /p, we find that the emer

-�
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• eEo {1 1 2 (eEo )2 £ }
x = -;;- -% 2" n 1f + 13 k 2 m w 4 ., F (~) -�

0
where I F(~) I < 10 for all~. For a 10 deflection with p = 4, n = 1, 
the second term is about two thousandths of the first term. The conical 
aberrations due to the velocity are thus negligible. 

Even so, the pure 11 (kr) solution is not the best for small aber
rations. Consider the general potential of a uniformly twisted field 

v = - Eo f(r) cos n (9 - kz) sin ( wt + ~) .
p 

which obeys 

d 2f --+ 
dr 2 ..with solutions 

f = 8n In (n kr), n = 1, 3, 5 . .. . .. 
The general solution is, therefore, 

v ~ ~=~~,!.In (n krl cos n (9 - kz) sin ( ~t + ~) .. 
with 

o V 
E = 8 1 11 (ka) + 8 13 (3 ka) + .... .. 

3 o 

We can choose the constants 8n in various ways. We can eliminate the 
n ..terms r cos (9 - kz) for n = 3, 5, ... by setting 8 3 = 8 1 /27, 8 := 8 1 /125,5 

. The aberrations are then confined to terms of the type 
nr cos m (9 - kz) with n = 3, 5, ... , m:= 3, 5, ... n, with smaller co

efficients than with the pure 11 (kr) solution as well as smaller contribu -
tions by the integrals. An optimum choice requires detailed computations 
which we have not carried out. .. 
13. Twisted Ribbon Deflector 

As we shall see in 8ection 18, the twisted-plate deflector suffers 
from an asymmetric fringing field which causes unwanted bunching. 
This suggests a hybrid device which combines the .best features of the 
twisted-plate and the segmented-cylinder deflectors. It would consist of 
p conducting ribbons wound helically on a cylinder and driven with the -�
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usual push-pull voltages. The dominant deflecting field would be approxi
mately uniform over the aperture and by rotating in both time and space 
it could give synchronous deflection. 

Write for this dominant term 

wt 
= Eo cos (p + kz + 0) 

= Eo sin (w t + kz + 0) . 
p 

As written, the expression gives clockwise rotation with t. If k > 0, 
the helix is clockwise also. The synchronous solution occurs for 
kv :::: - w/p. Then, since z = voto 

x = eEot 
cos 0 m 

eEot- . 
m 

::::y sin f/J 

2
eEot- x = cos 0
2m 

2eE t - Y =
0 

sin 0 . 
2m 

- The device has unit transit time factor, can be cut to any length, and 
has E, r, and r in phase everywhere. The counter directions of rota
tion of E in t and z means that the particle sees a uniform E as it pro
ceeds along z. The scan is purely conical. 

The device also has other solutions, some of which may be very- useful. It is possible to cancel r while preserving r and thus to scan 
conically without radial velocities. This removes the necessity for a lens. 
An obvious way to do this is to place two identical deflectors in tandem 
with the second one out of phase by .". with the first. The second removes 
the r but allows r to grow to twice its value at the exit of the first de
flector .. At the transition between the two there is a natural bunching gap. 

Another way to achieve zero r is to operate nonsynchronously. 
Let kv0 :::: - f w/p where 0 < f < 1. If we set (l - f) wT /p = 2 7T n, 
where n is an integer and T is the emergence time, we find on emer
gence that 
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-�
• I = /0 -

eEo 2T 
xl . - sin 0 m 27r n -2

T~ 
cos 0Y1 m 2 7r n -

The deflection is greatest for n = 1. The vector r1 rotates in the same 
sense as E at emergence and is perpendicular to it. leading by 7r / 2. -
If now we place in tandem an identical device, the second out of phase by 
7r, (i. e. reversed voltages), the particles crossing the gap between 

them are bunched by the fringing fields between facing electrodes. The -
bunching is correct (early particles are decelerated) and, with some 
electrode shaping near the gap, this simple system may incorporate all 
of the desirable features of a conical scan subharmonic buncher. We -
have not yet studied any of the more complex features of such a system. 

14. Rf Drive for Deflectors -
The excitation of either the one-dimensional, four-plate conical 

scan or twisted-plate deflectors should be push-pull, balanced to ground. 
Since the voltages are high, the circuits should be resonant. In the region 
of 50 Mc/s where the p = 4 deflector operates, coaxial lines are con
venient elements. A possible design can be derived from a half-wave 
line open at both eneds, with 
a plate attached to each end ..
and the line folded to bring 
the plates together. The 
device is push-pull. with r: b,}_ -- - respect to the outer con -~ 
ductor. For the four-plate 
deflector, two such circuits 
could be arranged to feed 
two pairs of push-pull plates /~----in time quadrature. Because 
of the crossed polarization, 
the interaction will be small 
even though the E fields oc
cupy the same space. 

-�
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15. Lenses-
For one-dimensional deflection the lens should be a true lens in - the sense that it have the same focal length for all deflection angles. 

There are a variety of well-known electric and magnetic lenses which 
have this property for small angles and some which are quite good up 
to the maximum angles of interest here. In general, they will not be 
exactly isochonous if they focus exactly, and conversely. These aber
rations should be examined in any serious design, but we have not done 
so. 

We have considered in more detail lenses for the conical scan 
arrangement. Here, since the cone angle is almost constant, the lens 
may have large aberrations for angles other than the cone angle; the 
important property to preserve is isochronism as a function of the 
azimuth angle. Since lenses which are figures of revolution are auto
matically isochronous in this sense, we have considered two such types 
which show some promise: coaxial electrostatic systems and magnetic 
solenoids. -

Consider a lens of two- coaxial circular cylinders with 
potentials ±. V of the correct 
magnitude to give a symmetrical 
path. The first integral of the ----.......-+V�
equation of motion is 

.2 4 eV r 
r .tn r'R 2 omln R 1 

which determines the potential 
from 

(J R 2A,.n R: 
1 

2 eV = tan2 e _~_ 
.!. mv 2 r 
2 0 ..ln~ 

o 

The second integral can be written 

= 

o-
-
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... 
2 nn _rl .which determines the length D, where w = ~ 

r -
There are many other coaxial systems, all with rather similar 

properties. For the angles 9 of interest here, the well-known con
centric-sphere-segment lens is not attractive since it is too short and -
hence requires very large potentials. There is a large family of shapes 
intermediate between spheres and cylinders which consist of various ...arcs rotated around z. None of those examined have any important ad
vantages over the cylinder lens. 

All of these coaxial electrostatic systems have one serious -
technical difficulty - the support of the center electrode which lies com
pletely inside the beam sheath. It could conceivably be cantilevered 
from a ground plane (perhaps part of the bunched whose annular beam -
slot was not complete but rather segmented. This appears very un
attractive, particularly if the electrode is at a large negative potential, 
which requires an insulated cable crossing the beam sheath. -

Solenoids avoid this difficulty since the coil can be completely 
external. Consider a uniform axial field B. A particle deflected through -
angle 9 describes a helix on a cylinder of radius R where 

mv c tan 9o 
B = eR 

and 
27T R

L = 
tan 9 -�

-�... ..." ...." Beam ...Li9 tR 
,/j,9 .. z.. Axis 

V a .... "" p o .... , 

1 
"" 

.r 
.... -c 

... 
L Plane� 

of� 
Deflection� ... 

-�
-�
-�



-�

-�
-�

-�

-�
-�

593� 

As the beam is scanned conically at frequency w/p, the cylinder rotates 
in the same sense and at the same frequency, and the original beam cone 
is reconstructed at point P. The inside diameter of the solenoid coil 
must be at least 4 R. The plane of the bunching gaps can be anywhere 
between P and the 0 to P midpoint, and any radius of the bunching 
annulus from zero to 2 R can be arranged, depending on this position. 

For 9 = 10
0 

and ~ = 0.04 a possible design choice is R = 10 cm, 
c 

B = 2200 gauss, L = 360 cm. For an air solenoid the required current 
2density in the winding would be about 2400 A / cm , which is feasible. 

Iron cladding could improve the efficiency, and there is no necessity for 
uniformity of B with either r or z so long as the fiel d is axially sym
metric. 

As a lens, an ideal solenoid reconstructes the input transverse 
phase space. Thus it acts like a thin lens of unit magnification and focal 
length L/4. 

Lenses which are not figures of revolution, such as electric or 
magnetic strong focusing triplets, may be sufficiently isochronous. They 
have one important property; for feasible fields they can have short focal 
lengths and so permit close spacing between the buncher and redeflector 
while preserving a large beam radius at the buncher. However, it is 
just this condition (large 9) which enhances the lack of isochronism. In 
a serious design these conflicting properties should be studied but we 
have not done so. As we shall see in the next section, the buncher 
redeflector spacing is one of the most difficult problems in the whole 
scheme, and a successful design must minimize this spacing by a care
ful choice of the lens system and the transverse beam optics. 

16. Redeflection Errors 

One of the serious difficulties in the whole scheme is the angle 
errors introduced at the redeflector arising from the fact that the beam 
is partially bunched when it is redeflected. The errors are small for 
long drift lengths and short buncher - redeflector spacings but there are 
technical limits on both of these and near these limits the errors are not 
negligible. 

Consider a conical scan beam converging to P from the bunching 
gap G. If the bunching is made correct at Q, the arrival phase at P is 
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At P the transverse velocities are 

-�
x 

= - v 0 tan 9 sin wt� 
p� 

= - v tan 9 cos w t 
o P 3iJ__-----. 

• z 
With the redeflector we add the velocities G Qp ....,

v'x = v o tan 9' sin! 
p 

v' = v 0 tan 9' cos ! -y P 

If zo ::; 0, tan 9 = tan 9', and C = 0, the beam is redeflected without ,errors. We find that no adjustment of phase (i. e., C) or amplitude 
(i. e., tan 9') reduces the errors, so we remove this generality by setting 
C ::; 0, tan 9 = tan 9' and write for the angle errors, -

v' +v x x ~9x = = tan 9 (sin rIJ sin wt ) 
v o P P 

v' + v� 
~9y = Y Y = tan 9 (cos! - cos wt)� 

v p po -
Figure 13 shows the angle errors for p =: 4, zo/J, ::; O. 1 as a function 
of wt for one complete scan. The points are labeled with wt/p values 
to sfi>ow the variation in time. The discontinuities in the errors make it 
essentially impossible to compensate them by changes in the voltage wave
form. For the case of Fig. 13 the maximum angle error is 0.078 tan 9 
or O. SO for 9 ::; 100

• 

For angle errors up to a few degrees, the errors are linear in 
zo/L Thus for p = 4, zo/}, ::; 0.2 the maximum error is O. 156 tan 9. 

These redeflection-angle errors add randomly to the beam emit 
tance angles and hence the transverse phase space of the beam is de
graded. This can be serious, depending on the design of the linac and 
the tolerances on its output beam quality. 

Although complex voltage waveforms at the redeflector are not 
effective in reducing the errors, a second conical scan redeflector near 
the first linac gap is of some help. At the bunching point Q all of the 
particles on a single arc of Fig. 13 are essentially simultaneous. The 
addition of a small deflection voltage equal to the radius of the arc and 
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of frequency wt/p converts Fig. 13 into a circle of radius 0.078 tan Q/./2 
and thus reduces the errors by a factor ../2. -
17. The Buncher -For conical deflection the buncher is a set of p annular segments 
of mean radius R B , each differing in phase from its neighbor by 2.". !p, 
where w/p is the scanning and bunching frequency. The ratio of the arc .. 
length of a segment to the beam diameter should be large enough so that 
the beam does not spend too much time overlapping adjacent segments. 
It is not necessary to reduce this time to an extremely small value since -the phase regions just outside the ideal boundaries are no worse than 
those just inside. For example, for p ::; 4 (see Fig. 8), the maximum 
arrival phase error (7.5

0 
) which occurs at wt ::; 285

0 
is not exceeded -until wt reaches 3900 

• If it is so arranged that at wt ::; 3600 the beam 
center crosses to the next segment and at 3900 the trailing edge crosses, 
then the diameter of the beam is equal to [2 R B .' If the beam diameter -
is 1 cm, then RB must be at least 3. 82 em. 

If it is desired to use larger beam diameters (or smaller buncher -
radiO, the arrival phase error can be optimized by choosing a bt;nching 
voltage which gives a zero in arriv-al phase at an wt somewhat greater 
than 360

0 
with some sacrifice in the maximum arrival phase error. This -

is shown in Fig. 14. If, for the p ::; 4 case, we place the arrival phase
0 

zeros at - 15 , 1800 , 3750 
, the maximum arrival. phase errors is + 100 

, 

which is not exceeded until wt reaches 4080 
• Thus the usable phase -

overlap is increased from 3900 
- 3600 

::; 300 to 4080 
- 3600 

::; 48 0 with a 
corresponding increase in the allowable beam diameter. -

For subharmonic bunchers the low frequency and the electrode 
complexity make drift tube bunchers attractive. For even p the elec~" 

trodes at opposite ends of a bunching circle diameter are push-pull 
balanced to ground. Thus the buncher circuits can be the same half·· 
wavelength folded coax that were suggested for the deflector. The two 
bunching gaps are separated by half a period of w/p which is a length -
f31*->'" p / 2. For p ::; 4, the maximum electrode-to-electrode voltage is 
...;.e. times the voltage to ground and gap g2 must exceed gl. For p '" 6, 
these voltages are equal, and for larger p the electrode-to-electrode 
voltage continues to diminish. The region of the beam sheath deleted by 
the gaps g2 can be used on the ground plane for radial straps to support 
its central disk. Because of the circuit balance, no current flows on 
these straps. The central annuli of the buncher electrodes require similar 
straps from the outside annuli; these radial grids will be needed anyhow 
for good beam dynamics. Such grids will carry current. 

-�
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18. Bunching Due to End Effects in the Deflectors 

When one attempts to formulate an actual design, it is found that 
the deflection fields are larger than typical bunching fields. This sug
gests that tre ever present E z at the ends of a deflector can give a large, 
and probably undesirable, bunching effect. If we neglect the beam diam
eter, these effects will occur only at the exit of the deflector and entrance 
of the redeflector for deflectors which are balanced to ground and hence 
have E z = 0 on the z axis. 

The segmented-cylinder deflector appears to be relatively free of 
such bunching effects. In the rotating dipole approximation the deflec
tions at emergence (with W b/pv0 = 7T' ) are 

eEo 2..fi ~ wt� wt 
=� +:JL cos _._0_)Xl� 2 (sinT

m7T w2� 2 p 

eE0 2JiL wt� wt 
2 (- cos __0_ + ...:!.. sin __0_)=Y1 m7T' 2 p 2 pw 

which is a constant radial deflection rotating around z with frequency 
w /p and a constant phase delay relative to the deflecting field which it 
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encounters as it emerges. Hence each particle encounters the same 
fringing field relative to its path and the end effect is equivalent to a dc acceleration and of no importance. The higher multipoles do not behave 
in this cooperative manner. However. their size can be suppressed by 
a large aperture-to-deflection ratio and in addition they will falloff -more rapidly with z than does the dipole field. We have not actually 
calculated their residual bunching effects. -The twisted plate deflector has a relatively large and undesirable 
bunching effect in lowest approximation. The fringing field does not 
rotate but merely oscillates in time and each rayon the emergent cone -receives a different z impulse. Particles which emerge with maximum 
+ x deflection traverse the fringing field when it is a time maximum and� 
are decelerated along z. whereas particles with maximum 2:. y deflection lie in the plane of zero E z and also cross near the time zero. The de�
flector acts like a buncher of frequency 2 w Ip.� -

If the z impulses were not too large, they could be compensated in 
a four-gap buncher by operating the two 2:. pairs at different voltages. 
However. the effect is large. It can be calculated if the fringing field -shape is known. For parallel plates spaced by 2 a with potentials .± V0 

the potential is given by a Schwartz-Christoffel transformation of a seg
mented plane. and can be written -
.". X = 1 +.t n [ "": (V IV,! - z I a)] + [ .". (V Iv0 - z I a) ] cos"" (V Iv + 1) .. 

a sm"" (V V 0 + 1) sin.". (V Iv0 + 1) 0 

where the origin of x. y is in the median plane in-line with the edge of -
the plates. Figure 15 shows some of the equipotentials and a typical 
exit trajectory. Since the latter crosses some of the equipotentials. 
there is a z impulse. For the example shown a numerical integration -
gives 

mv0 6 v z ~ - O. 3 eV 0 -
which is clearly intolerable since V0 is always larger than the peak 
voltage of the proposed bunchers. It is possible, but unlikely. that plate -
shaping or auxiliary electrodes in the fringing gap could lower substantially 
this z impulse. The same conclusions hold for simple one-dimensional 
deflection by parallel plates. 

-�
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19. Remarks 

We have made some attempts to put together the various devices 
discussed into a system. These attempts have not been very successful 
because of the conflicting requirements and inadequacies of the components. 
Chief among these are (a) unwanted bunching by the deflection fields, 
(b) very high fields in the deflectors, and (c) redeflection errors. It is 
too early to be sure that these cannot be resolved and it is to be hoped 
that they can, for the general principle seems both sound and attractive. 
At this time the simple system of two nonsynchronous twisted ribbon 
deflectors seems to warrant careful study. 

WHEELER: The engineering problems on this tailless buncher are 
formidable, but a good deal of thought has been given to them and it 
seems that reasonable solutions are at least possible. 

MARTIN, J. H.: I do not want to deviate our discussion too far from 
linacs, but occasionally linacs are used to feed other machines, such as 
synchrotrons, and in ours, for example, we would like to be able to chop 
a beam or do something like this at something like 4Mc. Now I have 
also heard of plasma oscillations occurring in ion sources in the few 
megacycles region and heard of people talking about bona fide chopping 
devices and so forth. Now I am wondering if anyone has ever tried to 
take advantage of plasma oscillations in an ion source in such a way that 
you actually chop the beam at the ion source at frequencies like 5 Mc? 

WHEELER: Not that I have heard of. 

VAN STEENBERGEN: I think at the AGS we have been most pronouncedly 
plagued in the past with those particular oscillations and we had a number 
of observations on them. It is not a single frequency, it is a whole 
pattern of frequencies and it is not predictable in the sense that one could 
use a particular frequency. 

MARTIN: Well, if this kind of oscillation occurs as in certain kinds of 
electronic circuitry, you can encourage it to oscillate, usually at one 
single frequency, so I am proposing here essentially to drive an ion 
source at a frequency of your choosing and a phase of your choosing. 

WHEELER: When are you going to try it.? 

MARTIN: Maybe we will get to it. 
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LAPOSTOLLE: Well, I will only comment to say that this (the tailless 
bunched may be a difficult scheme to realize, but it is very similar to 
an rf separator, and rf separators are being built. I don't think it will 
be so much of a difficulty to built such a device. 

WHEELER: I think its virtues are worth a good deal of effort. 
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NIMROD INJECTOR -N. D. West 
Rutherford High Energy Laboratory -(Presented by H. Wroe) 

General Status -
The Nimrod Injector is at present operating with a 600 keV proton 

beam current of 38 mA which, with the buncher, gives 18 mA at 15 MeV. -The maximum 15 MeV beam current achieved has been 24 mAo 

Emittance plots of the 600 keV and 15 MeV beams are shown in -Fig. 1. An estimated 90% of the 600 keV beam current can be contained 
within an ellipse of area 77f cm-mrad, and 900/0 of the 15 MeV beam with
in an ellipse of area 3.3 7f cm-mrad. -

The 600 keV beam is currently badly misaligned from the axis of 
the dc accelerating column, and this fact, together with the effect of -
aberrations, would explain the asymmetries of the 600 keY emittance. 
The accelerating column assembly, however, can be steered to align the 
beam on to the linac axis. -

The mode of operation at present is to set up the injector to a 
standard beam condition. This means that all controls are set to pre
determined levels. The 15 MeV beam current produced under these 
standard conditions is usually within 10% of the nominal, from week to 
week. The alignment of the beam as it leaves the linac is checked oc
casionally by means of a pair of four-jaw defining apertures. The re
sults of the measurement are used to calculate the adjustments to a set 
of four steering magnets required to align the beam to the axis. The -
misalignments found are usually small, and the beam is only realigned 
infrequently. -
Multipactor Experience 

The occurrence of multipactoring in the Nimrod injector linac and 
the method of inhibiting it by coating the drift-tube faces with carbon 
black,were reported at the Brookhaven Linear Accelerator Conference 
in 1962. Since then, it has been found possible to leave the faces of the -
first ten drift tubes uncoated, and to coat the remaining drift-tube faces 
only over four small areas, corresponding roughly to the positions of 
the quadrupole pole tips. This has considerably reduced the sparking 
problem. The effectiveness of the carbon black is demonstrated by the 

-�
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fact that the linac will still multipactor if the quadrupoles are switched 
off. -

Similar multipactor trouble has been experienced with the buncher 
and debuncher cavities. It may be significant that the copper used in -
their construction was not oxygen free. Both of these single gap cavities 
were designed to allow a whole cavity end wall to be biased by a dc 
voltage of up to about 6 kV, but in neither case did the bias prevent multi -
pactoring. 

With the buncher cavity, a carbon black coating onthe whole of -
each drift tube and end wall was found to be effective for a time, but 
eventually multipactoring occurred between the drift-tube faces. A gap 
splitter, capable of being biased, was then fitted. This consisted of a -
thin plate suspended at the center of the gap, parallel to the end walls, 
and of diameter equal to that of the drift tubes. For good measure. the 
gap splitter, as well as the other cavity surfaces, was carbon blacked. -
The cavity now operates without multipactoring even with no bias ap
plied to the gap splitter. -

In the case of the debuncher. carbon blacking the drift tubes and 
end walls failed to prevent multipactoring to the end walls. A gap 
splitter was then fitted, of diameter nearly equal to that of the cavity. -
and biasing it appeared to eliminate the multipactoring. Subsequently, 
it was discovered that the cavity was in fact operating at a high multi ..pactor level and eventually operation became unstable. Inspection of 
the cavity showed that the multipactoring had occurred between the cavity 
end wall and the cylindrical wall. very close in the corner of the cavity, 
where there are low fields even at high gap voltages. Finally. all sur 
faces of the cavity were carbon blacked, including the cylindrical wall 
and the gap splitter, and since then multipactor-free operation has been 
possible. 

The carbon black used is dispersed in alcohol and painted on the 
surfaces by brush. The presence of large carbon blacked surfaces does 
not appear to have any significant effect on the cavity Q factor or on the 
vacuum pressure. 

BLEWETT: I nave the greatest difficulty in understanding these remark
able experiences with multipactoring. 
WHEELER: Some years ago at Yale, we built a single cavity proton linac operating at 50 Mel sec, The resonator was a quarter wavelength coaxial 

-�
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- cavity, shorted at one end and capacitatively loaded at the other end 
where the acceleration took place. Therefore this resonator had radial 
electric fields except in the accelerating gap. The post loaded TMOlO 
resonator that Wroe has mentioned also must have radial electric fields 
near the end walls. Now, in this coaxial resonator, the electric field 
between the post and the outer wall varies continuously from zero to the 
maximum gap field so that there will always be some point at which the 
voltage is correct for multipactoring. We tried every known scheme to 
suppress the multipactoring except carbon black. The method which 
finally worked was a high rate rise of the rf drive, which was accom
plished by an oversized rf system. 

- BLEWETT: The only difference between this and other machines seems 
to be in the frequency. I can't believe that the 50 Mc drop in frequency 
could be responsible for all of these extraordinary effects. 

DICKSON: On the last slide that you showed, there was scalloping on 
top of the drive pulse. Have you looked at the frequency of this scalloping 
in the same way as has been done on other linacs? 

WROE: No. You will have to ask NigH West about that. -
WHEELER: That looks a little bit like an oscillation in the drive system. 

-

-�
-�
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INFORMAL DISCUSSION OF SPARKING PHENOMENA -
SWENSON: We are fortunate to have a representative in this room of 
practically every proton linear accelerator in the world (Brookhaven. 
Argonne. CERN. Rutherford. Minnesota. New and Old Bevatron Injector. 
and the original Alvarez Linac). I have a short list of general questions 
which I would like to pose to a representative of each of these linacs. 
These questions were chosen to reveal the type of information which you 
as a group have and to stimulate a discussion on sparking phenomena. 
The questions that I have go something like this. Is sparking a problem -in your linac? If so. where are the sparks? Why are they there rather 
than at other places? 

HUBBARD: If we start talking about "why". we'll be here for a week. 
SWENSON: I would also like to ask you if you have evidence that the ...� 
sparking is beam dependent. dependent on the vacuum pressure. or� 
dependent on surface contamination. Another question might be for what� 
gradient would you build your next linac? And of course aside from ...� 
answers to these questions. I would like to have any comments that you� 
feel are pertinent.� -Perhaps I should try to define the purpose of this session. The 
economics of linac design favors pushing the cavity excitation up to some 
level which is considered safe from the standpoint of sparking. There 
is very little reliable information on what the safe limit is. And there 
is no popular description of the nature of the sparking process which is 
observed in proton linacs. That is. there is no model of the process 
which explains why the sparks are where they are. Another important 
point is, how reliable must this linac be? That is, can we stand some 
sparking and can we allow some time for conditioning after the tank has -
been opened to air? I know there are some in this room who feel that 
the future linacs should be very conservative in their electric gradients 
and if this is the case, perhaps it is not necessary to understand the spark -
ing phenomena. 

VAN STEENBERGEN: That last comment I did not get. Why should -
future linacs be conservative in electric gradients? 

HUBBARD: I will write three numbers on the board if you like. In 1948 -
the Lawrence Radiation Laboratory built a 200 Mc per second linac with 
a gradient of O. 9 MV 1ft. In 1952 we built another with a gradient of 
0.6 MV/ft, and in 1961 another linac with a gradient of 0.5 MV/ft. -
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LAMB: In 19-- something. it will probably be 0.4. It makes a great 
deal of difference what the application is. For an injector for a machine 
that costs x times the cost of any linac you are going to put on it, you 
can certainly afford to run it at half that gradient if you don't get spark 
one. 

FEATHERSTONE: Do you worry about spark one? 

LAMB: After it is baked in. you do, I think. You just don't want any 
sparks. 

WHEELER: I think we tend to agree with that. 

VAN STEENBERGEN: But isn't that demanding a bit too much. I mean. 
in all high voltage experiences. one normally expects some conditioning 
of a particular device under consideration. resulting in usually significant 
improved performance with regards to maximum electric fields. etc. 

LIVDAHL: In January. we were open to air for one week. We did lots 
of things. Granted. we did not remove drift tubes. but after a week we 
pumped down late one afternoon. We came in the next morning. and in 
30 minutes we had operating gradient. I do not think we had seen more 
than probably 200 sparks in that time and within an hour we were 10% 
over gradient, which is where we like to operate. 

BLEWETT: Was the tank open to room air. dry nitrogen. or what? 

LIVDAHL: It accidently got let up on kleenex and alcohol. 

FEATHERSTONE: I think it is fair to say that often when a tank of the 
Minnesota linac has been down to air and has been pumped overnight. we 
can establish beam in half a day. It is another story, though. when we 
have gotten the drift tubes well coated with oil. 

VAN STEENBERGEN: From that point of view. I feel again that the 
gradients could be made higher. It should be a rare occasion that one 
has to open the tank to air. In that case. conditioning periods of even 
a day or so would be acceptable. 

HUBBARD: But if you are at a point where it requires a lot of condition
ing. you are at a point where it will spark occasionally. even after you 
have done it. 

SWENSON: Let me try the first question. Is sparking a problem in 
your linac? 
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BLEWETT: (On the BNL linac.) We have some color photographs of 
the first few drift tubes in our linac. Horrible as the drift tubes look, 
they still feel smooth to the touch. 

VAN STEENBERGEN: Our experience is that in normal operation spark
ing is not aproblem These photographs look horrible, but we feel that 
this happens during the first half week after you have had the tank open. 

BLEWETT: We feel it is important that the new injector operate at a 
30-pulse per second repetition rate to speed up conditioning. 

LIVDAHL: Our conditioning is done at 10 pulses per second which is 
higher than the current possiblities at Brookhaven and at Berkeley. 

VAN STEENBERGEN: Let me make it clear that we do not see any 
deterioration of the sparking situation with time. We have never opened 
the linac to clean or treat the drift tube surfaces because of sparking. 

LIVDAHL: (On the ANL linac.) I do not consider sparking a problem in 
the Argonne linac. I have seen no spark marks on any drift tube beyond 
the 20th gap. 

BLEWETT: I think we can go even farther and say that we have seen no 
sparks beyond the 5th gap. 

TAYLOR: (On the CERN linac.) I would say that sparking in our linac 
is a fault condition, that is, we open up the linac and find, for example, 
a faulty contact between the drift tube stem and the liner. When the linac 
is working properly, we just do not lose pulses because of sparking. We 
might have trouble for a day after being up to air for a week or so. The 
sparking damage that we see is concentrated on the first ten drift tubes. 

DICKSON: (On the Harwelllinac.) Sparking is not a problem now in the 
Harwell linac. A couple of years ago it used to be a problem in Tank 
one. We do not have direct evidence, but we think it was due to water 
vapor in the tank. I think I told some of you that we found some of the 
copper in the drift tubes to be porous to water. Since we have cured the 
porosity problem, we have a very short run-in time at 50 cps,at 10/0 duty 
cycle, and the linac seems to operate properly just for years with no 
problem. We see a few sparks on the first ten drift tubes but they do not 
bother us. 

FEATHERSTONE: (On the Minnesota linac.) Sparking has never really 
been a problem on the Minnesota linac. The first cavity is a low gradient 
cavity, like the old Bevatron injector, and it just never sparks. We do 
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see evidence of sparks on the drift tubes of the second and third tanks. 
There is no apparent conQentration of the sparks in any particular place 
along the length of the linac. They seem to appear at random. 

SWENSON: I might say at this point in regard to the Minnesota linac that 
I calculated the fields in the vicinity of the drift tubes at three different 
places, that is, at both ends and at the middle, of their second and third -
tanks. There are some fairly small radii of curvature on the corners of 
the drift tubes at the high energy end of Tanks 2 and 3, and I got some- electric fields on the metallic surfaces of 28 and 26 MV / m, respectively. 
I can present a table which compares some actual calculated quantities 
for the Minnesota linac with similar quantities in some of our latest- linac designs. 

By all the criteria listed in the left-hand column, the MURA designs are 

-
- conservative in comparison to the Minnesota linac. However, it might 

be an error to assume that the critical criteria is listed in the table. 
Additional information is available on these calculations in a MURA 
Technical Note TN-467. 

FEATHERSTONE: Incidentally, the location of the sparks that we do see 
does not coincide with the location of the peak fields on the drift tube 
surface. We tend to get a concentration near the bore radius. 

- REMARK: That is probably where the field is the highest.� 

CARNE: May I throw some wood on the fire at this point? It was men�

- tioned in the PLA Progress Report for 1963>:< that we have done a redesign 
of our Tank 1, and we were quite concerned about breakdown. We have 

-
*PLA Progress Report 1963, pp. 8-10, NIRL/R/60, January 1964. 
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done a whole series of electrolytic tank measurements to determine the 
electric field gradients across the qrift tube surface. If you plot the field ..distribution along the drift tubes surface. you get a peak in the distribu�
tion where the outer radius of curvature meets the flat of the drift tube;� 
you get a uniform distribution across the drift tube .flat and another peak� 
in the distribution near the radius of curvature of the bore hole. If we� 
now plot surface fields against drift tube number (we have 41 + 2 half� 
drift tubes in our machine) as in the sketch below. we find for the inner� 
radius a surface electric field which goes from about 13' million volts� 
per meter down to about 10. The field for the outer radiu~ is initially� 
less than for the inner radius. crossing over at about 6 or 7 MeV. So� 
for the first 6 MeV it is the field near the inner radius of curvature that� 
is critical. This may throw some light on the fact that the sparking seems� 
to be concentrated in the first few MeV and that the sparks seem to be� 
concentrated on the flat drift tube faces. or near the radius of curvature� 
on the bore.� 
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HUBBARD: (On the new Bevatron injector.) It's not serious. I do not 
have any detailed information, but they do not lose any pulses in the 
machine. They do see evidence of sparks on the first few drift tubes 
but it does not interfere with the operation. They had trouble on the 
original Alvarez machine with sparking. Of course, this was with a 
poorly baffled oil pumping system. With regard to location of sparks, 
they were worse at the low energy end. 

BLEWETT: I think what bothers everybody is that nobody seems to 
understand the mechanism. 

SWENSON: That was my next question. Why are the sparks where they 
are rather than at some other place? 

BLEWETT: Could I make some general comments? First of all, the 
story you get from the electrolytic tank is not the whole story. The rf 
magnetic fields are certainly playing a part in determining the electron 
trajectory. We found that whereas an electron may start off in the direc
tion of the electric field, the magnetic field may very well turn it around. 
We know that electrons can get all the way across the gap. I want to 
propose, now that we have all the drift tube fields worked out on computers, 
that we ought to trace the trajectory of some ions and electrons across 
the gap and see what final energies and phases they have for a variety of 
starting p hase s . 

HUBBARD: Are you going to insist that they get there in a half cycle? 

BLEWETT: No, I think you should run the calculation for several cycles. 

(At this point in the session about two-thirds of the people left to return 
to the regular afternoon session of the conference. ) 

CARNE: There is a theorem that says a nonuniform stationary rf field 
will have a dc force acting on any charge particle, directed toward the 
minimum in the field. We actually tried to use this force at one time to 
drive the electrons and ions towards the center of a resonant cavity. 
We were of course driving the electrons there much more easily and 
they were in fact sucking the ions in. If you look at the situation that you 
have across the face of the drift tube, you find, as I said earlier, a non
uniform distribution of field, with a minimum in the region of the face of 
the drift tube. So there can be this dc force acting on ions which will 
tend to drive the ions to the region of the flat face of the drift tube. If 
ions are indeed involved in the sparking process, this could explain the 
occurrence of sparks on the drift tube faces. 
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SWENSON: That would enhance the sparking on a fLat face, would it not? 

CARNE: Yes, certainly. Now the other point to observe is that as you 
go to higher energy drift tubes, the peak field near the bore radius 
decreases and the ions either tend to collect on the axis of the linac or 
tend to slide along the drift tube surface to the stem.. If anyone has time 
to do the details of this calculation on a computer, I will certainly send 
him the details of the derivation. -�
PREIST: That is a very reasonable theory. 

BLEWETT: It would be very interesting to take two cases, one at high 
energy and one at low energy and trace trajectories through the cell. 
The calculation ought to be run for several cycles, including both the 
electric and magnetic fields in the calculation. 
FEATHERSTONE: I would like to point out another aspect of sparking, 
a question which has not been mentioned but may be significant in some 
cases. That is, when does sparking tend to clean up, as is usually 
observed, rather than produce progressive damage, as has been observed 
in a few notable accelerators? I have calculated that the energy stored 
in the Brookhaven tank is sufficient to vaporize several milligrams of 
copper, which is perhaps three orders of magnitude larger than any 
sparking damage that has been observed. So apparently only part of the 
energy in the cavity gets into the sparks. 

-�BLEWETT: Yes, if you are watching the probes when the spark occurs, 
you can see the field drop to zero in the low energy end, and it is still 
there in the high energy end. With respect to the question made by 
Featherstone concerning the stored energy, there has been a criterion 
established by the beam separator people. They believe, if you store 
more than 50 joules in an electrostatic field, that the sparks will begin to be destructive. 

HUBBARD: Yes, that is certainly a rough number, but the 50 joules is somewhere in the region where you might get damage from sparking. 

BLEWETT: I think in the case of the Brookhaven linac, where we have -�about 100 joules, that the sparks detune the cavity and the power is 
dumped back into the amplifier. -�
PREI~:;r: Have you come across this report by Little and Whitney at 
NRL ?'" People have suspected for years that what caused sparking to 

>:'NRL Report #9544, dated 5/20/63, by R. P. Little and W. T. Whitney, -�
entitled "Studies of the Inhibition of Electrical Breakdown in Vacuum. " 
Astia Document #408298. 
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start in the dc case (that was all he was talking about) was the 
phenomenon of whiskers on the metallic surface. And he did a rather 
elegant experiment in which he saw the whiskers grow and actually 
measured them, and he computed the increase in the electric gradient 
that they caused and he found that they had a factor of 100 times the 
average gradient, and they found that no matter how well you polished 
the surfaces, that the whiskers were always there. 

There is another paper, of which you might be aware, published 
in the Journal of Applied Physics in June of this year, ~:< on gaps with dc 
fields in a vacuum. Their approach is to cover the cathode surface with 
a thin film of dielectric and they had remarkable success in two respects. 
One is that the ultimate breakdown voltage after conditioning is increased 
by a factor of two and the other is that (and they consider this most 
important) the pre-breakdown currents are decreased by three or four 
orders of magnitude, when you put this stuff on. They used some epoxies 
and fluorides and Ti02. They point out you have to have a thin layer, and 
you have to have some electrical conduction. The whisker-growth idea 
may explain some of the area effects which were discussed in the main 
conference room. Of course, the bigger the area the more chance there 
is for whisker growth. 

BLEWETT: This is probably quite true with dc, but I would be quite 
surprised at whisker growth in an rf field especially since the duty cycle 
is quite low. 

CARNE: How large are the whiskers? 

PREIST: I think they are typically a micron in diameter and some 
hundred microns long. 

FEATHERSTONE: Is the presence of electric fields essential for the 
crystal growth or is it a chemical process? 

BLEWETT: It must be an electrical process. I think the primary argu
ment against this as an explanation of sparking in the rf case is that 
conditioning of the tank tends to get rid of sparking, whereas whisker 
growth should lend itself to a continuous process. 

We have seen another funny effect. It was after a process of clean
ing the drift tubes, in which we were using some sort of abrasive. We 

>:<"Vacuum Insulation of High Voltages Utilizing Dielectric Coated 
Electrodes", by L. Jedynak, June 1964, JAP, p. 1727. 
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must have imbedded some sort of insulating particles in the drift tube 
walls. These did not result in any sort of disruptive breakdown. but if 
you peered into the cavity. you could see dozens of little stars on the 
drift tube faces at the lower energy end on every pulse. 

SWENSON: Are there any other models which can help shed light on the 
sparking phenomena? 

CARNE: Well. it seems that probably the rf pulse length is relevant. 
It would certainly be nice if someone would do some high power model 
studies (which I know you are going to do at MURA) at the actual pulse 
lengths for which you intend to run the machine. 

HUBBARD: Isn't pulse length important because it affects the duty factor? 
Our experience suggests that you can convert from one duty factor to 
another just by taking the sparking rate proportional to the duty factor. 

SWENSON: Have you seen anyevidence for beam dependent sparking? 

LIVDAHL: We have seen beam dependent sparking at Argonne but only 
in the case where the operator had steered the injected beam off to one 
side so that a majority of the beam piles into one drift tube. but in situa
tions where the beam is properly steered into the tank. I can It say that 
anybody has ever seen it. 

BLEWETT: We have not seen beam dependent sparking in our linac. 

SWENSON: Lamb reported that he had seen beam dependent sparking. 
but I guess that was on the MTA. 

HUBBARD: Yes. that is true. but they had very high currents. a quarter 
of an ampere at times. 

PREIST: Now. I would like to mention one more thing. Something that 
has not been important yet on 200 Mc machines. but may become 
important on the machines you are talking about.. The effect I speak of 
is multipactoring on dielectric surfaces. I hear people talking about a 
megawatt or so that has to be put through some kind of window. We lve 
found. and we lve done a lot of work on this. that we do get a single 
surface multipactor in a strong enough field. where the E field is 
parallel to the dielectric surface; you can work out the critical field for 
this process. You find a minimum field strength at which it can occur. 
of about 1 V / cm/Mc/ sec. The mechanism is that the electron leaves 
the surface with some initial velocity. It will then be carried parallel 
to the surface by the electric field. and if there is a restoring force. it 
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will come back, and if it comes back in the right place and with enough 
energy, you will find that the process can continue. Well, this has been 
found to occur at three frequencies; about 600 Mc, about 3000 Mc, and 
9000 Mc. It can be eliminated completely by suitable coatings applied to 
the dielectric surface. 

-

-
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SUMMARY OF INFORMAL SESSION 
ON MECHANICAL ENGINEERING ASPECTS 

John E. O'Meara 
Midwestern Universities Research Association .. 

-
-

There were a number of topics we did not discuss, such as 
architectural and engineering problems, water-cooling problems, or 
other topics specific to any site. Also, we limited our discussion to 
the Alvarez type of structure rather than the waveguide portion of the 
linac. The general ground rule that we operated under was that a 
number of linacs of this type have been built and have performed 
satisfactorily from a mechanical engineering point of view. Obviously, 
the same tanks could be built in the future, therefore, any design change 
should yield some reduction in cost. We prepared a drawing of a dif
ferent approach to tank construction, shown in Fig. 1. This contro
versial drawing started our discussion. The Argonne and Brookhaven 
tanks were constructed with a set of rails to hold the drift tube stems. 
Figure 1 illustrates a support structure which is independent of the tank, 
the objective being to eliminate precision machining on the large tank 
weldment as had been done previously. Figure 1 shows this continuous 
tank, perhaps as long as 85 feet. This would eliminate the multiplicity of flanges that we see in the present tanks. This, of course, would have 
to be traded off against additional cost in handling and perhaps more 
difficult machining because of the larger piece. Conventional ion pumps would be used on this tank and, while a ball tuner is shown, there is a 
question as to whether or not ball tuners are best. We at MURA object 
to this drawing in that this additional drift tube support structure adds to 
material cost, and further, any temperature cycling within this support 
structure would lead to misalignment of the drift tube inasmuch as they 
are firmly anchored to it rather than to the tank itself. The discussion led to the conclusion that the tank should be used to provide the drift tube 
support structure but eliminate the precision machining activity that had 
previously taken place on the tank itself. This could be done by attaching an adjustable set of rails, for instance. 

The problem of holding straightness in a long tank as shown in Fig. 1 was raised. Worstell of LASL pointed out that cylinders of 100
foot lengths have been held to approximately 1/ 16-inch straightness. -The other topic that we spent a good deal of time discussing was 
drift tube construction. The MURA computer program results in a 
cylindrical drift tube. This leads to some economies in fabrication, 

-�
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especially when the drift tube diameter remains constant as it does from 

-�
-�

50 MeV to the 200 MeV end of the linac. Figure 2 shows a proposed .. 
design of one of these drift tubes. Earlier designs required that the 
entire body be contoured. A cylindrical drift tube. of course. requires 
only contouring on the end and the center section can be fabricated from 
tubing. The drift tube in our Mark I tank in the MURA laboratory was 
fabricated from tubing with pressed end caps. The ends were made from 
flat sheet stock suggesting some savings over the previous method of 
construction. The quadrupole shown is constructed with laminations. 
Each lamination is split so that it may be stacked around a previously 
formed coil. Since the quadrupole cross section remains constant 
through a large number of drift tubes. it appears that a laminated mag 
net should be cheaper than a solid pole -piece magnet. 

There was general agreement on tank construction that it should 
be of one-wall design rather than liner construction. There were some 
suggestions of alternate means of obtaining a copper surface on the in -side. We also had some agreement on the total wall thickness. We feel 
that the tank could be constructed with a 1 I 2-inch total wall thickness 
with l/8-inch copper. Hortonclad is available in any ratio of copper thickness to steel thickness so that it is possible to obtain this. 

I think there is also a general agreement that ion pumps can be -used on the tank proper. with some differences on what degree of rough 
vacuum is necessary and what type of pump should be used for roughing. 
While isolation valves over each pump may aid in starting. there is a -difference of opinion on whether their cost is justified. 

McGee of the AEC attended the mechanical engineering sessions -and he is quite conscious of costs and the related topic of tolerances. 
One area of tight tolerances is the concentricity of the axis of the 
quadrupole magnetic fields with the geometric axis of the drift tube. In -the past attempts have been made to hold the concentricity to within 
2 mils. This puts rather stringent requirements on the fabrication of 
the quadrupole assembly plus the concentricity and fit of each piece as 
we build up the drift tube assembly. Rf resonance considerations requi re 
a tight tolerance on the over-all length of the drift tubes. An effort should 
be made to relax these tolerances or confirm that they are absolutely 
necessary. 

Figure 2 also shows a stem illustrated which does not provide -
for any direct cooling of the stem proper; we all agreed that cooling must 
be done unless it can be demonstrated that elongation of the drift tube 
would not exceed a few tenths of a mil. In general. there are three -
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methods of construction that could be used for drift tube stems. The 
stem in Fig. 2 is of stainless steel clad with copper. An alternate 
method of construction suggested by Grand would be to use solid copper 
rod and gun-drill the necessary holes for cooling and power leads. 
Another possibility would be to have a stainless steel tube surrounded 
by a still larger copper tube, the stainless steel tube furnishing the 
mechanical rigidity. All these methods are being considered by the 
major laboratories. -�
YOUNG: Can you describe the cooling used in the drift tube? -�
O'MEARA: Figure 2 shows two water tubes in the stem. These tubes 
are joined to a block at the drift tube. Water is distributed from this 
block to a liner cylinder on the inside of the drift tube body. This liner, 
along with the end caps, provides a labyrinth passage for the water. In 
connection with adjustment and alignment, we have three translational 
adjustments but only one rotary. We would like to have all six degrees 
of freedom. Brunk of Argonne National Laboratory is working on a design 
for such an alignment plate where each motion is completely decoupled -�from all other motions. 

DICKSON: Do you feel that it is necessary to have some adjustment of 
the position of the quadrupole within the drift tube? 
O'MEARA: It is our intention to locate the quadrupole in its proper -�position during assembly and hold it in that location. After the drift 
tube is completely sealed, our only reference to the position of the 
quadrupole is the body and bore of the drift tube. -�

Someone raised a question about rf joints. There was general 
agreement that a number of designs work well for static seals. Los -�Alamos representatives encountered difficulty with spring rings in ad
justable rf seals. They also reported that they were able to overcome 
this problem by using a relatively coarsely pitched large diameter helix -�which had long travel without permanent set. 

WHEELER: Have you given up the thought of evacuating the inside of the 
drift tube? 

O'MEARA: No, we feel that we should be able to do this. In the Brook -�haven-Argonne design, a roughing box provides a means of pulling rough 
vacuum in the interior of the stem and the cavity of the drift tube. In 
order to provide the same capability for the tank design in Fig. 1, two -�
enclosures wo-qld be utilized on each stem. 
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-� (There was discussion questioning the necessity of providing this rough 
vacuum. ) 

Guilbaud of CSFdescribed a copper electroforming process>:< that 
had been used for their 18-inch diameter by 1-inch wall waveguide. They 

- are able to buy this at 50¢ per pound, which is less than we pay for copper 
sheet in the U. S. 

HENDRICKS: What are the largest dimensions that they can fabricate '? 

O'MEARA: We understand that one meter in diameter by 8 meters in 
length is possible. This process could be an alternate means of fabricating 
tanks. 

- HENDRICKS: Can they form the water channels in the copper itself? 

O'MEARA: Yes, the process is to plate on top of a wax-coated steel - mandril. After the plating is completed, they are able to melt the wax 
and recover the mandril. Half-way through this process they stop and 
machine a number of cooling passages which are filled with wax. 

- Resumption of the plating process results in a buried cooling channeL 

GRAND: We would like to design a tank for better operation and make 
it less costly. My idea is to make an all-steel tank, machine and com
pletely assemble it, and then copper-plate the interior. Some people do 
not agree with this idea, but I would like to pursue it and possibly build 
a short section. 

O'MEARA: The German electroforming process was described after 
Pierre's suggestion was made. The electroformed copper has been-
reported to have high conductivity and high Q devices have been made 
using it. I think the earlier experience has shown that copper plating 
was porous, gassy, and had fairly high resistivity. 

>:<Elmore's Metal Aktiengesellschaft:, Schaladern/Sieg, West Germany. 
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SUMMARY OF EVENING SESSION ON BEAM LOADING EFFECTS 

... 
J. Leiss 

National Bureau of Standards 

On Wednesday evening a group gathered at the Ivy Inn to discuss 
informally beam loading effects in linacs. I am not sure anything was con
cluded at this session, but I can report that we did have a spirited discus
sion. 

... 
Beam loading in electron linacs is extremely important. There 

exist several machines that have reached large conversion values from 
the rf power in the wave guide to the beam (as high as 60 to 70%). There ... 
are many things that have been calculated and observed in the electron 
linacs. In proton linacs these beam loading effects have only recently 
become popular. In the proton linac beam loading effects are both more ... 
difficult to calculate and more important to understand. Rather than try 
to summarize what was discussed at this session, I would prefer to list 
various things that have a relation to beam loading. I personally believe that for the proton machines now being studied, many of these effects have 
not been studied to the extent that is really required. ... 
1. Detuning 

If you are running a tank as a self-resonant cavity and a beam -passes through, does the cavity resonant frequency change or not? From 
the standpoint of doing a mathematical analysis of beam loading, this is 
an extremely important question because if detuning occurs, the problem ... 
becomes nonlinear and the analysis is extremely complicated. I believe 
that for the currents that are being considered. the detuning effect is not 
a serious problem and it can be ignored. .... 

2. Transient Effect -
There is a fairly clear indication, as indicated in some of the 

papers presented on Wednesday, that transient effects really do need to 
be considered in beam loading. The transient beam loading effect from .... 
the turn-on time, for a square wave beam, will occur for the same amount 
of time as the rf filling time of the tanks and this is an appreciable time. ....The data presented by Jameson1 showed wiggles and oscillations in the 
rf transmission for amplitude step changes. Beam loading causes similar 
effects although th.eir appearance will be different because in beam loading 
the source is spread throughout the tank. The time delay for transient .... 
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beam loading to be complete will be very important in designing phase -
and, amplitude regulating systems to correct for beam loading effects. 

3. Subharmonic Effects 

2
Subharmonic effects were mentioned by Gluckstern in the discus

-�
- sion on the resonant excitation of beam blow-up modes. There is addi�

tionally an effect in the fundamental mode. We have analyzed the sub�
harmonic beam loading in electron linacs and for the particular case of� 
our accelerating guide find, for injection of beam at the third to the� 

-
fifth subharmonics, incorrect estimates of the magnitude of beam load�
ing in the fundamental mode by as much as 150/0. When this is done for� 
the resonant cavity case, similar numbers will probably be obtained.� 

4. Tank Flatness-
When a tank is flattened by making small tuning or local group 

velocity changes, one is partially compensating for a nondistributed- excitation of the tank. However the beam loading is distributed by beam 
bunches moving at just the right speed, and there is reason to believe 
that the tanks would become nonflat. In particular, if you tune for one- particular phase velocity which corresponds to the proton's velocity in 
the middle of the tank, the velocity of the source is too slow in one direc
tion and a little too fast in the other direction. This will result in a tilt 
to the field in the tank. These effects can be evaluated by a detailed 
analysis. 

- 5. Phase Shift Effects 

- For a proton linac one operates at a nonzero phase relative to the 
rf in the wave guide, say at 300 from the peak. The beam loading wave 
is just opposite to this, that is at 180

0 
out of phase with the beam. 

Relative to the initial rf in the guide one can consider a component in 
phase with this normal unloaded cavity field, and a component 90

0 
out of 

phase with the normal cavity field. The resultant field in the cavity will 

- therefore be phase shifted. This will be changing during the transient 
period. For the beam currents now being considered, the phase shift 
will amount to 4 to 6 degrees in the total field and corrective measures 
will have to be taken. This is not a detuning effect. The beam loading 
would be the same if we had !!Q. external rf to use as a reference. 

- 6. Beam Blow-Up (resonant and nonresonant) 

We can say very little at this time about this phenomena. The first 
mixed mode that is experienced in most of the disc loaded guides for 
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electron linacs occurs approximately one and one-half times the fre
quency of the fundamental mode. The backward wave osc~lator is for 
the excitation of this mode and is classified by Gluckstern as the non
resonant effect. The resonant effect predicted for subharmonic injec
tion is really the same thing and will undergo the same backward wave 
oscillator characteristic. The difference is that the coupling of the beam 
to this mode, due to the time dependent parts, is going to be greater for 
injection of beam at even subharmonics of the fundamental rf frequency 
becaus e the beam pulse train just happens to have a high frequency com
ponent at this mode. If the structures that are chosen turn out to have 
this first mixed mode at approximately one and one-half times the funda
mental frequency, there should be a worry about enhanced excitation of 
this deflecting mode. More calculations are needed, and experiments 
should be done on operating electron linacs by putting a first subharmonic 
buncher in front to see if a big beam blow-up occurs. 
7. Space Harmonics .

This topic considers beam excitation of the various possible modes 
in the pass band at the same frequency. These are generally considered _ 
to be sufficiently incoherent with the beam so that one does not have to 
worry about them. That is, they oscillate past the beam so fast that 
they have an average zero effect. We have done calculations which indi- _ 
cate that in the ..". mode (or more correctly, modes with zero group velocity) 
the cancellation of the effects of these spatial modes does not exist for 
beam excited rf waves and in fact these modes stay coherent with the 
beam as a steady-state affair. This is because the beam occurs as a 
series of discrete pulses and not a true sine wave as most theories assume. 
This can cause additional beam loading. ",., 

8. Beam Loading Limits -Techniques for the design of wave guides to reduce beam blow-up 
phenomena at any desired current are reasonably well known so that this 
need not be a limit unless the guide is already built. Other limits are -economic, that is, how big to make the power supply or how large to 
make the tank. One will eventually reach a limit determined by true de
tuning of the tank. 

9. Re action Back on the Source 

In traveling wave electron linacs the power from the klystron is 
sent down the wave guide to a terminating load and there is no reaction 
back on the power supply. The coupling is one way, just as if an isolator 
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were present. In proton linacs the coupling between the resonant tanks 
and the driver is tight. If the fields change due to beam loading, there 
will be a reaction back on the source. Beam loading calculations will 
have to include the interaction with the driving source. 

MILLS: I would like to make several comments about beam-loading effects 
and instabilities. At the evening session, Leiss suggested a clever model 
for these effects. This was to treat the problem by simulating the electron 
beam by a dielectric rod. It may be possible to use this simple model to 
help anticipate the problems to be encountered in proton linacs. Since the 
beams are moving with high velocity, the "dielectric susceptibility" to be 
used differs by a factor of 'e between transverse and axial directions, 
Thus the fields excited by a given beam current would be expected to 
disturb primarily the transverse motion in an electron linac, as is the 
case so far. In these proton linacs, however, the value of r is near unity, 
so fields excited by the same beam current may be expected to disturb the 
axial motion as well as the transverse motion. Then the studies made to 
date of "beam blowup" in electron linacs will be a guide to related phenomena 
in proton linacs but will probably not be the whole story. 

The second comment concerns the relationship between instabilities 
presently observed in circular accelerators and those to be expected to 
occur in linacs. We see currently two instabilities, one in the direction 
of beam motion and one in a direction transverse to the beam motion, 
which are due to the phase shift of the beam-induced fields at the resistive 
walls of the "wave guide." Certainly we must expect to see similar 
phenomena in linear accelerators. It would certainly give us a good feeling 
to understand the relation between "beam blOWUp" and these instabilities. 

LEISS: The dielectric rod may be a good way to help understand the 
difference between proton and electron linacs. On the second point, I 
believe we must be very careful in trying to extend results from circular 
to linear machines, since the same particle traverses a given locality 
many times in the circular machine. Further, the momentum compaction 
of circular accelerators can allow greater phase changes for a given field 
excitation than will occur in a linear machine. 

GRAND: You mentioned that the major difference between the electron 
and proton machines is the running vs. standing wave. Other differences 
which may possibly be important are the separate couplings and the 
relatively long drift tubes. The beam fields might not have any effect 
around the coupling holes. 
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LEISS: It seems to me that you may reduce the group velocity by this 
means and thereby reduce the loading effects. On the other hand, this 
can� be inferred immediately from the dispersion diagram. 

GRAND: Another difference is that in the proton case, energy is being 
taken out during only a short phase interval, while in the electron case, 
the effect is spread out over the whole wave. 

LEISS: I believe that questions like this can be handled only by detailed 
calculations. Keith Symon has told me of calculations they are ::making 
in which the real fields induced by a beam are allowed to modify the beam 
distribution. Such calculations give the complete answer and will be very 
valuable. 

LAPOSTOLLE: In thinking about beam blowup, I wonder if anyone has any 
knowledge of the transverse modes in typical proton structures--even the 
Alvarez structure? Of course there is focusing in the Alvarez structure, 
but this will not reduce the blowup. 

LEISS: Focusing helps a little in electron linacs, but not much. 

WHEELER: The TE modes should not exist in the Alvarez structure. but 
we saw a few of them in the heavy ion machine at frequencies below that 
of theTMOlO• They are very difficult to excite and we didn't work very 
hard at it. 

LEISS: It certainly would be valuable for someone with a test cavity to do 
some measurements of these modes. 
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