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,Abstract - From the point of view of the S-matrix, Yamaguchi has studied unstable 

particles by the weak interaction (like Ks -7 1t1t). He reaches the unconventional conclusion 

that the decay amplitudes are solely given by the weak interaction, without fmal state strong 

interaction (FSI) phases. His conclusions are based on the hypothesis that a good 

approximation would be to consider only, among the eigenvalues of the S-matrix, a single 

resonant phase shift dominated by the weak interaction. We analyse his arguments and 

solve the paradox by studying the behaviour of eigenvalues and eigenvectors of a typical 

resonant S-matrix. We find that, in general, when the FSI phases are not small, one cannot 

isolate a single resonant eigenphase shift. All eigenphase shifts have a rapid jump at the 

resonance energy and can therefore affect the resonance behaviour. We find the result that 

the decay amplitudes must be affected, in the usual way, by the FSI strong phases. We 

discuss further the situation in which all the FSI are small, where Yamaguchi's hypothesis 

seems more plausible. There is then indeed a single resonant phase shift and the rest of the 

phase shifts are rapidly varying but small. We find that their effect is indeed negligible, but 

the effect of the FSI phases appears due to the quick rotation, near the resonant energy, of 

the S-matrix eigenstate. Lastly, we show that it is possible to construct an ad hoc S-matrix 

satisfying Yamaguchi's Ansatz, that is owever rather unphysical. 
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1- Introduction 

Studying narrow unstable particles from the point of view of the S matrix, 

Y . Yamaguchi gets unconventional conclusions 1. Notably. he finds that the effect of the 

strong interaction should be negligible on the decay amplitudes, compared to the effect of 

the weak interaction which is more effective at the resonance energy. On the example of the 

KS' which can be described as a xx resonance, he says that the standard matrix elements 

< (xx)I•• 1HW IKS >, containing the strong phase shifts, cannot be acceptable as KS-+ 

(xx)l amplitudes. Through the I = 0 outgoing strong eigenstate (xx)l, .• these matrix 

elements contain a phase eiO<:/ where 0<}I is the I =0 xx phase shift with the total 

isospin I (according to Watson theorem). On the contrary, he finds that the ratio of the 
decay amplitudes is essentially controlled by the weak hamiltonian Hw, with negligible 

effect of strong interaction. 

Yamaguchi's argument seems straightforward. Consider the eigenvalues e2ioa(E) of 

the SeE) matrix (which is a N x N matrix for N channels). If there is an isolated 

resonance. apparently just onee2iores(E) of these eigenvalues is resonant. Neglecting the 

other components of the (diagonalized) S matrix, the state of the decay products will be 

given by the eigenvector corresponding to the eigenvalue e2iOrcs(E): 

I 'If> = Co I (xx)I=O> + c2 I (xx)I=2 > (1.1) 

2iOS G~) = e res(E) G~) (1.2) 

The ratio of the decay amplitudes KS -+ (xx>r, I =0, 2 will be co/c2' Then, the point is 

that the phase of this ratio co/c2 has nothing to do with the final interaction phase shifts. 

In fact, when one has time reversal symmetry (or CPT symmetry as well), this ratio is 

~ (see the end of §2). For the validity of the argument, it is still useful to notice that. in 

accordance with the definition of an S matrix, the states I (xxh > in (1.1) are free states 

with all (weak and strong) interactions removed, and the phases of decay amplitudes should 

come out from the S matrix itself. 
Clearly, the form of 0res(E) is completely irrelevant to the argument. We may for 

instance use a Breit-Wigner formula with a background phase shift ~gn: 

e2iOrcs(E) = e2iObgn E - EO - i r /2 (1.3)
E • EO + i r/i 

The phase 0bgn is not related to the phase of co/c2' and is of no help in solving the 

problem. 

As we will see, this argument resists closer inspection (wave packets). So let us call it a 

paradox, by which we mean a (almost) true but surprising statement. Let us phrase 

carefully what we call the Yamaguchi paradox. It is the following: 

If only one phase shift of the diagonalized S matrix affects the pmperties of the 

resonance then the transition matrix elements don't have the strong interaction phases. 

The hypothesis that only one eigenphase shift is resonant sounds as an extremely 

plausible assumption. We should like to take it as a definition of a resonance. On the other 

hand, the conclusion of this statement completely contradicts widely spread knowledge and 

practice about resonances. 

Our solution of the paradox will come in two stages. First we will see that usually. 

namely except when all strong interaction phases shifts are close to each other, the basic 

assumption in the Yamaguchi's argument breaks down. Surprisingly. there are several 

resonant eigenvalues of the S matrix. 

Next, when the strong interaction phases shifts are all close to each other, one may 

indeed single out one resonant eigenvalue of the S matrix, the other eigenvalues being 

small (near 1), and Ya~aguchi's argument apparently applies. Now. even in this case, 

~ eigenvalue of S has a rapid jump at the resonant energy. Owing to the link between 

scattering time delays and energy derivatives of phase shifts, it seems that every 

eigencomponent of the S matrix should contribute to the resonant phenomenon. and that 

the paradox is solved. However, closer inspection shows that it is not so. We will see that 

the resonant eigencomponent alone indeed gives correctly the decay amplitudes. The strong 

interaction phases of the decay amplitudes are in fact introduced by the E dependence of 

the resonant eigenvector of SeE) (see §4 and 6). It is then this crucial E dependence 

which is neglected in the Yamaguchi's argument. 

In fact, the diagonalization of the SeE) matrix does not seems very useful in the 

understanding of the narrow resonances phenomena. In the narrow width limit r -+ 0, the 

analytic structure of SeE) as a function of E is very simple, with a pole in the lower 

complex E plane as the only singularity (cf. formula (2.21). By contrast, its eigenvalues 

e2ioa(E) also have branching points (cf. formula (6.4». These branch points are at a 

distance OCr) from the resonant energy, and are not removed in the small width 
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approximation. When going around a branch' point, an eigenvalue is changed into another. 

It is true that only one eigenvalue have the pole, and this suggests the idea of only one 

resonant eigenvalue. However, this eigenvalue is not unambiguously defined, because the 

branching points are not far from the pole, and changing the way of cutting the E plane 

can change the sheet in which the pole occurs. Finally, while the pole approximation 

appears completely justified as a narrow width approximation when ap,plied to the S-matrix, 

it is not so when applied to the eigenvalues and eigenvectors of the S-matrix. (The above 

statements are made explicit in §6 in the two-channels case). 

In section 2 we describe and solve a very simple model. It can be solved not only for 

the S matrix, but also for the full time evolution. On the other hand, the model has all the 

relevant features: two channels with non resonant phase shifts due to a strong interaction, 

and a stable state becoming a resonance due to a weak coupling to the two channels. The S 

matrix has an usual form2 for a narrow resonance. 

In section 3, using the formula for the time evolution of this resonance, we show 

directly that the decay rates are given by weak matrix elements multiplied by the usual 

additional phase due to the final state strong interaction (that is the result of all textbooks). 

Y. Yamaguchi considers the resonances from the point of view of the S matrix. As a 

matter of fact, to have a grasp on the problem raised, one must be able to compute the decay 

rates of the resonance from the S matrix, i. e. without knowing the detailed time 

evolution. In Section 4, we analyse how this can be done, and we show that.t~e paradox 

does occur, that is, if we neglect the "small" eigenphase shifts and the rotation of the S

matrix eigenvectors, then we find that the decay rates are given by weak matrix elements 

without the usual phase due to the strong interaction (this is the result of Yarnaguchi). Yet, 

a full calculation with our S matrix gives the usual result. 

In Section 5, we compute explicitely the eigenvalues and eigenvectors of the S matrix 

in our model (i. e. of the S matrix in the small width approximation2). One sees that if the 

strong phase shifts are not small, there is no way to distinguish a single resonant 

eigenphase shift. In case of small strong phase shifts, there is a resonant eigenphase shift 

which goes rapidly through 90°, and small eigenphase shifts, which stay ofthe order of the 

strong non resonant ones. So, at least in this case, the contradiction between the two results 

is still not understood. A possible clue is that the small eigenphase shifts have a small but 

rapid jump at the resonant energy. Because a rapid energy variation of a phase shift implies 

a large time delay in scattering, the small eigenphase shift should be in fact relevant to the 
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propenies of the resonance, since its variation, despite being small, is as rapid as the one of 

the resonant eigenphase shift. 

In Section 6, we look more closely at the effect of the small eigenphase shifts, with the 

unexpected result that this effect is in fact negligible. It turns out that the strong interaction 

phaseS of the weak decay amplitudes are an effect of the rapid rotation in E of the 

eigenvector of scm (in case of small strong phase shifts). 

So, the conclusion of this thesis-antithesis exercise is that the usual final state interaction 

effect on weak transition matrix elements does occur. We have worked in a simple, 

physically unrealistic, model because one has explicit formulae and one just has to look at 

them. However the generality of the conclusion is clear, since it is based on an expression 

of the S matrix which, near a narrow resonance, is valid in a great variety of resonances 

models. 

Still, as we shall discuss in Section 7, one ~ construct a S matrix describing a 

resonance for which the Y. Yamaguchi way of calculating decay rates is the right way. The 

point is that some very special unusual mechanism must be at work on this resonance. In 

fact, the apparent discrepancy with Watson theorem comes from neglecting pan of the fmal 

state interaction. However, this shows that one cannot always apply blindly the strong 
phase shift rule. In fact, the KL ~ 1t1t decay amplitudes give an example where the final 

state ~ interaction (through the Ks) is in competition with the final state strong 

interaction. 

.., 
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2 - A completely soluble model 

The model includes a particle with two internal states, propagating in one spatial 

dimension with a constant velocity v independent of the energy, and a stationary state 
localized at a point "0, which becomes unstable throught a weak transition to the panicle. 

The panicle is in a strong potential Vi when in state i = 1,2. The hamiltonian is 

- 1 V <Ix + VI (x)'V I (x) + 'Yl f S(x-xO) . d~ )'VI 
H'P = H = d'V (x) (2.1)

(~2) 
(

T- i v + V 2(x)'V2(x) + 12 f &(x-xO) 

It 'V 1(xo) + 'Y~ 'V2(xO) + Eof 

The wave function 'P has three components: 'VI(x) and 'V2(x) are the wave functions of 

the panicle in states 1 and 2 (the analogues of 1=0,2 for 1nt), and f is the amplitude 
of the resonant state (the analogue of K )' The bare energy of the resonance is Eo. and itss
weak coupling constants to the channels 1 and 2 are 'Yl and 'Y2' 

This soluble model can be generalized to any number of channels with different 

velocities, to any number of stationary states, to different points of interaction between the 

various channels and stationary states, and one can also include local interactions between 

channels. These models may seem rather unrealistics, however they exhibit all the detailed 

narrow. r~sonances physics (except threshold effects): non resonant phase shifts, 

interferences between close resonances. We consider here the simplest version useful for 

our purpose. 

To compute without ambiguity the time evolution, we must be more explicit in the 
definition of the hamiltonian. In order for H'P to make sense, the "function" -iv'Vi + 

Vi'Vi + 'YiS(x-xO) must be in the Hilbert space, and at least should not have a Dirac S

function component. This requires that 'Vi has a first order discontinuity at point "0, such 

that 'YiS(x-xO) can be cancelled by the Dirac S-function component appearing in 'Vi. 

Then, the functions 'Vi may be smooth, except for a jump at xO' related to the resonance 

amplitude f by : 

'Vj(xo+O) • 'Vj(xo·O) - i 11 f (2.2)v 
This jump condition will be automatically satisfied by the solution of the time evolution 
equation, but it shows that the quantity 'Vi(xO) entering in the formula for H is in fact not 

defined. We have to define it as a combination of 'Vj("o+O) and 'Vj(xO-O). Now, when the 

expression 'Vj(xo) appears, it will be always a shorthand notation for 

'Vj(xO+O) + 'Vi(xO-O)
'Vj(xO) = 2 (2.3) 
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This choice is dictated by the requirement that H must be hennitian, that is, the diagonal 
matrix elements < 'P I H 'P > must be real. From the hermiticity of H, it follows that the 

time evolution operator and the S matrix are unitary. 

iHtLet us now compute the time evolution operator e- . Writing '1'0 for the wave 

function at time t = O. the notations will be : 

'If(X») 'VI (X,t»)
'P(t) = e-iHt 'flO. 'PO = ~X) , 'P(t) = 'V2(x,t) (2.4)( ( 

f(t) 

The differential equations are : 
. d'V,(x,t) . d'V,(x,t) 
1---at = - 1 V -ax- + Vj(x) 'Vj(x,t) + 'Yi f(t) S(x-xO) (2.5) 

. df(t) ~ 
1dt = Eo f(t) + "'"'i rt 'Vi("o,t) (2.6) 

and we have the initial conditions 
'Vi(x,O) = Vl(x), f(O) = to. (2.7) 

In fact, we shall often not specify the number of internal states, the calculations being valid 
for any number. As an orientation, let us consider the ~ evolution (with 'Yi = 0. and 
Vj(x) = 0). It is so simple that we can write it at once: 

'Vj(x,t) = Vl(x-vt), f(t) = to e-iEot. (2.8) 

A wave packet just travels at constant velocity v without any defonnation. 
Let us tum to the full equations. We can solve the equation (2.5) for 'Vi with a given 

arbitrary function f(t). Let us introduce a notation: 
x' 

<J)i(x',x) = ~ Jd~ Vi(~)' (2.9) 
11. 

The solution, including the initial condition for "'i' writes : 

'Vj(x,t) = ei<l>j(x-vt,.x) '!f?(x-vt) - i ~ ei«l>j(xo.x) X(x, x-vt; xO) f(t+("o-x)/v) (2.10) 

We have also introduced the notation 

a:z-a { + 1 if al < a < a2 
x(~,al; a) = fd~ S(~) = -1 if a2 < a < al (2.11) 

a1-a 0 if a is not between al and a2 

This X function produces the expected jump at x ="0 (and washes out the old jump now 

at x ="o+vt). The limit values 'Vi("o+O,t) and 'Vj(xO·O,t) are easily obtained, the jump 

condition at "0 is verified at all t, and the value at x ="0 is: 

'Vi(xO,t) = ei«l>j(xo-vt.xO> Vl("o-vt) - i ~ sgn(t) f(t) (2.12) 

http:ei�l>j(xo-vt.xO
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We substitute this ex,pression of Vj("o,t) into the equation (2.6) for f(t). The result is the 

following closed equation for f(t): 

i ~ = [Eo -i ~ sgn(t)] f(t) + Li rr eicDi(xo-vt.xO> 'IIY(xo-vt),(2.13) 

where appears the resonance width r given by 

r = L'~ 	 (2.14)
I V 

and the resonance energy Eo is equal to the bare energy. Using d~~1 sgn(t), this 

equation is easily solved. Taking into account the initial condition for f(t), one gets : 

f(t) = exp{-iEot-~ld} to 	 (2.15) 

t 

- i Li rr Idt exp (-i (Eo- i ~ sgn(t» (t-t)} e·jcDi(xO·Xo·vt) Vl("o-vt) 
o 

We have already the expression of Vi(x,t) for an arbitrary function f(t). We just have to 

substitute this result for f(t) in it. One gets: 

1- 'cD( ) 	 r Xn-x...nVj(x,t) = - i -; e1 i xo.:x X(x, x-vt; "0) exp (. i[Eo -i 2" sgn(t)](t~)} IV 

t 

+ 	eicDi(x-vt,x) \!I9(x-vt} - ~ eicDj(Xo.x) X(x, x-vt; "o} Lj'Yj jdt x 

(x-xO>Iv 

x exp (-i [Eo - i ~ sgn(t)] (t-t)} e-icDj(xo'x-vt) Vj(x-vt) 	 (2.16) 

These formulas (2.15) and (2.16) are the solution of the equations (2.5) - (2.7) and give 

the full evolution. 
A comment is in order here. Taking v9 = 0 (i. e., we start simply with the resonant 

state) in the formula for f(t), one sees that we have a ~ exponential decay law. On the 

other hand, there is a theorem saying that, at large times, the decay law becomes power 

like. The point is that the theorem requires that the energy spectrum is bounded below, 

while in the model the energy spectrum covers the whole real line. In other words, the large 

time power like behaviour is a threshold effect, but we have no threshold, and this is why 

we may have a pure exponential decay law. 

Having explicit formulae for the time evolution, we know in principle everything about 

our system. Any question can be answered. One may, for instance, compute the wave 
operators O± by a simple limiting process and, applying one of them to a normalized 

system of eigenfunction of the free hamiltonian, get a normalized system of eigenfunction 

of the full hamiltonian (we shall not do it). 

9 

To get a insight into the model, and for use in the next sections. let us now compute the 

S matrix. We can directly use the time dependent definition: 

S lim eiHot e-iH(t-t') e-iHot'. (2.17)
t-t+oo, t'-t-oo 

The free evolution is so simple that the calculation of the S matrix is reduced to an 

algorithm with the full evolution formulae as an input. In these formulae. replace t by t-t'. 
then replace 'IIY(x) by Vl(x-vt') and to by e-iEot' to. then replace x by x+vt, then 

take the limits t -? +-, t' -? -00. 

On finds that f -? O. and that the term containing to in Vi vanishes in the limit. This 

means that the resonance disappears asymptotically (when t -? +00, t' -? -00), as expected. 

and that the S operator acts only on the particle states V. One obtains: 
(SV)i(x) = eicDi(__.+00) Vi(x) (2.18) 

+00 

- ~ eicDi(xo,+-) Lj 'Yj e-icDj(xo'-oo)Jdt exp { - i (Eo -if) t} Vj(x+vt) 

This S operator is of course diagonal in the energy representation, as follows from general 

theory. Let us introduce a complete system of eigenfunction.:; of the free hamiltonian : 

(<p. E).(x) = B·· ~ eiEx/v (2.19)
j. I J,l {V 

The wave function <Pj,E describe the free particle with energy E in internal state j, with 

the normalization < 'Pj,E I 'Pj',E' > = Bjj• 21t B(E-E'). The v-Ill coefficient would be 

important in case of different velocities in different channels, in order to have a properly 

unitary matrix S(E) (that is unitary for the usual scalar product in the finite dimensional 

Hilbert space of internal states). This S(E) matrix is defined by 

S<pj,E = Li Si}E) 'Pi,E' (2.20) 

Replacing {Vi} by {('Pj,E)j} in the above expression for the S operator, we find 


easily the expression of the S matrix : 

S. ·(E) 	= e2iSi { B.. _ i. 1j 11 } e2iSj (2.21) 
lJ lJ V E - Eo + i r /2 

~ 11Fr = £.J'
I V 

We have introduced notations for the final state interaction phase shifts Bi and the initial '.. 
state interaction phase shifts St. They are given by 

+00 

Bj = - i <l>i(+-,xo) = - iv Id~ V i(~)' (2.22) 
Xo 

http:IIY(xo-vt),(2.13
http:eicDi(xo-vt.xO
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1.0 

at = -~ <I>j(xo,-oo) = -2~ Id~ Vi(~)' 
In the resonance decoupling limit, and for E ¢ Eo. the limit SP}E) = lim s· ·(E) is the 

lr--+O IJ 

diagonal Sb'Ong interaction S matrix, given by 

sO ·(E) e2iS?a· . (2.23)IJ IJ 
The "sb'Ong interaction" phase shifts a? = ai + at are given by 

-+00 

ay = - ~ <I>j(+-,-oo) = - 2~ Ids Vi(S)· (2.24) 

We can see now that this model describes something like a perfect narrow resonance. 

The background phase shifts (not the eigenphase shifts) and the width are not only slowly 

varying for E near EO' they are just constants. In fact, the expression (2.21) is the 

general form of a resonant S-manix in the narrow witdh approximation2. This form is 

dictated by the following requirements 

- S(E) is a meromorphic function of E in the whole complex plane which has only 

one pole (located in the lower half-plane), this pole being simple, and S(E) goes to a 

constant when E ~ 00, 

• the residue of the pole is a matrix of rank one, 

- and of course, S(E) is unitary when E is real. 

The virtue of our model is that this ideal approximate resonant S-matrix is the ~ S 

manix of the given hamiltonian, and moreover the time evolution of the system is known 

(see eq. (2.15) and (2.16», 

Concerning the problem of the decay amplitudes phases, the Yamaguchi paradox is 

particularly striking when one has time reversal symetry. In this case, the S manix 

satisfies TST = st, which means that it is symmetrical in a real basis (a basis for which 

T'P ='1'). Such a symmetrical unitary matrix can be diagonalized by a real unitary manix 

and, according to Yamaguchi, it follows that the decay amplitudes are real (relative to each 

over). 

We cannot implement T symmetry in our model, except by introducing other channels 

with opposite velocity. However, it is easy to obtain a symmetrical S manix. We have 

just to fulfill the following conditions: 

'Yi real, ai = at (= ~ a?) (2.25) 

It is readily found that this is due to a PT symetry, P being the parity reflexion with 

respect to the point xo. Indeed, the equality of the initial and final strong phase shifts is 

obtained if the potentials satisfy 
Vj(2xo-x) = Vj(x) (2.26) 

and then, if the weak coupling constants are real, our hamiltonian satisfies (PT)H(Pl) = 

H, T being just the complex conjugation of the wave functions and resonance amplitude. 

Moreover our basis is real (up to a common phase which does not affect the manix 

elements) = 

PT e-jExrfv 'Pj,E = e-iExrfv 'Pj,E (2.27) 

since P exchanges Xo ~ -xo and T amounts to take the complex conjugate. 
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3. Decay rates and decay amplitudes from time eyolutjon 

To discuss with certainty the phases of the decay amplitudes, we must fIrst of all relate 

them to quantities that can be directly measured. Then these quantities can be computed in 

our explicit model, and the phases can be determined (or at least the relative phases). These 

quantities are of course the decay rates. However, the decay rates to the internal states i = 
1, 2 are not enought. To be specifIc, let us consider the Ks ~ JUt problem. The two 

internal states of the panicle in our model corresponds to the strong interaction diagonal 

isospin states I =0, 2 of the JUt system. However, due to electromagnetism. the 
measured xx states are in fact xOxO and x+x-. Then, the decay rates Ks ~ xOxO and 

KS ~ x+x- are given by 

Roo = jIAo-~A212, R.. = jl..J2Ao+A212. (3.1) 

and they clearly depend on the relative phase of the I =0 and 2 decay amplitudes Ao and 

A2· 
To detennine, without any theoretical prejudice, the relative phase between Ao and 

A2• would require doing interferences between nPxO and x+x-. an almost impossible 

task. However, working in a model, we are in a more fortunate p,osition. We may assume 
that the decay rate to any superposition Lj ~ Ii> of internal states can be measured (the ~ 

being arbitrary). If we find that these decay rates R(laiD (which generalize Roo and R.. 

) are given, for any ait by a formula 
R({ aj}) = ILj aj Ai (3.2) 

with some complex numbers A j• then these numbers are defIned to be the decay 

amplitudes. and are completely determined by the rates (up to a common phase). Indeed, 
one can measure the rate repeatedly, varying al and ~, until R(al'~) = O. 

Since the model is completely solved, we can answer any question. The airu of this 

rather academic discussion was to ascertain the question. We have to compute the decay 
rate to an arbitrary superposition Lj aj Ii> of internal states, then extract the amplitudes, 

then look at their phases. 

The time evolution of the resonance produced at t = 0 is given by the formulae (2.15) 
and (2.16) of the previous Section by taking 'II? = 0, ~ = I, and t ~ 0 : 

f(t) = exp{ - i (Eo - i~) t} (3.3) 

y. . r I xo·x
"'j(x,t) = - i ~ el4>j(xo,x) X(Xo< x < xO+vt) exp{· i (EO - i 2) (t v)} 

The physical quantity which is directly given by the Postulates of Quantum Mechanics is 
the probability P( (ajI,t) for the presence of the panicle in internal state Lj ~ Ii> at time 

t: 
-+00 

P( (aj},t) = ldx ILj ~ 'Vj(x,t)12 (3.4) .... 
The transition rate is just given by the time derivative of F({ ~ ).t). Clearly, we only have 

to compute the overlaps < "'j(t) I 'Vj(t) >. One has 
y!"y XO+VI r 

<"'j(t) I 'Vj(t) > = ~ ldx ei [4>}x,x<v-4>j(x,x<v1 exp { . v(Xo-x+vt)} (3.5) 
xo 

t 

1tr.i. fdt ei[4>j(Xo+V(l-t).~. 4>j(xo+v(t-t),xO>1 e-rt 
v J' 

To proceed further. we have to make the specifIc assumption of short ranged strong 
interaction potentials Vj(x), and to consider times t such that vt is much greater than this 

range Then ~i(xO+v(t·t),xO> is equal to the constant ~i(+OO,Xo) =. 20i when trslrg' 


r

is in an interval [0, t .~] which is almost all the integration interval [0, t]. These times 

can still be small relative to the lifetime, provided the following condition is fullfIlled : 
. v 

rSLrg « r (3.6) 

This condition means that the decay products go away the strong interaction in a time short 

compared to the lifetime. It is of course fulfilled in the case of narrow resonance that we are 

considering. 
r 

One obtains (assuming t » ~) : 

< 'Vj(t) I 'Vi(t) > = !!1 {e-2iOj e2ioi (1 - eOn) + otrfg) e-n } (3.7)vr 
and, for the derivative: 

.! < \l/.(t) Ill/·(t) > = !!1 (e-2iOj e2ioi + O(~) } e-rt (3 8)dt TJ Tl V v" 

Thus, up to corrections completely negligible in the limit of narrow resonance, we have the 

following result for the decay rates: 

R({ai},t) = ILi aj tv e2ioi 12 eon, (3.9) 

and, the ai being arbitrary, the decay amplitudes are unambiguously recognized as given 

by 

A =1i. e2ioi e-nn (3.10)
I {V 
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So, using the fonnula for the time evolution of the resonance, we find that the decay 

rates are given by weak matrix elements multiplied by the usual additional phase due to the 

final state stro~g interaction (that is the result of all textbooks). 
Notably, if the 5 matrix is symmetrical (see the discussion at the end of Section 2), 'Vi 

is real and one has 5i = ~ 5?, 

A =.1L eioo e-nn (3.11)
I {V 

but this does not imply at all that the decay amplitudes are real. 

In §4 we will relax the condition = 0, to = 1, and see that the same decay 

amplitudes are obtained if we allow some 'II? '* o. 

4 - Decay rates and decay amplitudes from S matrix 

Perhaps the reader is completely convinced by the very standard argument of the 
previous Section, but not the writer. For instance, we assumed that the initial state was '¥? 
=0 and to =1. Perhaps, a small component Vi '* 0 can radically change the result? 

This flaw will be cured if we can deduce the decay rates from the S matrix, without 

using the detailed time evolution as we did in §3. By this. the decay rates will be proved to 

be independent of any assumption concerning the initial state of the resonance. And, up to a 

common phase. the decay amplitudes are deduced from the decay rates (see Section 3). 

Now. the S matrix gives us the state of the system after complete decay of the 

resonance. Apparently, it is too late to measure the decay rates. However, we can do 

archaeology. Suppose that, at a very large time T» 0, we measure the position of the 
particle, and we find it at a point x+vT. Then we know that it was at Xo at the time t = 

x~x. If we know further that the particle was incident at "0 around time 0, and if the 

time t is positive and unexpectedly large. then, we can infer that the detected particle is a 

decay product of a resonance, and that the decay occurred around time t (if t is large < 
0, something went wrong). 

Let us translate this in more usual language. We need an ingoing wave packet ",(x), of 

spreading Ax« v/f' and peaked around x = "0. in order to know that the detected 

particle is the product of a decay at some time 1. The outgoing wave packet S", gives the 

probability densitr I(S",)(x)12 for the particle to be at the point x+vT at a large positive 

time T. Due to the resonance, this outgoing wave packet has a widely spread component, 

of spreading vIr. This component is weak, but spatially well separated from the main 

component which stays around x = "0 with the spreading Ax of the ingoing wave packet. 

The number of outgoing particles found in the space interval between x+vT and 

~x+vT+dx, given by I(S",)(x)12dx, is also the number of decays between times v and 

Xo-x-dx 
v . Finally, eiyen the S operator. the decay rate to an arbitrary state Li 3t Ii> is 

given by 
R( {ai},t) = v ILj ai (S"')j(Xo-vt)12 (4.1) 

where ("'i(x)) is any nonnalized wave packet, peaked around "0, and of spreading Ax 

«v/f'. The fonnula is valid for times t» Ax/v. In fact, we have the decay rates up to a 

common factor, which is the probability of having produced the resonance. The 

corresponding decay amplitudes, also up a common factor, are given by 
Ai(t) = (S"')j(xo-vt). (4.2) 
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for t» Ax/v. The arbitrariness of the aj has allowed to obtain all the ~ phases One has 

between the decay amplitudes Ai' 

We are now in position to explain more fully me problem raised by Y. Yamaguchi. Let 

us assume for clarity that the S matrix is symmetrical. Then it can be diagonalized by a real 

transfonnation : 
S(E) K(E) (e2ioJ(E), e2i&.z(E), ...) K(E)t (4.3) 

Here, K(E) is a Rill. unitary matrix, with the eigenvectors as columns. Next, it is 

(S'JI)i(X) = Lj f~ Si}E) Vj(E) Jv eiEx/v . 

Then. we may compute our integral: 

Id~ h(~) gr<~) ~ Id~ h(~) Lj f~ SiJ(E) \fIj(E) Jv ei(E'Eo>v·l~ 
L' f2GE fi«E-~-)v-l/f) S· .(E) V·(E)

J r x --u IJ J 

(4.7) 

(4.8) 

extremely natural to assume that only ~ eigenphase shift is resonant (we are considering 
an isolated resonance), say 81(E). Then, the other diagonal components are slowly ~ -Lfde fi -I f) f)"'--j {V 2x (ev ) Sij(EO+e \fIj<Eo+e 

varying functions of E, and they will not contribute to the widely spread component of the 

outgoing wave function. So, it is completely justified to use the following approximation: 
2'0 (E)Sij(E) .. ell Kj,l(E) Kj,I(E), (4.4) 

where KU(E) Kj ,l(E) is real. But, in,this expression, the final state strong interaction 

phases 8j = ~ 8~ have completely disappeared. In fact, only one phase 81 appears, 

We have introduced the Fourier transform h(ll) = Id~ h(~) eiT\~, and replaced the energy 

integration variable E by a reduced energy e = (E-Eo>,tr. 

Clearly, we need a limit ~(e) = lim S(Eo+er) (remember that the function S(E)
f-+O 

already depends on n. For the S matrix of our model, given in Section 2, S(Eo+ef) is 

common to all channels. Thus, we reach the conclusion ofY. Yamaguchi, mat all the decay 

amplitudes must be real with respect to each omer. This result is in complete contradiction 

with the result of the previous section. We will see which is the flaw in the next sections. 

in fact independent of r, so that mis limit exists trivially. Then we have 

f~ Id~ h(~) gr<~) = Lj Jv fg~ fi(ev- I) ~iie) \fIj(Eo)' (4.9) 

This proves that the reduced outgoing wave function gr(~) has a limit as a distribution. 

To proceed further, we need a simple formula relating the decay amplitudes to the S 

matrix. We now tum to this problem. The starting point is formula (4.2). We have to 
identify the widely spread part of the outgoing wave function (S'JI)(x). This can be done 

with precision only by considering a limiting process in which r -? O. So, we must 

One sees also that this limit does not depend on the shape of the ingoing wave function 'JI. 
It depends on 'JI only throught the finite set of coefficients \fIj(EO>. We can write the limit 

as follows: 

g(~) rt1 gf(~) = Lj Jv f~ eiev·l~ ~ii~) Vj(Eo) (4.10) 

consider a family of models, depending on some parameters, and see what happens when 
r -? 0 and Eo stays constant. We expect that, provided we take r as an energy scale, the 

widely spread part of (S'JI)(x) has a definite limit, while its main pan shrinks to O. We 
may consider the function gf(~) = (S'JI)(l;/f) and look for a limit. However, due to the 

real pan of the resonance energy, gf(~) has a phase eiEov'l~ which prevents a limit. 

where the integral must be understood as a Fourier transform in the sense of distributions. 

Let us apply this result to a simple one-channel Breit-Wigner resonance. One has 
A e - i/2 i 
=..(e) e + i/2 = 1 - e + i/2 (4.11) 

g(~) = {..JV 8(~) - Jv e(-~) eEflV } v<Eo) (4.12) 

We should also divide by r, since the probability of production and the decay rates are 
proportional to the widm. So, we redefine our reduced wave function gr<~) as follows : 

1 iE ·blT'"
gf(~) = -e- Ov "" (S'JI)(9'f) (4.5)

r 
The easiest way to look at a limit of gr<~ is to use a little distribution theory, that is, we 

integrate with an arbitrary smooth function h(~, and consider the limit of the integral. Let 
us introduce the wave functions \fIi(E) in the energy representation: 

'JIi(x) = f~ ijii(E) Jv eiEx/v• (4.6) 

, 

and, for (S'JI)(x), we obtain the following approximation: 

(S'JI)(x) ... r eiEov·lx g(rx) 

= {..JVS(x) - _~ e(-x) exp[i (§>. -i 2 
r 

)x]}W<Eo) (4.13)
"'IV v v 

One sees that the non resonating part of the outgoing wave function has shrinked to a S 

function, and any information about it is lost, but me resonating part is correctly obtained. 

Returning to physics, we can write: 
(S'JI)i(x) = r eiEov1x gr<rx) .., r eiEov·lx g(rx) (4.14) 

1\ 
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'J:', -1 ~ 1 fde ' -If 	 ~ 1 JOE 1'E-1"'" r el-uv x~. - - elCv x S. ·(E +en 'ii.(E ) = ~. - - e v x S..(E) ~.(JO'_)J {V 21t IJ 0 T J 0 J {V 21t IJ 'l'J \J 

Moreover. in (S'I')i(XO·vt), we may neglect Xo since we are limited to times t such that 

n remains finite in the limit r ~ O. 

The result now is quite simple. We find that. up to a common factor. the decay 

amplitudes are just given. as a function of time. by the Fourier transfonn of the S matrix 

with respect to the energy : 

Ai(t) ~j f~ e,iEl SiiE) Wj(Eo)' (4.15) 

Let us recapitulate some minimal conditions that we encounter. in order that a S matrix 

describes a narrow resonance. with decay amplitudes given by its Fourier transform. First. 

the S matrix should depend on parameters. let one of them be r. and let us write S(r; E) 

to remember this dependency. Next. there must be a limit ~(e) = lim Serf Eo+en. 
f-.O 

where EO can depend on the parameters. but must also have a limit. Next. the Fourier 

transform A(t) = Jg~ e-iet ~(e) must be a function outside t = 0, and it must vanish 

for t < 0 (the resonance cannot decay before it has been produced). Finally, for each t> 

O. the matrix A(t) must be of rank one (for an isolated resonance. in order that the decay 

rates be independent of the production process). Then. the decay amplitudes (up to a 

common factor) are given by 

Ai(t) = ~j Aiin)Wj(Eo)· (4.16) 

This formula is valid for t > 0, the singular part at t =0 being a residuum of the non 

resonant part of the outgoing wave function. Compared to the previous formula, the S 

matrix is replaced by its resonating part 	sr(r; E) defined by 

sr(r; E) = %«E-Eo)/I). (4.17) 

So, we have also a way to wash out all the slowly varying. non resonant parts, of the S 

matrix. We just have to compute the limit ~(e), and we are done with the small r 

approximations. Then we have to compute the Fourier transform of this fixed function 

~(e). 

With this new tool at hand, let us return to the Y. Yamaguchi approximation to the S 

matrix. namely, only one resonant eigenvalue and a slowly varying eigenvector with 

energy. Let us assume for simplicity that the resonating eigenphase shift SI is given by a 

Breit-Wigner formula. For ~(e), one gets: 
A e - i/2
;)··(e) = ----:--/2 K 1(JO'-)K 1(J;,) (4.18)

IJ e + 1 I, \J J. 'I.\J 

For the Fourier transform, one gets. in the hypothesis of Yamaguchi : 
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AiJ(t) = (S(t) - O(t) e-tI2 } Ki,l<Eo> Kj,ICEo). (4.19) 

and for the decay amplitudes. one gets 

Ai(t) = O(t)Ki,l(EO)e,fl12 CLjKj,l(EO>Wj(Eo»). (4.20) 
ler 

where we have assumed K i,l(E) Kj •1(E) ... Ki,I(£o) Kj,1(Eo) (slowly varying eigenvector 

with energy). So. we confirm that they are real with respect to each other (assuming that 

the S matrix is symmetrical, for instance by T invariance). 

Let us apply this treatment to the S matrix of our model given by (2.21). For ~(e). 
one gets 

A () _ 2i~: { ~ 1TI1 _i_} 2i~"!" 4 )
;)ij e - e 1 Uij - e + i/2 e J ( .21 

vr 

where one may consider !iYt as constant when r ~ O. For the Fourier transfonn. one 
vr 

gets 

Ajit) = e2i~i { Sij Set) - ~ 8(t) e-tI2 } e2i5j. (4.22) 

and for the decay amplitudes. one gets 

Aj(t) = 8(t) 'Yi e2i~i e-f t/2 {~j Yf e2i~j Wj(Eo>}. (4.23) 

So. we confirm that they have the final state strong interaction phase shifts. In fact, we 

reobtain the result of Section 3, but now without any hypothesis about the initial state of the 

resonance, i. e. without specifying what we understand for the resonant state, invoking 

only scattering theory thai deals with asymptotic states. 

The solution of this mystery will be given in the next two sections. 
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., • Case of small strong 	Dhase shifts. effect of rotation of eigenvectors 

We will see now that in the case of small strong phase shifts, Yamaguchi's conclusions 

are invalidated by the rotation of the S-matrix eigenvectors. 

Let us restrict to the case of two channels. By introducing the one-dimensional 

onhogonal projectors P±(E) on the eigenvectors corresponding to the eigenvalues e2iS±(E) 

• the decomposition of the S(E) matrix writes 
SeE) = e2iS+(E) P+(E) + e2iS.{E) p.(E). (6.1) 

We want to consider the contribution of each tenn to the decay amplitude. The matrices 

P ±(E)iJ are related to the matrix K(E)i,a in fonnula (5.10) (here a = ±) by 

P ±(E)ij = K(E)i,± K(E)j,±. (6.2) 

and to the eigenvectors u(E)i,a in fonnula (5.7) by 

P±(E)ij = u(E)i,± u(E)j,±. (6.3) 

The eigenvalue equation det(Sij - e2iS 0ij) = 0 has been reduced to eq. (5.6) in the 

previous section and is of second degree in tg(o), We can write the solutions: 

(6.4) 

r.+rz 2 _I rrrz( 2 ]2 22
2 (l+tg 00) ± -" [2(E.Eo)tgoo· 2 I-1g 00) + r.r2(1+tg 00)tg 0±(E) = - --=:....-____....L-_____~_________ 

r-.t:.!:z.
2(E - Eo + 2 tgoo) 

This formula assumes o? = - o~ = 00. From eq. (5.6) one sees that the general case is 

recovered by adding a same constant phase to o? o~ and 0±(E). Let us recall the notations 

: we have two constants strong phase shifts o? o~. and two eigenphase shifts O±(E) 

corresponding to the two eigenvalues e2iS±(E) of the S-matrix. Then this result can be 

introduced into the expression (5.7), (5.8) for the eigenvectors. and the projectors can be 

computed. In order to write the result in manageable form. we need to introduce some 

notations: 

'Y' 1..!i._, Bi = 'PiI
2

, B = B1 -B2• e =~ (6.5)Pi = {Vvr r 
Bl and B2 are the branching ratios. The S matrix writes as follows: 

2iS- 2e - iB 2iS+ e 1 2e + i e I , 
SeE) 

[ . 2'S- P2PT 2'S+
• 21 e 1 2 2e + i e I I, 

Let us further introduce: °= BY-~, s = sin(o), c = 

. 2iS· ~ 2iS+)
- 21 e 1 2e + i e 2 

(6.6) 
2'~: 2e + iB 2'S+ 

e 1'"'2 2e+T e l 2 

cos(o) (6.7) 
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, Bc n Bs R 
e es - 2' e = ec + 2' "e'2+B 1B2 

0' = 0 - 20r + 20:1 = (oi - ot>· (°2. 02) 
Then the eigenvalues write : 

2iS (E) _ i(2~.S) 2e
n 

- 2iO'R (0' =±1) (6.8)e 0 - e 2e + i 

and the projectors write: ( 	 R _ O'e' e is' .) 

~ ,0' 2RPIP2 
PaCE) = ,\:. 	 (0' = ±1) (6.9)1ue· • R + O'e' 

0' 2R P2P 1 ' 2R 

Having obtained these expressions. it is easy to verify that they satisfy the required 

condinons P + + p. = 1 and SPa = e2iSoPa' 

There is an ambiguity of 11: in the definition of O. Adding 11: to 0 exchanges the ± 
terms. When lo~« 1, taking the small value for 0 (and the positive square root for R), 

the large eigenphase shift is 0+ and the small one is 0.. 

At this point, we may reconsider the argument of Y.Yamaguchi. Let us assume that a 

good approximation to the S matrix is given by just one diagonal component: 
S, .(E) ... e2iS+(E) K(E), K(E)~ = e2iS+(E) P (E), . (6 10) lJ 1,+ J,+ + IJ' . 

The decay amplitudes are given by the Fourier transform of Sij(E). To isolate the rapidly 

varying part of Sj iCE), the safest way is to consider the limit ~i J,(e) = lim 
>.I 	 • r-JO 

Sj}Eo+ef). By this method, at the end of Section 4, we obtained real decay amplitudes. 

However, it was assumed that lim P+(Eo+ef) =P +(Eo), which amounts assuming that 
r~o 

P +(E) is a slowly varying function. We can see now that this was not correct, since 

P±(Eo+er) is a function of e, in fact independent of r as we see from (6.7) - (6.9). 

This means that the eigenvectors are rapidly rotating for E near Eo. and this must be 

taken into account in order to obtain properly the properties of the resonance. The neglect of 

this effect is the flaw in Yamaguchi's Ansatz in the case of small strong phase shifts. 

Now. the above expressions for the components of S(E) are writen as functions of e 

= (E-Eo)Jr. and they are independent of r. Thus, they cannot be simplified in the limit of 

narrow width, and, apparently, we have to take the Fourier transform of these complicated 

expressions. 

However, in the case s« 1 of small strong interaction phase shifts, one may notice 

that the square root R (defined in (6.7» varies slowly by comparison to the resonant 
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denominator. In fact, the branch points e = eb.± =t (~c ± i ...J B 1 B2) of R are far from 

the real axis, compared to the pole e =ep = - iJ2. This means that we can expand R (and 

1/R) in powers of s, but we will now see that this fails to give any effect of the small 

diagonal component. When doing this, we find that the contribution of the small diagonal 

component is unexpectedly small. The coefficients in the expansion are polynomials P(e) 

and one has Fourier transforms like 

f
-too -too 


de ~ -ie-r - Q('~) §:( ) Ide P(-iJ2) -ie't' (6 11) 

2x e+i/2 e - Idt u t + 2x e+i/2 e . 

where Q(e) = P(e2~~i/2) is a polynomial. The term Q(i:t) S(t) do not contribute to the 

decay amplitUdes, and one sees that one may replace e by -il2 everywhere in the 

expansion. This means that we can obtain the whole expansion by just keeping the pole at 
= iJ2. Then, the values at e = -i/2 are easily computed: ep 

2R1e=_iIl = c + iBs, (6.12) 

(2e+i)e2iOole=.ill = ei{2~~) (2en 
- 2ioR)Ie=.ill 

= -i ei{2o?-O) (c + iBs)(1+a) (6.13) 

For (]' =-I, the result is that the pole is not present in e2io., nor in e2io.<E) P.(E). This 

could be foreseen, since the residue of the SeE) matrix has only one non-vanishing 

eigenvalue. But this implies that the smaIl diagonal component gives a zero contribution to 
all orders in s = sin(S? - S~). 

We see now that, to all orders in s = sin(S? - S~). the full decay amplitudes are given 

by the large diagonal component of SeE) alone, since the contribution of e2io.{E) PJE) 

has just been shown to vanish. So, the possibility that the effect of the strong final-state

interaction phases is restored by the small diagonal components of the S-matrix is ruled out 
because this effect is 0(1) in s = sineS? - ~). 

Therefore all the effect should come from the large component alone, and there must be 

a flaw in the reasoning of the apparently straigtforward argument of the introduction. We 

will see now that the effect will come from the rapid variation with the energy of the main 

ei~envector. 

At first sight, it is not quite clear why the variation of a real quantity should produce 

complex phases (see the argument of the introduction). To obtain this effect, one must use 

the precise link between decay amplitudes and Fourier transform of the S-matrix, exposed 

in detail in §4. Let us see by a simple calculation how this occurs. Consider some S matrix 

elements of the form 

E-Eo. 
Mi(E) = (1 + c· ~ e2iO{E) (6.14)

1 r ' 
where the coefficients ci are wll constants. At first sight, there is only one phase S(E) in 

this problem, and one may expect that the corresponding decay amplitudes will be real with 

respect to each other. However, let us compute the Fourier transforms. One has 
E-EQ c· U 

M·(E) = 1 - ic· + c· - (1 - i -21) . t (6.15) 
1 1 I r E-Eo+ull 

+00 Eo .d 
f~ Mi(E) e-iEl = (1 - iCi. ci ;dt) S(t) - 8(t) (1 - i 1) r e-i('Eo-ir/l)l (6.16) 

c· 
So, the decay amplitudes are proportional to 1 - i I' and the real coefficients Ci produce 

phases. 

As exposed above. the expansion in s fails to give an estimation of the contribution of 

the small diagonal component. However, we can obtain for it the following expression 

IfJl~1
when r -Is-I-itl »1. 

-too 

iEl 1 "lfJ1fJ21 i"lfJllei~ - IfJ2leiO~f~ e2io.{E) p.(E) e- ----.0 .0 It 


..ffit.JTSi IfJlle-'02 + i11lfJ2Ie-IOl 


(6.17) 

iO'A. A. I A. R Be I~ ~ I1fe 
It !(e 1-'1111-'1) (e-io'll,i11~) !: e-i{EO+2Sf)l e-r :sI2 1t1 

2 i11fJz11~1 IfJl' I~I It! 
(11 = sign (t/s». This result is not valid near the values lsi = I, IfJ11 = IfJ21, where the pOle 

coincides with one of the two branch points. The S± solutions are distinguished by 

chosing S = S~ -~ such that lSI <~. 

One sees on this expression that the small component vanishes more quickly than any 

power of s, but contributes at times of order SI I. This shows that the small component 

contributes to the decay amplitudes at short times, and cannot explain their strong 
interaction phases. At a fixed time, it vanishes exponentially in the limit fIi -~ -+ O. 

For the large diagonal component, at t'* 0, we have: 

-too J
2iO i Re 0(l:_ 01fClE e2io+{E) P+(E) e-iEl - r .....1 (e2iOifJt, e2iOifJ~ ) 8(t) e-I'''1fI2f)t 
2x (e2102fJ2 

+00 

fifE ?io.{E) P (E) e-iEt (6.18)- 2x e- 
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where the second tenn given by (6.17) is non-analytic in s at s = O. Here one may still 
notice a causality drawback of the approximation S(E)::= e2iO+(E) p +(E). since the 

corresponding decay amplitudes do not vanish at t < O. This is due to the lack of 

analyticity of the separate diagonal components in the upper half complex E plane. where 

we have a branch point of the square root R. 

The conclusion of this section is that. even in the case of small strong phase shifts, 

where we can single out a resonant eigenvalue of the S-matrix. one obtains the usual 

formulas for the decay amplitudes including the strong phase shifts. as a result of the effect 

of the rotation of the S-matrix eigenstate. 
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7 • Conciudine remarks 

I; 

We have seen that. using a usual fonn for the S(E) matrix near a narrow resonance, 

the Yamaguchi paradox does not arises. There are two reasons for that. First all the phase 

shifts of the diagonalized SeE) matrix have a rapid variation near the resonant energy ., 
Second the eigenvectors also have a rapid variation. 

Still. there is an intriguing possibility to construct a S matrix describing a resonance 

for which the decay amplitudes are lacking the final state strong interaction phase shifts. 

From our conclusions above, we only have to fullfill two conditions: only one resonating 

eigenphase shift, and slowly varying eigenvectors. We can do that by the following 

construction. First define S'(E) from the usual expression. but replacing the very small 

width r by say 100 r : 

S·' ·(E) = e2ioi {a.. i } e2iO! (7.1)
IJ IJ v E - EO + 100 i r /2 

Since 100 r and 100 'Yi 'Yj are still very small. strong interaction experiments will miss 

the structure near EO> and give SPj(E) = e2iO?aij• a? = ai + at. for the S matrix. 

Next. consider the expansion of S'(E) in diagonals components: 

2i
Sj'lE) = It Kj,k(E) e2io.:(E) Kk~(E) =It ptlE) e o.:(E) (7.2) 

where K(E) is a diagonalizing unitary matrix, pk(E) is the projector pr}E) = Ki,k(E) 

Ki:~(E) on the eigenvector corresponding to the eigenvalue e2io.:(E). Assuming that the 

strong phase shifts a? are small. only one eigenphase shift, say a1(E) is large. However, 

all eigenphase shifts and all eigenvectors have slow variation on the scale r. 

Finally, replace the eigenphase shift a1(E) by a resonating phase shift ares(E), given 

by 

2'~ E-Eo-ir/2e lures(E) = , (7.3) 
E - Eo + i r/2 

in an interval of width about 10 r around EO' and joining smoothly to a1(E) for IE-Eo' 

> 100 r (see fig. 2). Our S matrix will be : 

S(E) = S'(E) + Pl(E) (e2iores(E) - e2iOl(E» (7.4) I. 

and its diagonal expansion writes 
S(E) = pl(E) e2iorcs(E) + Ibl pk(E) e2io.:(E). (7.5) 

This S matrix is unitary, since we have kept eigenvalues of modulus I, and on a • 
strong interaction scale, that is for IE-Bpi» 100 r, it is equal to SO(E). Now, the only 

rapidly varying part is e2iorcs(E) and, except at shon times of order 1~ rl, we have 
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+>0 

f~ S(E) e-iEt == - r pt(EoHJ(t) e-iCEo·~f)t (7.6) 

The corresponding decay amplitudes, up to a common factor are given by 

Ai = Ki,l<Eo) (7.7) 

Assuming for clarity that the S matrix is symmetrical by some antilinear symmetry, the 

diagonalizing K(E) matrix is real, and the decay amplitudes are real with respect to each 

over. So, we have constructed an S matrix describing a resonance for wich the usual 

expectation, that the decay amplitudes have the strong interaction phases e2iOi = eiO?, is in 

default As we see in Fig. 2, the two small eigenphase shifts have an energy variation much 
slower compared to the large resonant phase shift 01(E), than in Fig. 1. 

Now, it is of course of interest to identify the physical mechanism at work behind our 

example. We would like to know when the phases are present and when they are not. 

Actually, the mechanism seems rather involved. First, we must have a "strong" weak 
interaction responsible for a large mixing of the strong channels near energy Eo- Next, the 

weak interaction resonance must be coupled to one and only one of these mixed channels, 

which is a very special circumstance. One may also notice that the "strong" weak interaction 

cannot be local since (see Section 6) the Fourier transform of S(E) extends to times t < 0 

. of order 160 r- t . 

All this appears quite unphysical. But it reminds us that the final state interaction 

includes not only the strong interaction. but also the part of the weak one not involved in 

the decay process. We have an example of this with the KOKO system. Consider the 
amplitudes A;_ and Aho for KL ~ x+x- and KL ~ nOxO. Introduce the amplitudes 

Ar eioI = < (xx), I Hw I KL >. where (xx), is the outgoing eigenstate of the strong 

interaction hamiltonian for isospin I, and 0, is the strong interaction xx phase shift. 

Apparently. it is just a matter of Clebsch-Gordan coefficients to write : 

L _ {2 Aij eiOo + A~ e io2 L _ Ah eioo - {2 A~ eio2 
A+_ - {3 ,AOO - {3 . (7.8) 

However, these formulae are not in agreement with the Lee-Oehme-Wu-Yang3 

generalization of the Weisskopf-Wigner theory. In fact, we have disregarded the xx final 
state interaction through the Ks resonance: 

(Ks) 
KL ~ xx ~ xx 

This interaction is weak but effective in mixing the isospin channels and changing the 

phases. Its effect is of course taken into account in the Lee-Oehme-Wu-Yang theory. 
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Figure captions 

Fig. 1 

The heavy lines are the phases of the eigenvalues of a standard S(E) matrix accross a 

narrow resonance, assuming three channels. When the weak interaction is neglected, the 
phase shifts o? (i =1,2, 3 for three channels) of the already diagonal S°(E) matrix are 
constants shown by the horizontal dotted lines. The Bj's are the assumed branching 

ratios. 

Fig. 2 

The heavy lines are the phases of the eigenvalues of an S(E) matrix, artificially 

constructed in such a way that the three decay amplitudes are real with respect to each other. 
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