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Abstract 

Two simple statist ical methods are p resented, which both allow a given exclusion 
confidence level to be set on t he production of new particles , valid independently of any 
assumption on t he potential backgroun ds. Fistly, the use of analyses contributing lit tle to 
the overall efficiency of a new par ticle search is justified , even if they are liable to contribute 
significantly to the expected background level. Secondly, a prescription to decide on the 
optimal location of the acceptance cuts in such a search is proposed. 



1. Introduction. 

T he purpose of this report is to present two simple statistical methods which allow an 
exotic process, assumed not to take place, to be excluded at a given confidence level, with 
no assumptions on the potential sources of background being made, neither regarding their 
rates nor their distributions. In this respect , the m ethods advocated here fundamentally 
depart from the usual likelihood analysis which is to be applied if the background and the 
signal distributions a re both known. 

A convenient tool to calibrate the selectivity of a search analysis is provided by < (T >, 
the average over a large number of experiments of the value of the signal level (T which 
can be excluded at some given confi dence level, say 95%. T he lower < (T > is, the more 
selective the analysis can be considered. The value of < (T > depends on E:, the efficiency 
of the analysis for the signal, and on b, t he average number of background events expected 
in that same analysis . In the case of simple event counting, it can be calculated as follows. 

The number n of background events expected to be selected follows a Poisson distri ­
bution with average value b: 

Let K.,. be the 95% CL upper limit set on the expectation value of a signal when n events 
are observed and no background subtracted: 

K.,. = 3.00 , 4.74, 6.30, 7.75 .. . , for n = 0, I, 2, 3 .. . , respectively. 

Then: 
• 	in a fraction Pb (O) of the experiments, no even ts will be found and the 95% CL upper 

limit K. on the number of signal events to be expected within the acceptance of the 

analysis will be set at K.o; 

• 	in a fraction Pb(l) of the experiments, one event will be observed, from which K. will 

be set at K.l;·... 

The average value of K. is 

< K. > = L
00 

K.nPb(n) 
n =O 

~ 	3(1 + 0.581 b - 0.032 b2 + 0.005 b3 
- ••• ) 

where the approximate expression holds for b ;::;0(1). 

And finally, the desired quan tity is obtained: 

< (T >= -- ­
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In the following, two examples are presented of how this calibration tool can be used, 
and these applications are combined, in a somewhat unexpected way, in the last section. 

2. On the use of complement ary analyses. 

A question which is frequently r aised in t he context of new particle searches is whether 
it is justified to make use of analyses which add little to the overall detection efficiency 
but may introduce some background events, therefore reducing the selectivity. 

Consider for instance the case in which 
• a 	main analysis Al yields a detection efficiency t:1 = 90% for the process under study, 

with an expected background level of b1 = 0.15 events , 

• 	an additional analysis A 2 provides an efficiency t:2 = 10% while adding b2 = 0.5 to the 
expected background level. 

If no signal is present, the original analysis Al leads to the observation of no events 
in a fraction e- b, = 86% of the experiments , in which case a 95% CL upper limit of 
K. O/E.l = 3.33 will be set on the signal level. The upper limit becomes at least K.dt:1 = 5.27 
if one or more events are observed. T he average value of t he upper limit is < 0'1 >= 3.62. 

If now analysis A2 is included , the upper limit can be decreased to K.O/ ( E l + E2 ) = 3.00, 
but only in a fraction e-( bl +b2) = 52% of the experiments, while it will become greater 
t han or equal to 4.74 otherwise. The a.verage value of the upper limit is increased to 
< 0'1+2 >= 4.10. It therefore seems that it would not be wise to take analysis A2 into 
account since the result obtained using Al alone would probably be spoil t. 

This conclusion does not necessarily hold, however, if not only the total number of 
events observed is considered, but also the information regarding the analyses by which 
they were selected . T his can be achieved using as an estimator the product £K of the 
probabilities associated with the observations in each of t he K analyses. In t he case of 
simple event counting, 

K nk 

£K(n l , . .. ,nK) = II L'Pllk(i) 
Ic =l i= O 

with 

'" ( .) _ - Vic vk 
r"lt t - e ., ' 

t. 

instead of the usual 

I:
n 

'P1I(i) . 
i=O 

Here, k .is the analysis label , nk is the number of events observed in analysis k and Vic is 
the number of events expected from the signal in that same analysis, while n = 2: k nk 

and V = Lie Vic are the total numbers of events observed and expected, respectively. Some 
a ttention must be paid to the fact that the value 1JCL of £K which corresponds to a given 
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exclusion confidence level CL - that is the value such that Prob(£K < 17cd = 1-CL - is 
no longer simply 1-CL, but this is only a minor technical complication. 

Returning to the previous example, it turns out that the inclusion of analysis A2 allows 
the 95% CL upper limit u to become as low as "'0/(£1 + €2) = 3.00 in 52% ofthe experiments, 
while remaining ~ "'olel = 3.33 in another 34%, becoming 4.77 in another 8%, remaining 
~ ",d el = 5.27 in another 5%, and greater than or equal to 6.37 in the remaining 1% 
of the experiments. The average value (which cannot be here simply obtained with the 
analytical expression given in Section 1) is < u >= 3.38. 

Not only is this average value smaller than < Ul >, but the upper limit obtained in 
any single experiment never becomes larger than if only A i were used. It is therefore clear 
that, in this example, analysis A2 should be taken into account in spite of its comparatively 
large background leveL 

More generally, starting with a "m ain" analysis At, it can be considered that an 
additional analysis A2 should be taken into account , irrespective of the background level 
it may introduce, as soon as it can never decrease the level of significance attached to the 
non-observation of events in the main analysis. In ot her words , the relation 

should hold, which is achieved if 

This translates into 

" I "2 

P ill (0) < (L PIli (iI) X (L PII2(i2 » Vnl ~ 1, Vn2 ~ 0 , 

which is automatically satisfied jf 

P"I(O) < (P"I (O) + 'P"1(1) x PII,(O) , 

i.e. if 112 < log(1 + lIl ) ' If a 95% CL exclusion is aimed at, III = lCo = 3.00 and this leads to 
V2 < 1.39 = 0.46 VI' In other words, combining via the estimator £2 a complementary ana­
lysis A2 , with a detection efficiency £2 , with a main analysis A l , with an efficiency €1, is a 
no-lose strategy, irrespective of the background levels bl and b2 , as soon as e2 < 0.46£1. For 
larger efficiency increases, it is necessary to evaluate the amount of background associated 
with the complementary analysis in order to assess, using for instance the calibration tool 
< U > , its potential usefulness. 

An interesting consequence, which also goes against naive intuition, is that, if an 
analysis has been designed in some unbiased way in order to lead to no events in a large 
fraction of the experiments, its acceptance can be increased at no cost by up to 46%, 
even ii some background may be introduced this way, provided the initial and additional 
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acceptance regions are treated separately as explained above, just as if different analyses 
applied in the two regions. Of course, the exact acceptance of the "additional analysis" 
must also be designed in an unbiased way. 

3. Acceptance optimization. 

The question of the justification of the location of acceptance cuts is also often raised 
in the context of new particle searches, but rarely answered in a quantitative way. The 
goal is to keep f , the efficiency for the signal from the process being searched for, as high 
as possible, while at the same time reducing the background to a level b where it becomes 
harmless. Since these are conflicting requirements, a compromise must be found. Here, 
a simple prescription is provided, suited to the case where no background subtraction is 
performed, and in which this compromise is achieved in a well controlled way. 

The optimal analYAilJ i" defined aA the one which minimizelJ < U >. 

As defined in Section 1, < U >=< K > / f is the average value of the 95% CL upper 
limit set on the acceptance-corrected number of signal events when a large number of 
experiments is performed. The analysis acceptance is defined by the values of the cuts 
applied to a set of discriminating variables. Normally, when the cuts are tightened, c; and 
b decrease together. However, if a smaller b always leads to a lower < K >, it does not 
necessarily lead to a smaller < u > because of the lower f. 

An example is shown in Figs. 1 and 2 in the simple case of a single variable v. The 
distributions, as a function of v, of the signal and of the expected background are displayed 
in Figs. la and lc, respectively. The resulting distributions for f and for b are presented, 
as a function of the cut value c, in Figs. Ib and Id , respectively. Finally < u >, the 
quantity to be minimized, is shown as a function of c in Fig. 2a. The optimal cut value is 
indicated on the various figures as a vertical line labelled (1). 

A consequence of the advocated prescription is that, when the accumulated statistics 
increase , the cut locations should be modified since the expected background level would 
otherwise increase accordingly while the analysis efficiency would remain unchanged. Such 
an analysis update is shown in Fig. 2b in the case of the above example, now with the 
expected level of background b multiplied by a factor of five: the cut c should be tightened 
to the location indicated by the vertical line. 

It is worth emphasizing that the minimization of < u > merely serves as a prescription 
to specify the analysis to be used. The actual exclusion confidence level obtained relies 
in no way on the assumed value for b. This confidence level is indeed conservative, and 
any additional knowledge on the backgrounds could only render it more stringent. In 
particular, if the background turns out to be very different from the one used to optimize 
the analysis, the exclusion power will be decreased, but the limit provided will remain 
valid. 
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4. And now... 

In Section 2, it has been shown how a complementary analysis A2 could be taken into 
account without ever running the risk of harming the main one, AI, provided A2 adds 
sufficiently little acceptance to that of AI' This can now be used as follows. 

Let the main analysis , AI, be the one in which the acceptance cuts have been optimized 
as prescribed in Section 3, and let the search domain for A2 be restricted to the region lying 
beyond the cuts set for AI, thus ensuring that no overlap occurs between the acceptances 
of Al and A2 . A new set of cuts can now be optimized in this restricted search domain, 
with both the background level and the efficiency for the signal calculated within that same 
restricted domain. In the case of the example discussed above , the location of the new 
cut is shown in Fig. 2c, and indicated on the various figures as a vertical line labelled (2). 
Even if, in most of the situations occurring in practice such as the one of this example, A2 
adds much less to Al than the maximum allowed, there is no reason not to profit from A2 
since it is for free ... 

This procedure can of course be iterated ad libitum, supplementing a given analysis 
with a set of less and less powerful complementary analyses. In principle, the acceptance 
cut optimization should then be performed in a global way, with all the complementary 
analyses simultaneously taken into account ab initio. 
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