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Abstract 

We present an analysis of the light curves of 9.1 million stars observed during three 
seasons by E R OS (Experience de Recherche d 'Objets Sombres), in the Galactic plane away 
from the bulge. Seven stars exhibit luminosity variations com patible with gravitational 
m icrolensing effects due to unseen objects. The corresponding optica l depth, averaged over 
four directions , is T = 0.43 ± 0.2 x 10-6 . While this value is compatible with expectations 
from simple Galac tic models under reasonable assumptions on the target sta r distances , we 
find an exc ss of events with short timescales toward the direction closest to the Galactic 
Centre. 

Key words: Galaxy: Bar - Galaxy: kinematics and dynamics - Galaxy: stellar content ­
Galaxy: structure - gravitational lensing 

I This work is based on observations made with the MAR LY telescope at t he E uropean Southern Observatory, 
La Silla , C hile. 
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1 Introduction 

Extensive photometric surveys , triggered by Paczynski's suggestion (1986) , have led to the ob­
servation of microlellsing effects toward the Magellanic clouds (EROS, [Au bourg et at. 1993] ; 
MACHO, [Alcock et aI, 1993] ) and the G alactic bulge (OG LE , [Udalski et at, 1994]; 
[Udalski et at, 2000]; MACHO, [Alcock et at, 1995], [Alcock et at. 1997]; [Alcock et at. 2000)). 
3 The few hundred eveuts observed toward the Galactic Centre have strengthened the hy­
pothesis of a barred structure. The early suggestion of de Vaucouleurs (1964) that the 
Galaxy is barred is now supported by many other observations including photometric mea­
surements ([Dwek et at. 1995] , [Hammersley et at. 2000)) , studies of gas ([Weiner et at. 1999)), 
stellar kinematics ([Zhao, Spergel & Rich 1996)) and star counts ([Stanek et al. 1994]). Never­
theless, the bar parameters (shape, size , mass ... ) are not yet precisely known. 

In order to improve our knowledge of the Galactic structure , E RO S started a dedicated 
observing programme in four directions of the Galactic plane in 1996. These directions, at 
large angles from the Galactic Centre, have been chosen to disentangle the disc, bar and halo 
contributions to the optical depth. T hree events with long Einstein radius crossing times have 
already been published , based on two year (1996-97) E ROS observations ([Derue et at. 1999], 
hereafter paper I) . Because of their long duration , they are more easily interpreted as lensing 
events due to disc objects, rat her than to halo deft.ectors. We present in this paper an analysis 
of the three-year data set (1996-1998) . 

2 Experimental setup and observations 

The telescope, camera and observations, as well as the operations and data reduction are de­
scribed in paper I and references therein. Four different directions are being monitored in the 
Galactic plane, corresponding to a total of 29 one-square-degree fields with high stellar densities , 
covering a wide range of Galactic longitude. The observation parameters for these fields (EROS 
Galactic Spiral Arms - GSA) are summarized in table l. The three year data set contains 9.1 
million light curves: 2.1 toward j3 Set, 1.8 toward I Set, 3.0 toward I Nor and 2.2 toward 
() Mus. The observations span the period between July 1996 and November 1998 , except for 
() Mus which have been monitored only since January 1997. An average of 125 measurements 
per field were obtained in each of the REROS and VEROS bands, which are related to the Cousins 
I and Johnson V magnitudes through the following colour equations: 

Ie = REROS - 0.80 + 0.01 x (VEROS - REROS) 

Vj = V I,'ROS - 0.37 + 0.39 x (VEROS - REROS) 

The colour coefficients were obtained from the study of our passbands , and the zero points 
were established with data taken at the ESO-Danish telescope ([Regnault 2000]). We cross­
checked that , wit h these colour equations , the mean magnitudes of the LMC red-giant clump 
stars agree within 0.1 magnitude precision, with determinations by [Harris & Zaritsky 1999] and 
[Udalski et at. 1998] . 

Figure 1 shows the field posit.ions in Galactic coordinates, while figure 2 represents the 
observation time span and average sampling for the different directions. 

3 see also MACHO and OGLE web servers : 
http://wwwmacho.mcmaster.ca 
http://www.astrouw . edu.pl/ ogle/ 
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Figure 1: Map of the Galactic plane fields (Galactic coordinates) monitored by EROS for the 
microlensing search. The shaded area represents the shape of the Galaxy. The positions of our 
fields toward the spiral arms, as well as our Galactic bulge fields (not. discussed in this paper) 
are shown. The stars (*) indicate the positions of our seven microlensing candidates. 
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Figure 2: Time sampling for each direction monitored toward the spiral arms, in number of 
measurements per week since 1 Jan 1996. 
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Table 1: Characteristics of the 29 fields monito red in the EROS spira.l arms program . Positions 
of t he field centres, average sam pling (nu mber of photometric mea..<;uremeuts per light curve per 
colour) and num ber of analysed light curves are indicated for each field. Field gn401 has not 

been studied yet, 
Field Cr ( h :m:s) 1 /j (d:m:s ) 

J2000 
bO 1° /\" m <! o .! /Vo bfJ 

(lOC) 
Sc utum (,i3 Set) 92 2.06 

us;300 18 :43 :22 -07:'10:53 -1.75 25.20 100 0.3·1 
bs;301 18 :43:27 -06:13:4 2 - I. 11 4! 6 .51 93 0.25 
bs302 18 :46:16 -07:22:4 5 -2 .'2 5 26 .80 90 0.33 
bs303 18:'16:20 -05:55:35 -1.60 27.09 87 0.30 
bs304 18 :49:21 -06:45:51 -2.70 26.71 90 0.47 
bs305 18:!i2:26 -06:3 5:44 -3.26 27.19 89 0.37 

Sc; utum (-y Sel ) 94 1.79 

gs200 18:28:0 3 - 14 :n1 :06 -1 .61 17.72 98 0.34 
gs201 18 :31 :1 5 -14 :14:38 -2 .12 18 .00 9:3 0.30 
gs202 18:31 :33 -12:4 8: 53 -J .!i2 19.30 91 0.37 
gs203 18 :3'1:22 -14 :3 1 :3 9 -2. 92 18 .09 94 0 .;34 
gs204 18 :34 :28 -1 3:01 :3 1 -2. 28 19.40 94 0.44 

Nor ma (-y Nor) 18U 3 .0 1 

gwlOU 16 :09:4 5 - 5:1 :07:03 -1.17 3.10.49 'l12 0.37 
g n401 16:18:22 - 51 :44:43 -0.99 3:l2 .0 4 -

gn402 Hi: 14:57 -53 :0 4:35 - 1..59 :l30.7'1 18 1 0 .25 
gn403 16 :22:28 -!i2 :06:20 -1.69 .132.24 187 0.30 
g n404 16:19:09 -!i3:26:38 -2.29 1:l0.94 187 0 .29 
gn·~ 05 16: '26:52 -52:21 :0 2 -2.35 33 2.54 189 0.22 
gn406 16:23 :54 -53:43:53 -2 .99 3J1.23 180 0.33 
gn407 16:31 :31 - 5 2 :28 :4·1 -2.95 332.9:l 180 0.22 
gn408 16:28:42 - 53 :5 1 :58 -3.60 3:11.63 164 0.22 
g-n.109 16:15:51 -54:48 :45 -2.86 329.82 186 0.26 
gn4 10 16:20 :30 -55:04 :1 8 -3.59 329 .93 157 0.23 

g n41 I 16:09 :37 -55: 10:0 7 -2.54 328. 78 164 0.32 
M usca (0 M us) 131 2 .'22 

tm500 ]3:27:04 -63:02:18 -0.47 306.98 156 0.32 
tm501 n :3 ] :18 -63 :34 :41 -1.07 307.37 131 0,42 
tm502 13:3-1 :5 2 -64 :10:30 -1.72 307 .66 133 0.13 
lm503 13:23:58 -64:59:52 -2.:16 306 .38 I'll 0.37 
t m.504 13:12:12 -64:06 :49 - 1.35 305 .22 126 0.32 
tm505 1:: :16:1 5 -64:40 :50 -1.96 305 .60 !l9 0.36 

To tal 9.09 

3 The search for lensed stars 

3 .1 Data analysis and event selection 

The data analysis is similar to that. of t he first t wo yea rs, except that no criteria based on the 
colour-m agnit ude diagram were needed . This change was made possible by the longer time 
coverage, allowing a better rejection against varia ble st a rs . 

Light curves for both colours have been prod uced fr om the sequences of images using the 
specific software PEIDA (Photomet rieet Etude d'Images Destinees a l'Astrophysique), designed 
to extract photo metric information in crowded fields ([A nsari 1996]). The efficiency of the 
selection process descri bed below has been controlled wi t h Monte-Carlo generated light curves 
(see § 3.2). The resulting efficiellcies ;.-wd rejection fact.o rs are s umma rized in table 2 . 

• 	 After prod ucing the light curves for a t ot a l 0[ 9,085,921 sources, the firs t step of the event 
select ion fil t.er consists in a non specific prefiltering that ret.ains the 13% most variablerv 

light curve.s, satisfying at leas t one of the following c riteria: The strongest fl uctuation 
along t he light curve (series of consecut.ive flu x m ,asurements t hat lie below or above the 
base line) is incompat ible with a stable light curve ; or the dispersion of the flux mea­

4 



surements is significantly larger than expected from their estimat.ed phot.ometric precision 
. or the dis t ribution of t he deviations with respect to the base fl ux is incompat.ible with 
the one expected from the measurements of a sta ble source with G aussian errors from a 
Kolmogorov-Smirnov test . The thresholds of these three criteria have been tuned to select 
a tot al of"-' 13% of the light curves. We also include a randomly select.ed set. of light curves 
("-' 2%) to produce un biased colour-magnitude diagrams and for use in simulations. 

Table 2: Effect. of the selection criteria on data and Monte-Carlo. For each cut, the number 
of remaining light curves (data) and the efficiency (Monte-Carlo) is given. The efficiencies 
correspond to the fraction of remaining simulated events accepted by each selection criterion. 

Criterion 	 Data Monte-Carlo 

Total analysed 9,085, 921 
pre-fi ltering 
significant bumps ill R & B 

1,413,408 
208 ,125 

} 39% 

bumps R and B overlap 105,130 85% 
second bump small 26 ,470 79% 

~<9.
.jl-Pi 

24,924 97% 

';(;" I- out < 8. 17,270 84% 

.6.X2 > 15. 20 54% 

uo < 1. 11 88% 

tE > 1 day 7 100% 

• We 	then search for bum ps in each light curve. A bump is defined as a series of consecu­
t.ive flux measurements that starts wit.h a positive fluctuation of more than one standard 
deviat ion (+10-) from the base flux, ends when 3 conseCutive measurements lie below +10­
from the base line and contains at least four measurements deviating by more than +10-. 
A probability Q is associated to each bump assuming gaussian errors and a stable source. 
We require t.hat the light curve contains at least one such bump for each colour. Then 
we require a minimum overlap between the most significant bumps (main bumps) in each 
colour. T he ratio of the overlap t.ime to the joined time of the two bumps s hould exceed 
10%. 

• 	 The next two criteria are intended to remove repetitive variable stars. For this purpose we 
require the probability Q of the second most significant bump (if any) to be significant.ly 
larger than that of the first bump (more than a factor "-' 3). Vole also demand the correlation 
between the red and blue light curves outside the main bump to be small: The correlation 
coefficient p is estimated from blue and red measurements that do not belong to the main 

fl uctua tion . We require that P~ < 9., where ['1/ is the number of pairs of simultaneous v I_p2 

measurements. At this stage, only light curves with no significant fluct.uation or with 
uncorrelated fluctuations outside the main bump rem ain. We then perform a microlensing 
fi t on the selected light curves. 

• 	 T he next two va riables are introduced to quantify the quality of the microlensing fit: vVe 
estimate X;" I-out as the combined X2 per degree offreedom of the microlensing fit for both 
colours , estimated outside the hypothetical microlensing peak (i.e. restricted to periods 
where the fitted magnification is lower than 10%). We reject light curves with X~I-out > 8. 
We retain only high signal-to-noise ratio events by requiring a significant improvement of 
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the microlensing fit (ml) over a. constant flux fit (cst), in both colours: 

X2 X2 16.X2 - cst - ml I 
B,R - X!'zlNdof .j2Ndof B,R 

2
6.X = Min(6.x1, 6.Xk) > 15 

• 	 In the last step of our selection process, we retain light curves with a fitted impact param­
eter Uo < 1. and a fitted Eintein radius crossing time tE > 1 day. 

Seven light curves satisfy all requirements; they are labelled EROS-GSA1 to 7. Figure 3 
shows the distribution of 10glO(X~I_out) versus 10glO(6.X2) for light curves satisfying all the other 
selection criteria. The seven candidates are located in a region of the diagram corresponding to 
lightcurves with a. magnification well described by a microlensing fit and constant outside the 
peak. The upper right side of the diagram is populated by variable stars, mostly red and bright. 

-;:-3.5 ,--·-- -------.,..--------, 
:> 
o 
I 	 3 
E 
252.5 
o 

g' 2 
. ~. . 

Figure 3: Distribution of 10glO(X~I-out) versus loglO(6.X2) for the light curves that satisfy all 
other selection criteria. The two lines correspond to the adopted cuts. Stars (*) correspond to 
the seven candidates selected by our analysis. 

The upper panel of figure 4 shows the distribution of 10glO(6.X2) for the light curves that 
satisfy all the other criteria. The lower panel gives the estimated optical depth as a function 
of the minimum threshold on this variable. The estimate of the optical depth does not vary 
significantly with the cut threshold on 6.X2 down to the value f'.J 12. This indicates that a 
possible background contamination would have a small impact on our optical depth estimates. 

3.2 The selection efficiency 

To determine the efficiency of each selection criterion, we have applied them to Monte-Carlo 
generated micro-lensing light curves, obtained from a representative sample of the observed light 
curves on which we superimpose randomly generated microlensing effects, For this purpose, 
we use the randomly selected set of light curves from the pre-filter stage. The microlensing 
parameters are uniformly drawn from the following intervals: impact parameter expressed in 
units of the Einstein radius Uo E [0,2]' maximum magnification time in a search period TSea"ch 

starting 150 days before the first observation and ending 150 days after the last observation and 
Einstein radius crossing time tE E [1 , 250] days, 
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Figure 4: Upper panel: distribution of loglO(6X2) for the light curves satisfying all the other 
criteria, Lower panel: estimated average optical depth as a functioll of the threshold on 6X2. 
T he cross shows the value obtained for the adopted threshold (6X2 = 15). 

For each generated light curve, the base flux is taken to be equal to the randomly selected 
star's flux. The light curve is also used to reproduce the experiment's time sampling, as well as 
the photometric errors, taking into account each measurement's observing conditions (seeing, 
sky background .. . ). Figure 5 shows the variation of the average detect.ion efficiency f( tE) as a 
function of the event duration tE, for the four monitored directiolls. 
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F igure 5: Average selection efficiency f(tE) as a function of the Eillstein radius crossing time (tE). 
The detection efficiency is the ratio of the number of simulated events satisfying the selection 
criteria -with duration tE, any Uo and any date of maximum within the search period- to the 
number of events generated with Uo s: 1. 
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As in paper I, the reported efficiency /::(tE) (called sam piing efficiency) is relative to a set of 
unblended stars, normalised to no < 1. It is difficult to assess at this stage the impact of 
blending in our analysis, as the population and distance of the observed stars are poorly known. 

The 7 candidates 

Table 3 contains the characteristics of the 7 candidate microlensing light curves (GSAI-GSA7). 

Table 3: Characteristics of the 7 microlensing candidates target, microlensing exposure 
NobsTsearch' equatorial and Galactic coordinates, magnitudes, number of measurements, time 
span, results from the unblended fit ; time of the maximum to (ill .Julian Day -2,447,891.5) , 
Einstein radius crossing time tE , maximum magnification Ama:t, X2 of the best fit; sampling 
efficiency /:: for events of duration tE and contribution to each direction 's optical depth. 

Candidate GSAI GSA2 GSA3 GSA4 GSA5 GSA6 G SA7 

Field gs200 gn400 gn409 gs202 gs202 gs203 gs203 
JVm ead 263 435 432 190 191 175 188 
Time span (days) 870 870 870 870 870 870 870 
jVob~Tdearch 

(in 106 years) 
5.73 9.64 9.64 5.73 5.73 5.73 5.73 

Q(h:m:s) ]2000 18:29:09.0 16:11 :50.2 16:16:26.7 18:32:26.0 18:32:12.0 18:33:45.5 18:35:12.4 
.5(d:m:s) ]2000 -14:15:09 -52:56:49 ··54 :37:49 -12:56:04 -12:55:16 ··14:41:41 -14:56:27 
/0 17.74 330.47 329.80 19.27 19.26 17.86 17.80 

-1.63 -1.14 -2.83 - 1.73 -1.68 -2.83 -3.25 
20.7 ­ 18.2 20.1 - 17 .7 19.0 ­ 17.5 19.3 ­ 17.2 20.7 ­ 17.9 19.0-17.2 19.0-17.5 

to 2408.65 ± 0 .04 2642 .9 ± 0.2 2806.2 ± 1.1 2406.8 ± 0.7 2408.4 ± 2.8 2843.6 ± 2.9 3201.6 ± 0.2 
tE (days) 71.5 ± 1.1 98.3 ± 0.9 70.0 ± 2.0 23.9 ± 1.1 59 .0 ± 5.1 37.9 ± 5.0 5.40 ± 0.30 
Amaz 26.5 ± 0.6 3.05 ± 0.02 1.89 ± om 1.72 ± 0.02 1.71 ± 0.03 1.35 ± 0.02 2.40 ± 0.30 

X2 233 551 445 357 167 121 195 

f(tE) (%) 11. 29. 25 . 6.7 10. 8.3 4. 

Contribution 
to T (X 106 ) 0.49 0.15 0.12 0.27 0.44 0.34 0.10 

Figures 7 & 8 show their light curves in both EROS passbands. A plot of the correlation be­
tween the magnifications in the two colors is also included The positions of the seven candidates 
in the colour-magnitude diagrams are shown in figure 6. 

o 2 3 o 2 3 4 
VJ-I. 

o 2 o 2 3 4 
VJ-I. 

Figure 6: Colour-magnitude diagrams (Ie vs V] - Ie) for the stars monitored by EROS in the 
neighbourhood of our candidates . The positions of the 7 candidates are indicated. Typical CM 
diagrams toward j3 Sct and () Mus where no candidate have been found , are also shown. 
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Figure 7: Magnification curves of GSAl to GSA3 microlensing candidates (left and middle 
panels). The fitted standard microlensing curve is s uperimposed (solid line) , The insets show 
the light curve around maximum amplification time . On the right panel, red magnification is 
plotted veT'SUS the blue one for all pairs of simultaneous measurements. The solid lines indicate 
the magnification ratio equal to one (no chromatic effect). 

They are representative of the monitored stars, located in the main sequence part of the 
diagram 

Because of the high stell ar densities of the fields monitored in microlensing su rveys , the flux 
of each reconstructed star call result from the superposition of the fluxes of many source stars , 

To take into accou nt this possibility, we performed another microlensing fit with two ad ­
ditional parameters, namely the blending coefficients CblIB.R in each colour , representing the 
relative contribution of the lensed star flux to the reconstructed base flux ' 

fst ar I 
fstar + fbl end B.R 
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Figure 8: Magnification curves of GSA4 to GSA7 microlensing candidates (left and middle 
panels). The fitted standard microlensing curve is superimposed (solid line). The insets show 
the light curve around maximum amplification time. On the right panel, red magnification is 
plotted versus the blue one for all pairs of simultaneous measurements. The solid lines indicate 
the magnification ratio equal to one (no chromatic effect). 
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The blending coefficient Cbl is unity when there is no blending and Cbl ----t 0 in the limit where 
the m agnified star does not contribute at all to the total recovered baselille flux. V\Te fi nd that 
the b lending coefficients are not constrained for events GSA3 a lld G SA6 due to the lack of data 
during the phases of fast changing magnifications. For all the other event.s, we find that the best 
fit is always compatible wit.h the unblended one. Moreover , we find that taking into account a 
possible blending effect within the uncertainties of the fit does not significant.ly affect the fitted 
Einstein radius crossing t.imes nor the contributions to the optical depth. 

G SA1 & 2 have been studied in detail in paper I leading to additional const.raints on lens 
masses and distances. No ne of the new candidates shows any noticeable deviation from standard 
microlensing curves, nor do they contain precise enough data to establish useful limits from this 

lack of deviation . 

5 Optical depth estimat ion 

For a given target, an estimate of the optical depth can be comput.ed using the expression: 

T= 1 ~ L ~ 
.NobsT.earch 2 t E(tE), even 8 

This expression can also be writ.ten in the form: 

T = 1 ~N (tE)
? evt 

1NOOsT sem·cli _ E 

where Noos is the number of monitored stars ill t.he target and Tswrch is the duration of the 

search period (Tsearch = time span + 300 days). For this 3 year analysis, Tsearch is 1170 days 
toward I Nor , I Set, f.3 Sct and 990 days toward () Mus. (tE/E) = (tE/E(tE)) denotes the mean 
value of event durations weighted by the inverse of the efficiency. As already noted by different 
authors (see e.g. [Han & Gould 1995]) two factors contribute to the uncertainty of the optical 
depth computed using the above formulae: Poisson fluctuations in the total number of observed 
events O"( Nevtl = JNevt and fluctuat.ions in t.he observed values of (tFdE). Given the small 
statistics , the increase of the error bars due to t.he latter contribution was found negligible. 

The contribution of each event to the optical depth is given in table 3 . We obtain T(J Nor) = 
0.27 X 10-6 and T(J Sct) = 1.64 X 10-6 for the t.wo directions where the 7 events have been 
observed. These values are shown in figure 9, with error bars which include only Poisson fluc­
tuations, corresponding to the classical 68% confidence intervals ([Feldman & Cousins 1998]). 

We have also computed an average optical depth f by a weighted mean (w = Noos X Tsearch) 

over the four directions. vVe find f = 0.43 ± 0.2 x 10-6 in agreement with expectations from t he 
models descri bed below. 

For the f.3 Set and () Mus directions, where no event has been observed (Nevt = 0), we 
compute an upper limit on the optical depth using the expected value of (tE/E) . This value is 
computed from the predicted t F, distribution for model 1 (see section 6). The corresponding 
95% confidence level upper limits (T(() Mus) < 0.68 X 10-6 , T(;3 Set) < 1.03 x 10-6 ) are also 
shown in figure 9. 

It is difficult to compare our results with the published GLE analysis ([Udalski e t al. 2000]), 
as o ur fields are located outside t.he region studied by this team. Moreover, the OGLE analysis 
efficiency and their observed optical dept.h are not yet available. 

6 Galaxy m odel, optical depth and event tim escales 

From the position of the observer, the spatial distribution of the sonrce stars and the density 
d ist. ribution of the deflectors, one can estimate the average optical depth toward a population 
of so urces. 
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"thick" disc with a very light halo. The matter distribution in a disc is modeled in cylindrical 

coordinates by a dou ble exponential : 

L: ( - (R - R0 ) ) ( -I z 1 ) 
po(R, z) = 2H exp It exp H ' 

where L: is the column density of the disc at the solar position , H the height scale and h the 

length scale of the disc . 
The density distribution for the bulge - a barlike triaxial model - is taken from 

[Dwek et al. 1995] model G2 , given in cartesian coordinates by: 

-"vIB -1'2/2 4 [( .1: )2 (y)2]2 z1----e r - - + - + ­PH c46 .57rrabr: ' - a b 

where MB is the bulge mass, and a , b, c are the scale length factors. The bar major axis is tilted 
by 1> = 15° with respect to the Sun-Galactic Centre line. 

We use a standard isotropic and isothermal halo with a density distribution given in spherical 
coordinates by : 

(
. _ R~ + R~ 

PH r) - Ph0 r2 + R2 ' 
c 

where Ph0 is the local halo density, and R c is the halo "core radius". The model parameters we 
use here are summarized in Table 4. As the precise morphology of the Galactic spiral arms is 
not known (see [Englmaier & Gerha rd 1998]), no spiral arm feature is included in our models. 

Table 4: Parameters of the galactic models used in this article ;'lnd predictions for the rotation 
curve of the Milky Way. 

Parameter model 1 model 2 
E (.lv/0 PC l 

) 50 
Thin disc H (kpc) 0.325 

h (kpc) 3.5 
1Vlt hin (x 1010M0 ) 4.3 
E (M0 Pc- 2) - 35 

Thick disc H (kpc) - 1.0 
h (kpc) - 3.5 
1IIIthick ( x 1010 M,!)) - 3.1 
a (kpc) 1.49 

Bulge b (kpc) 0.58 
c (kpc) 0.40 
MB (x10 1OM0 ) 1.7 
Ph0 (NI0 pc-:3 

) 0.008 0.003 
Halo R c (kpc) 5.0 5.0 

1111 (10 1O M0 ) 51 7 
with in 60 kpc 

P0 (NI0 pc- J ) 0.085 0.098 
i;;.o t. at sun (km S-1)Predictions 211 222 

203 180v, ot at 20 kpc 
140Vrol at 60 kpc 200 
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6.2.2 Mass funct ion 

The mass function of the disc lenses is taken as the local 
stellar mass function given by [Gould , Bahcall & Flynn 1997], which is derived from HST obser­
vations. For simplicity, we have used identical mass functions for the bulge and the disk lenses , 
although differences have recently been observed (see e.g. [Zoccali et al. 2000]). However, we 
have checked that changing the bulge mass function has a small impact on the expected event 
duration distribution . T he mass function in the halo is still unknown and we assume that lenses 
belonging to the halo all have the same mass lVI = 0.5M0 . 

6.3 Kinematic distributions 

Observer 
For the solar motion with respect t.o the disc we have adopted the Standard Solar Motion 
([Delhaye 1965]) which corresponds to a solar velocity of: 'V0 R = -10.4, v0(} = 14.8 , v0z = 7.3 
(in km/s). 

Disc o bjects 
Disc objects are swept along by the similar global rotation as the Local Standard of Rest and 
the disc sources. We adopt the rotation curve of [Brand & Blitz 1993] : 

R )0.0394 1 
Vrot(R) Vrot ,0 X 1.00762 Ro + 0.00712[ ( 

with Vrot ,(!) = 220 km/s. 
If all the microlensing actors belong to the disc, the average transverse velocity of the de­

flector relative to the line of sight is not large compared to the velocity dispersions, The first 
consequence is that we expect disc-lens/disc-source events to have long timescales. The second 
consequence is that we have to take int.o account the peculiar velocity distributions to get the 
correct microlensing d uration distributions. For the lenses we adopt the observed distribution 
of the local stars, described by an anisotropic gaussian with the following velocity dispersions: 

- for the thin disc: O'r = 34 km/s, O'(} = 28 km/s and O'z = 20 km/s. 

- for the thick disc: 0',. = 51 km/s, O'(} = 38 km/s and O'z = 35 km/s. 

As fa r as the source stars of the disc are concerned, they are assumed to be young objects 
with small peculiar velocities which we neglect. 

Bulge o bjects 
For sources or lenses located in the bulge we assume that the velocity distribution is Maxwellian. 
T heIl , the transverse velocity distribution is given by : 

h(VT ) 

wit h a velocity dispersion O'bulge 110 km/s.rv 

Halo objects 
For halo objects we consider also a Maxwellian velocity distribution with a typical velocity 
dispersion O'halo 150 km/s.rv 
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6.4 Expected optical depth 

Figure 9 s hows the expected optical depth up to 7 kpc as a functioll of G alactic longit ude for 
model 1 at the average Galactic latitude of our fields (b = -2.5 0 

). As the main cont ribut ion 
comes from the thin disc (about 90%), variations of the optical depth fro m field to field due 
to the range of 2 to 30 in latitude can reach ~ 30% in the case of I 1\or, and::::: 20% fo r the 
other targets. Note that at this Galactic latitude , the bulge and disc contributions are already 
red uced by a factor::::: 2 with res pect to zero latitude; moreover around zero longitude , the bulge 
contribution also depends dramatically on the distance to the target. 

Assumi ng a standard halo made completely of compact objects would lead to a halo contri­
bution of less than 10% to the Galactic spiral arms optical depth. Moreover the E R O S mea­
surements toward the LMC ([Ansari et al. 1996]; [Alcock et al. 1998]; [Lasserre & al. 2000]) 
and the SMC ([Afonso et al. 1999]) indicate that no more t han 30% of this halo can be made 
of MACHOs lighter than 0.5 M ci). Thus we will neglect the halo contribution in the following 

discussion. 
T he expected optical depths (without the halo contribution) for each monitored d irection are 

r ported in Table 5. The expected optical depth, averaged over the four directions, is 0.56 X 10-6 

for model 1 and 0.66 x 10-6 for model 2. 

Direction () Mus I Nor I Sct fJ Sct 
T 

model 1 N 
tE 

(TI E 

0.34 
1.1 
72 

48 

0.49 
3.6 
67 
45 

0.65 
1.6 
53 
42 

0.56 
1.4 
66 
47 

T 

model 2 N 

t E 
(TtE 

0.45 
1.5 
75 
48 

0.6 3 
4.8 
69 
45 

0.82 
2.0 
57 
42 

0.74 
1.8 
68 
47 

T 

Observed N 
tE 

< 0.68 
0 
-

o'n+u;~u 
.­ -0.17 

2 
84 

1.64~g:~~ 
5 

40 

< 1.03 
0 
-

Table 5: Expected and observed optical depth T (x 106 ) , number of events (N), average timescale 
(tE) and associated Lm.S (in days) for each monitored direct ion , assuming that the distance to 
the source stars is 7 kpc. Note that in contrast to fig ure 9 the contribution of the dark halo has 
been removed. 

Table 6 shows the range of variation of the expected optical depth T, associated with the 
range of model parameters, toward " Sct (the only direction where the bulge contribution is 
significant). The domain of parameters we choose is very conservative and includes a wide 
va.riety of published estimates ([Mera et al . 1998], [Flynn & Fuchs 1994], [Sackett 1997] for the 
disc parameters, [Stanek et al. 1994], [Binney 2000]). Note that the systematic uncertainty in 
T due to the uncertainty in the distance to the sources a priori affects each direction in distinct 
ways. On the other hand, the systematic uncertainty due to the disc parameters affects the fOl1 r 
monitored directions similarly. As far as the bulge is concernf'd, the most. sensitive parameter 
for the optical depth estimate t.oward I Sct is the semi-major a...xis length a (see also figure 9). 
The three other targets are insensit.ive to the bar parameters. 
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Parameters Value range !::" T/T in % 
Dist. ::.onrce D8 (kpc) [6;8] [-30;+40] 

L: (M0 /PC 2 
) [25 ;75] [-45 ;+45] 

Thin disc h (kpc) [2.0;4.0] [+100;-10] 
H (kpc) [0 .25;0.5] [+10;-20] 

lvIB (10 IOMG ) [0.7;2.7] [-7;+3] 
Bulge a (kpc) 

~ (0) 
[0.7;3.0] 

[0;40] 
[-10:+110] 

[-10;+7] 

Table 6: Variation of the optical depth with the change of parameters in the direction of"( Sct 
(model 1). 

6.5 Event timescales and event rate 

F igure 10 shows the expected event duration distributions toward the four monitored directions. 
T he durations of t he seven select ed candidates are also indicated . The predicted distributions 
are obtained using t he kinemat ic characteris t.ics and mass functions given above. As disc lenses 
have a low velocity relative to the line of sight, disc-disc events have longer timescales ("-' 60 - 70 
days) th an bulge-disc events ("-' 20 d ays). In Table 5 we report the number of expected events 
and their mean d uration (tE) for both models. The mean event duration expected toward "( Sct 
is smaller due to a larger cOHtribution from the bulge . 

1 Discussion 

The t.wo t argets "( Sct and "( Nor are located at Hearly symmetric longitudes with respect to 
the Galactic Centre. Therefore -assuming that the source distance is the same for both- they 
would experience the same systematic shift if the discs are d ifferent than modelled. Yet, we find 
an optical depth toward 'Y Set (~ 1.64 x 10-6 

) significantly larger (at'" 2a) than toward "( Nor 
(~ 0.27 X 10- 6 ). In ad dition , the average measured event t imescale toward "( Set is 40 days, half 
of t hat observed for "( Nor (84 days). A Student's Test of the two subsamples of events shows 
that the probability t o get t his difference (or worse) between the two averages is less than 9% 
4. The optical depth asymmetry and the timescale difference we observe a re then marginally 
compatible with wh at is expected from the bar contribution in our models. Apart from the 
statistical fl uctuations, we discuss below the possible asymmetric systematic effects that could 
lead to differences between the event rates and characteristics toward the "( Sct and the "( Nor 
directions: 

• 	 The optical depth is very sensitive to the poorly known distance distribution of the moni­
tored source stars, which depends on the star number density and the extinction along the 
line of sight. For example, changing the "( Set source star distances from 7 kpc to 9 kpc 
(resp 11 kpc) increases the expected optical depth from 0.75 x 10-6 to 1.3 X 10-6 (resp. 
1.93 x 10-6 ). However, this hypothesis cannot account for the shorter event durations 
observed toward "( Set. 

4T his probahility is very close to the probahility to pick 2 unbiased events amongst the 7, with an average 
duration larger t han 84 days. 
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0.04 
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0.02 

0.01 

Total" Mus, at 7 kpc 

140 

monitored stars toward the four direct.ions , when neglecting t he halo contribu t ion for model l. 
These distributions take into acc ount the detection efficiency E(tE) ' The duratioIl"> of th e seven 
candidates a re marked. Notice that the bulge contribution is negligible except toward " Sci. 
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• 	 One can not exclude the possibility of overdensities along the I Sct line of sight or un ­
derdensities toward ~i Nor , due t o structures in the spiral arms. But here again, if such 
density fl uc tu ations could explain d ifferences of the optical depths, different kinematical 
behaviour should also be invoked to explain the difference in the tE distributions . 

• 	 An illcrease in the bar length parameter (a) enhances the asymmetric contribution to the 
optical depth; C hanging this parameter from a = l.5 to a = 3 kpc changes the optical 
depth toward r Sct from 0.65 to 1.40 x 10-b 

. In addition , bar induced microlensing events 
have a shorter time scale (as shown in Fig. 10), which would then explain the observed 
asymmetry in t he event duration distribution. 

8 Conclusion 

\Ve have searched for microlensing events with a durat ion ranging from a few d ays to a few 
months in four G alactic disc zones lying between 18° to 55° from the Galactic Centre. A critical 
issue of such an investigation con;';PrllS the distances of the source stars -a question that could 
be addressed by performing a multiband wide-field photometric study of the target fields. 

Our sea.rch has led to the discovery of seven event.s that can be interpreted as microlensing 
events due to massive compact object.s. The estimated average optical depth inferred from this 
result is compatible with expectations from simple Galactic models. However, these events show 
different rates and time scales at different Galactic longitudes. These variations might point. to 
a comparatively long G ala.ctic oa,r. 
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