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1 Introduction 
An accelerator driver for heavy ion fusion (HIF),which operates with very 
intense high energy ion beams, will r-epresent in all respects a state-of-the-ad 
'facility. Due to a very high cost of the d~iver (see [lH4]), a. detailed large-scale 
numerical simulations play a very important role in preliminary studies. So 
far as a detailed analytical self-consistent analysis of beam motion is available 
only in frames of simplest models (for beams with 1 degree of freedom., e.g. for 
.ID sheet beam, etc.) the only practical approaches for accurate description of 
intense beams are the so-called envelope or K-Vequations [5], and numerical 
simulation, usingpartidecodes. 

The special features of two-dimensional K-V beams have been discussed 
in detail earlier (aee papers [5,6,7]). This 2D model presents fairly a good 
accuracy' for intense beam behavior, when the major contributions of space 
Charge forces (linear terms) are taken into account. K-V model is alsoconvement 
for fitting procedures, because the fast computing of beam parameters gives the 
opportunity to search for the best variants automat.ically - to optimize the 
focusing lattice a.nd to design various optical insertions'for high-current beams 
handling. The limitations of K-V equation are, that they are valid only in the 
absence of nonlinearities and when the rms emittance is constant. Meant.ime, 
just these phenomena tak-e place in HIF driver and become decisive factors 

, especially at the driver's final stage - within final focusing objective. AU that 
necessitates to use two- and three-dimensional particle codes. 

In the proposed paper a 2D particle code will be described and it'5 appli­
cations will be illustrated by beam dyna.miC8simulation in HtF driver. Some 
computational blocks, which could he helpful for algorithm implementation, 'WiD ' 
be discussed as well. ' 
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2 Two-dimensional particle code 

NUmericallrimuJation using lUper-particles, represents an universal tool of com­
putational physics and has a number of applications (see Hockney~1 book [8]). 
Despite of these applications diversity, the most of algorithms include, as usual, 
the fonowing computational blocka~ 

1. An algorithm for initial ions coordinates and velocities arrangement, 

2. Calculation of space-d1arg8 forces, 

3. Numerical integration ~f beam motion equatiOlUl, 

where second and third steps are being performed in cycle. 
A computer program, outlined below, follows this gen~ scheme. At the 

. same time, when designing HIF final focusing syatem. it haa appeared to make 
serioua efforts, in order to upgrade the computational characteristics of the 
algcrithm in terms of the inteption method accuraCy and the rapidness of the 
calculations. A simple numerical procedure to find a family of nr...matched 
beams (initial distribution) haa been also developed. . 

2.1 Algorithm for initial distribution 

As is welllmowu, for periodical focusing .chanel, only microcanonkal distribu­
tion function allows to find exactly the integral of motion, which is represented 
by Hamiltonian H (dB/dis. 0). It was found in [51. that feB) =6(H -Hrrwn:), 
i.e. all particles belongs to the ellipsoidal shell in the four dimensional phase 
space (%, PI: J 11, Prt), ail phase-density projections are elliptical. uniform (e = 
const), and the corresponding space charge Corces are linear. Assuming, that 
the beam has a crossover (~ =O,where g stands for the beam envelopes) in the 
initial point, the co.rresponding Hamiltonian H may be written as the following: 

%2 p;&% 112 1'12
H=-+-+-+- (1) 

a~ ~. ai (I~" 

The numerical procedure to arrange a K:V phase distribution is assumed to be 
wen known and we do not consider it. 

Meantime, real beams have smooth phase and space charge densities. In 
the papers [7] it was proven, that assuming the rms emittance is constant, the 
corresponding rrna envelope equa.tions are valid for K-V beam (p = canst), as 
well as for any other beam with e(r) :1:. const. When beam propagates through 
the long periodical focusing channel and rms emittance growth is not significant, 
the above proposition seems to be quite justified. We shall devise thereCore 
an algorithm, which fomlS a class of rIllS-matched distributions, those whkh 
provide the coincidence of different momenta of I( H) with the K.,.V distribution. 
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Thus, the Hamiltonian H is assumed to be an integral of motion for a family 
of phase distributions with distribution function J(B) =(t-l!I Hm(J~ ).-1 a.nd 
real space density u(r) = £10(8)(1 - r 2/r~Y' (see figs.la - Ib), where H varies 
within H E [O,Hm1u'], r m is a beam size, and s > O. (One can see, that the 
singular K-V distribution can be obtained, when taking 8 = 0). 

If the distribution fundion j(H) in the phase space is known, then the 
particles number within the elementary volume dV(H) can be found from the 
formula 

dN(H) = j(H)dV(H) (2) 

A general expression for dV can be written as: 

dV(H) = dxdpzdydpv (3) 

If Hamiltonian is expressed by the formula (1), and R = a~ = Qy, P = 
ax' = Oy' (circular bea.m), then, introducing the cylindrical coordinates, we can 

2rewrite H = r / R2 + p2 / p2 and dV(H) = rdrd<Prpdpdf/Jp. After integrating, 
one can obtain the dependence V(H), as 

r)(H) l P)(H) 
V(H) = rdrdf/Jrpdpd4Jp = 11'2 Jo 0 dr2dp2 (4)J 

Since r2(H) =H R2 and p2(H) == p2(H - r 2/ R'J), one gets 

(5) 

dN(H) ex J(H)HdH 

If we consider now a discrete distribution {Hi} (Hi = lIi _ 1 + dHi), then instead 
of above differential relation we have 

The derived formula expresses the dependence of particles number from 
Hamiltonian. If we now demand the performance of 

1= 1,2•...• }'-[ (6) 

(where Hi-1 $ Hi $ fli and dHi = Hi - Hi _:), then we c<\n form an arbitrary 
bivaiiate distribution, as a superposition of K-V distribution components with 
!(Hi ), ironly a discrete set {H1 .H2 , ••• ,H",}, w.iU satisfy the conditions (6) 
(seefig.lc). The pa.rticles numbers in every la.yer, must be conlltant, whereas the 

~. 
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dH. varies: dR. #: dHHl - A possible way to find the corresponding distribution 
{Hi}, is proposed in Appendix 1. 

A (Note, that the alterna.tive way to assign the distribution is to arrange a 
superposition of singular K-V distributions on the regular set {Hi} with dHi = 
canst. However, in this case, we have to vary the number of particles. within ." 
every K-V layer. For big enough number of p<..rticles, the both approaches, 
certainly, coincide.) 

Hence, the semiaxes of ellipses (the components, having K-V distributions) 
can be found as t.he following: 

where hi = Hil Hm4 :&, I = 1, _.. ,M and arnz, amy are maximal beam's sizes. 
As long as the rms beam sizes must coincide, one can derive, that 

:I 7 f i(H)r3drrI~ . pdpdf/Jp f p(r)r3dr ~ ,. =<,. >= = =: - ­
o f f(H)rdrrItPr· pdpdtPp Je(r)rdr p + 2 

that determines the magnitudes of arnz , amy. 

Thus, the above described technique, give a simple algorithm to arrange a 
class of rms-matched initial distributions (see {9]). 

2.2 Space-Charge forces calculations 

There are two ways to find space charge forces. The first way is to compute an 
couple forces between all s~perpartides in the assembly - PP (particle-particle) 
model. It is clear, that the number of operations required is of the order O(N;) 
in every step and is very time-consumed. 

Another more cheaper computational approach is to find these forces by solv­
ing the Poisson equation over a bivariate region R with Dirichlet and Neumann 
boundary conditions 

I

V2,,= -P(Z b Z 2), subject to:
 

u(zl, r2)lr = 0 (7) 

aU(rl, Z2) - 01 - 0an -., ­
where r and 1 define the boundaries of the R region. 

According to this approach, the differential problem is replaced by a discrete 
one, by introducing a spatial discrete grid (PM-approach, "pa.rticle-mesh"). A 
number of various algorithms exist now to solve di~crete Poisson equation for 
a wide enough range of regions. (We should remind about the more advanced 
combined PP-PM, or p3M method, which is described in {S], hut we use in the 
particle code PM approach, which presents a sufficient efficiency). Those which 
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are b.Med aniut Fourier TraaBfarma.tion (FP'T) provide, ~pateDtly, the moet 
eccmomical methoda in tel'D1I of tbetotal eomPlRef operaUons eount. 

The algorithm, delcribed in ihe paper [11], • applied. fOr theaimplest circle 
.ud rectaJlgUw regicms -with .,-mmettiw· bouDdaty .eOnditiou (the particle 
eode .U8eII only rectaDgulv pidto provide & simple COIIlpatibiJity with density 
block). Namely, the aJgorithm oper"~iD the foUmritlg Mgiou (aeefip.2a -2c) 

Rl= {(Zl,%2) : -41 < Zl< 41,-.'<"%2 < d,} 

~ = ({Z1,.') : ·-dl < 1:1 < 41, -82 < 1:2 <OJ 
Ra = {(Zl,%2) : -ell <:1 < 0, -4, <z, < O} 

The algorithm is based on Fourier decompasitioll in one dimension, using 
FFT W:clmique, ud801ve a series of tTidiagonal8)'8teml in the ~ond dimension 
[11}. 

According to PM-approach, the ,(Zt ,'1/; ) function is being determined a.t 
the grid points by 8. special redistribution aeheme: the p&rticle1s charge Is being 
aMiped proportioDally to the shape Rcior of the particle's cloud. The following 
options of superpa.riicle sha.pe--funtiioOs..are aY&ilab1e iD the particle code.: 

I

51 (Z') =1k .
 
Sa(Z.') = .it.(1 + C08(:f» 

~S(Z/)= &(1- ~)2 

and in fig.Sa one-dimensional slices of the douds are plotted (llaturaDy, the 
particle cloud. themselves a.retwo-ditRel1filonal). 

The corresponding .(z.,o) =J: S~/)C' (see Ag.3b) are the following 

(8) 

. 'fill 3(z - G) .3 - r~~l(Z,O)= .. .2(.,4) = -g-- 4.A.
 

.a(Z,c} =~+ (sin ~ -.m ~ )/2."
 

••(,. a) =~+ ti;r{ 8(ain 1r - ain 1{l) +.in ~ - sin 2p} 
(9)
 

ifL...( ) _ 15(% - a) _ 5(r -r) + 3(~1I - all)
 
...~ Z,O - 16li Sb,3 1M! 

In the figs.4a- 4b an uniform density is shown, which has been obtained by 
me8D8 of various ~ithms. 

Toe criterion to make a right choice of superpartides sizes ud t.he ehape of 
t.h1:: clwdia to reduce nonphysical effects due to .patial grid, t,he finite sile of 
the 8uperpa.r:tidetl, et.e. U1Iually, a .eliee of test.imulatloDI should be carried 
a.n. before the large-sceJe aimulatiomt, to chooee tbe approP1'la\e parameters. 

.. 
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2.3 Numerical integration of motion equations 
The equations of iou's mOtion can bewriUen, aa 

x"(z) = M
1 

2{pat(S) z} + ~e"(Z, z)} =F--(x.z) + "'{x~z) (10).., v.., . 
where vector x = (rl' Z2) denot.es the transversal coordinates and ~ is the 
longitudinal coordinate of the ion; ¥eetot :r- = q{v, B] stands for -external 
magnet.ic focusing and veetor 8 denotes the external magnetic: field, vector 
£,p =(-lJu(x, Z)/OZl.-0U(X, z)/lh:2) is a. strength of space charge electrical 
field, with the (u(x,z) potential from (1», M is ion mass, v =d:/dt and.., is 
relativistic factor. We shall use below the notation F(x) = Fut(x, z)+ Fq(x, z) 
for the right-hand side of Eq.(lO). 

The Runge-Kutta fourth order method presents a. very effective tool to in­
tegrate the motion equation. However it is acceptable fOT those .cases. when the 
F(x) function can be precisely calculated in : + Ar, J: + Ar16, z + Az/3. As 
long as the PS1'(z) is define by the actual ion's distributi::m (11 self-consistency of 
the model), the Runge-Kutta algorithm call not. be a.ppli:;d without a. violation. 
this consistency, we have to use therefore for integration multistep algorithms. 
Then, in. frames of multistep integrat.ion, there are explicit and implicit sehetne8. 
The implicit integration is also superior to the explicit ]I predictor-corrector" ap­
proaches in terms of the stability, though .is somewhat time-consumed. 

We introduce now (s~ (121) an implicit fourth-order multistep algorithm for 
nu~ricaJ integration of Eq.(lO). The following relations can be derived from 
the equation (10): 

1:"+1 {x'{r) - x'(11I)}dr =1:"+J. £. F(x(~),e)~dr 

J~::L {x/(r) - x'(1})}dr = £:1 J~ F(x(c),~)dedT 
Subtracting the second equation from the first. we obtain the equivalent 

expression for original Eq.(lO) 

, h 1c+1 {' } h lc+1X(Zi:+d - x(z~) - h;- x(z.t) - X.-l := I2 - ~Il (ll) 

where the I 1,2 Dotatiol18 are 

zlo 

II ::: r 1" F(x(e),{)d(dz:: 1~" (Zc_l - z)F(x(z), z)dz 
J:_ L Zlo .l1o_l ... 
1

Io 
.i + 
l1· . ["+11, = F(x(e),{~d(d:; = . (Z__ 1 - z)F(x(z),z)dz
 

z,. .,. z..
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? 

.­

The e1PreMioa (11) is equivalent to the original Eq.(lO) and describe the 
eame d.. ofille integration acbetnel. 1'henut step is to find anapp1"oximation 
ror tbeabove inteerala Il,2 (aee Appesuiix2). 

After aimpification, we obtain 

.-+-1 
XJt+l - (1 + H.)..." + 9,X1_1::;: 12 - Hltl1 -= ~ SJlFJl (12) 

i"-1 

I 
hS 

Slt+l ='iit;(2H; + H: - 1) 

(13)5'_1 =;k<-H. +2/Hd l/HlJ 

s,,= ~(H: +4H& +4Ht; + 1) 

with n; =(hA,+1 +h,;)tJ.. 
The above formulae (12)-(13) represent an implicit integration scheme. The 

coordinates XHl an he found by solving the system of non-linear equations 
iteratively. When we deal with linear focusing terms, only one iteration is 
sufficient and a possible ttprognosis" r:.:r can be found from 

However, when nonlinear strengths appear,. the nun1ber of iterations increase 
up to 2 or 3. Na.turally, we should try to reduce this value, and the informa­
tion about the previous coordinates Xi , Xt-l , Xl_ 2 and strengths F I: , F I:-1, F A:- 2 

might be very helpful to find.a prognosis xt~t more ptecisely, tha.t h-elps to avoid 
extra iterations. 

UP. to now, it. has been assuming, t.b.at F(z) function is 8. smooth one and has 
the smooth derivatives up to r(4)(z). This assumption is absolutely justified 
for spa.ce charge forces. As regards to the external focusing forces, the situation 
is not so clear. Naturally, the fringing fields at the fOCUSing eiements have 
8. smooth ramp, though, in pract.ice, designers deal with the t1 effeetive length", 
which takes into account the influence of the fringing fields in the whol~, and the 
external forte in such a lens is ahrupted sharply. We adopt no-w the mteg.'ation 
scheme for the class of the functions Fa~t 

Fut :: {	 O-cp(x, z), for :: S Zl­

a+lp{x, .:), for z> ZA: 

where -<;,(%, z) - a smooth funct.ion. 
As an illustration. for quadrupole lens exit. o~ obtains: 
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~={ a-~ fbr z~·~ 
• 0," z>zt. 

~:{ -4rfl, ... .Is.". 

• 0, far .t>~ 
wiUl a- = 1UJ/,(fr:6. ft is denoted. B ill a pole tip mapeiie field aml G is 
1m aperiuze.: radiua (l is .. sc.aliq factor). 

For'ociupoJa ... eutnuce ODe obtaiIlw. 

F:"' = { 0+z(~ - z2), for r ~ ZC 
O. for z > z.a 

-c+1I(3z2 - r), for z S z.c 
~= { O. £or Z > Zl 

Thus, we shovld ~ aa !ounh' ~integrat.idn scheme for the 'following 
equation 

x"(r) = .....(Xyz) + F"P{x,z) (14) 
where F-' is all abrupt function, where. 1'. aDd lP functiODS' an smooth.. 

A general expresaion can be derived now 

.
_+1 

Xl+! - (1+ HIl)Xtk + iiiXlt-l =[2"'; Hill = L. (S7rFk+.~) (15) 
i=1r--l 

where S,. cau be' found from eqt.(l.3), and 8. are·equal to 

$lr+l =- ~a+(2.H: + Hf.) -0-] 
Jrl . (15),ft.-I =~[-a+B.+G-(2IHk +l/HVJ 

'Tt = ~[G+(4HI + a:) +4G- (H.. + 1)]I 
1i3 

For a+ = G- tbeseequations caD bee_fy reduced to Eqa.(12). 
To find ~ll one lIhoold aol~ a. ~ of DOll-linear equations iteratively, 

as earlier. 
One can see I that the devised integration scheme necessitates to keep a.vail­

able the information about the particles dynamiCi in the p.revious steps, saving 
the Xk_l, XAr, F"'_I, Fil. Naturally, it needs- an auxiliary arrays, which consume 
t.he additional memory resources. Oa the other hand, dealing withsynunettical 
beams (see above), we can lHIft· the rmmoty capacities ~ly. Nameiy, 
the opportunity to use only & part of the total symmetriealdistributiou aUoWII 

to reduce the- N, in the madel, p~ the former accur.acy: for R2 regiml 
we coD.8ider only a half of the beam and for ~ - the quartft~ Beside that, the 
symmetry save t.he mesh-arr•.. 
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2.4 Discussion 
t 

The numerical studies have confirmed, that the proposed particle. code is well 
.adopted for beam motion simulation through HIF final objective (see below the 
section 3). As it was mentioned, this system must arrange a very "rigid" f0­
cusing with very big envelopes m9dulation. To avoid nonphysical effects, the 
program should operate with a la.rge number of particles, that makes the calcu-:: 
lations of coupled forces too time-consumed, and rapid Poisson solver, based 011 

FIT, s.eems to be preferable. It is available to use 75000 particles and a spatial 
grid 128 x 128 in our algorithm. Beside that, the developed multistep integra­
tion.scheme maintains an overall accuracy of O(h4 

) that radically upgrades the 
computational characteristics of integration block, in comparison with the sec­
ond order "leap-frog" technique. The typical time of calculations for RIF final 
focusing objective (~ 300 steps) is about 4 hours (a personal computer PCIAT­
486, supportiIig 4 MB memory, has been used). The usage of symmetry helps 
to economize the memory and does not lead to essential loss of generality. 

3 Beanl shnulation through HIF final objective 

3.1 Conventional scheme 

RIF driver, which accelerates and forms the ion beams, should provide an ex­
tremely high energy deposition into the thermonuclear pellet: the total power 
illumination, to ensure the pellet's ignition, should be a.bout 500 TW and the 
corresponding energy contribution must be 5-10 MJ (the output energy, after 
pellet's explosion, is expected to be about 50-150 times more, see for more de­
tails. [1,2,3,4]). Such an energy can be delivered to the t.hermonuclear target, 
when using heavy ions beams, accelerated up to 10 - 20 GeV, and the cur­
rent in every heam channel attains a fewkA. The handling of such high-energy 
beams·is adifficult prQblem by itself, when strong magnetk elements are re­
quired. Space charge forces complicate the situation by weakening the external 
focusing, moreover, a. series of instabilities arise during the transporting through 
the accelerator. TIley can lead to rms emittance growth and deteriorate beam 
parameters additionaHy (see {13,14J). 

The situation becomes even more difficult in the driver's final stage, when 
beam current at.tains its ma.ximum and ion focusing onto the small thermonu­
clear target occurs - very strong quadrupole lenses with big apertures must 
be taken. The typical magnifying coefficient ~ ~ 100 where ~ = gmu/gmin (g . 
stands for the beam's sizes). Such a large envelopes modulations occur within a 
fairly short distance (8-10 meters), and, as it w1.t.s mentioned above, the situation 
becomes very sensitive to beam current variations and ions momenta spread. 

Let us consider the ion beam .8,+2 with energy 20 GeV, the emittances 
£~ = £y == 4.571"cm . mrad and the beam current 2.25 kA, which should be fer 
cused ont.o the thermonuclear pellet with radius r=3 mm. In the paper [16] a 
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quadrupole focusing objective was designed. The optical parametersoC the ob­
jective were round by the .fit.t.ing algorithm, in frames of K~V e<luat.ions and 6g.5 
demonstrates the beam envelopes througbthe objective. As it was found~ tbe 
pole-t.ip fields attain a few (5-6) Testa, that necessitates to use the 8uperconduct­
ing lenses and the magnifying coefficient A= 90. In the paper [16] beam losses, 
due to ion bun~hes longitudinal non uniformitr, were minimized and it was 
found, that the non symmetrical focusing regime (ZmClz XYmu = 3.0 x 2.5 mm2) 
at the targ~t may reduce the losses due to momenta dispersion. 

The designed final focusing system has been studied by particle simulation, 
when ion beam has a microcanonical K-V distribution at the entrance of the 
objedive. As it was mentioned above, the density of K-V beam has uniform 
projections and a sharp edge at the beam's boundary. SiDce the finite-sized 
partides are used in the particle code, this edge will be dilut.ed and the cor­
responding density - smoothened, that will contribute nonlinear terms in the 
space charge field (see for example figs.4a - 4b). Beside that, K-V equations 
are valid only in a free space, whereas our 2D code qperates withtn finite space 
region (that seems to be more practical). Particle simula.tion, therefore, must 
produce the result, which will differ from the K-V €quations integration. 

Meantime, computer modeling by our code has derr,n.nstrated, that beam 
sizes are close to the idea.lized envelope mo~el, as it has been plotted in fig.5. At 
the target (ST=31.1 m) the difference from the ideal focusing becomes more sig­
nificant, but, not critical still. Namely, we have: Zmaz X YmlJZ = 3.06 x 3.4 mmz 

and « %' >< y2 »1/'1 := 1.47 x 1.1 mm' (correspondingly 3 x 3 mm' and 
1.5 x 1.5 mm2 for ideal model); the rms emittance growth is practically absent , 
(I~ez.y/tz.vl ~ 0.5%), that indicates a good coincidence with the singular K-V 
equations. The ions coordinates at the target (in phase-space and in real space) 
shows the good enough quality of the focusing (see figs.6a -6c. The ions losses 
are about 8.9%. (Since the longitudinal density is not uniform, the total losses 
will be more. To take into account this circumstance, however, a more advanced 
3D code must be used). 

Fig.r shows the real space density of beam with water-bag phase density at 
the objective entrance. Again, beam behavior is similar to that, which is plotted 
in the fig.5. Fig.8a shows the rms emittance growth due to the nonlinear space 
charge Corces: I~.!~.y/t::r,y I 5 25%. The ionseoordinates at the target, plotted 
in figs.8b - 8d, indicate the dilution of focusing spot at the target. The total 
ion losses grow up to 20%. 

In the above described parameters of HIF driver it has been assumed, that 
the target illumination must be symmetric. Strictly saying a spherically syrn­
metric beam focusing in the thermonuclear reactor chamber must be arranged 
(up to 24 beam channels should be constructed); beside that, the ion bunches 
must be thoroughly synchronized (pulse duration is ~ 15-20 ns) to ensure'& 
uniform illumination of a pellet. It's dear, that this sophisticated scheme can 
Kare-ely be realized in practice. More realistk way is to use the so-called "indi· 
rect target" , when the thermonuc.lear pellet ablates by X-ray radiation~ induGed 
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by the hea.vy ion beam (see reference [17]). However, the specific power de. 
position required to ignite this target, should be of the order: lOUI W /g, that 
necessitates to increase beam current magnitude significantly. 

At the same time, during the numerica.l experiments, we could see, that the 
further beam current growth in frames of the designed focusing objective, can 
be hardly realized: too big ion losses occur at the target, as well as very strong 
focusing lenses, with big apertures, are to be used. Thus, the 'indirect target 
demand a serious reconsideration of the driver's concept. 

3.2 Charge-symmetrical scheme 

Recently a new idea has been reported (see ref. [18]) to suppress the space 
charge effects by use of beams with equal currents of negative and positive ions. 
In the capacity of the accelerated ions, some heavy metals, may be chosen, 
which give stable enough negative ions. Notice. that the neutraliZation should 
be combined with the use of a family of negative and positive ions with different 
masses (isotopes), that permits to upgrade the accumulated energy of ions. We 
omit, however, these effect, assuming the beam current is constant. In the paper 
[18] the optimal choice of ions was discussed (four platinum isotopes should be 
used), and the following driver's parameters were declared: total energy is 9 
MJ, total pO'wer illumination is 600 TW, ions energy is 10 GeV, specific power 
deposition is 1016 W / g, that will ensure a reliable ignition of the target. 

One can see, that the ideal neutralization is valid, when positive and negative 
ion beams have the same sizes. If these beams differ from each other, then 
the nonlinear forces arise and when using quadrupole (alternative-gradients) 
focusing,' the influence of nonlinearities becomes inevitable. At the same time, 
during beam propagation through the long periodical focusing channel, one 
can reduce these effects essentially, by decreasing the focusing channel's phase 
advance (see figs.9a - 9b). The corresponding envelopes modulation will be 
decreased' as well, and, as a result, space charge influence will be suppressed. 
Taking, for exa.mple, j.l = 40°, we obtain quasi-symmetrical quasi-neutra.lized 
beam, whereas on choosing p. == 80°, the difference between the positive and 
negative envelopes will contribute the undesirable non-linear components in the 
space charge field, 

As regards to final focusing objective, the beam dynamics, as we could see 
above, must be non symmetrical. The nonlinear Coulomb effects, therefore, 
will arise and deteriorate the focusing. We try, however to control the influence 
of these effects, taking into account the above considerations. In the figure 
10 one can see a zero··current beam through the final focusing system, The 
periodical channel, which precedes the final chjective, has phase advance po = 
40°. Platinum ions ha.ve been considered (see reference [18] for more details). 
The optical lattice has been designed by means of matching algorithm from [16J. 
Then, a numerical experiment has been implemented by our 20 particle code 
on beams dynamics with beam currents I = 5 kA for each component of the 

..I



I2 
beamI (til. total current 1riIl attain, obviouly, 10 kA.) (see Ag.na). 

One can see, that the· envelopes behavior remains similar to z~urrent 

beam motion, where. the conducting such & significant ion currents. through 
the final focusing system without space charge compensation would nece8lita.te 
unattainable strong focusing lenses with: very big apertures, that seems practi­
cally unrealizable. On leaving the channel, a quasi-adiabatic beam behavior is 
being maintained up to , = 60 m, when rm8 emittances growth tAes,,/£#,,1 is 

" 

absent.. However, within a short interval 60 < s < 15 ro, we observe emitta.nce's 
blow-up, due to nonlinear space charge forces(aee fig.llb). We can see ion's 
phase coordinates (z, z') and projections into real space (z, y) at tl: ~rmonudear 

target (see figs.12a - 12d). The total ions losses are 47%. 
As regards to computational aspects, we notice, that during calculations we 

have varied the longitudinal step of integration h, when ion's trajectories change 
slowly (see fig.lla). Namely, it has appeared to be helpful to increase h within 

. the drift space interval (20 ~ s ~. 00 m) and to decrease h magnitude, when 
beam modulations are significant (60$ s ~ 70 m). This opportunity speeds up 
the calculation and ~oes not violate the accuracy. . 

Thus, after the preliminary numerical studies, we could see, that the neutral­
ization allows to conduct very intense beams through the periodical transport 
channel without essential growth of effective phase volume, whereas a serious 
beam parameters deterioration occurs within a very short distance in the final 
objective. Hence, a further optimization of final focusing should be performed, 
in order to reduce the ions losses at the thermonuclear target. After that an 
universal 3D partide simulation, which takes into codsideration all longitudinal 
effects must be performed. 
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App.endiX I 

To find the distributioa {1I.}, one shoBldIOJve-· the iJUowiq DOIl·liueR. pro­
gramrning.problem: 

m-l {lHt+lt . f'l- . }2 r1
<t(61t"'16rn-d=~. . f(H)HdH-;Js•. [{B)Ed.H . - mi. 

r=l H~ B1 

subject to m-l
E6i:: HM 

i=1 

where6i ::; HHl ­ Hi. 
The numerical procedure to find 6 (and hence, the distribution {Hi}) is 

d~ribed in [9] in detail 

Appendix 2 

According to Simpson's formula., an approxima.te value It of the integral II em 
- be calculated, using F(zl:_d, F(zl:), F(Z~+l) valnes: 

hI;
II = 7"i0 + 4(ZIr-1 -Zll-l/2.)Ft..,l/2 +(~1 - Zl)F..} 

Since Zt_l - zlc-l!2::; -ht /2, Zk-l - Z. =-II" I we obtain 

Ii ::; . !!f{2J'1-1/2+ 1':1t}. (11) 

Ana logically, 12 can be calculated from 

. h2 

12 =+ ":1 {2F1r+1/2+ F,,}. (18) 

The following expansiOns can be written 

FIc....1/"1::; Fir. +~.•ltlt+l/2 + ~(~.'.112)2/1. + 6'+lh"+1 (19) 
{ .. Fa-.1/ 2 =F.. - r'i.h"%+FZ(~/2)2fJ..-i"h.1t 

where 'cSlc+l =F~S)(e1o+~)h~+ll5~ Di =Pi3}(6)hlf6, rmd 

~::; 1'1:+1 . hi. + Fir{.-!. ....._1_}-F...1 ~+l +O(ai) 
2hU·ln.. ". ~l 2h1r~ 

1rl::;. ."t_._1
_:-.'-I'l..{--!:..- + +I'.....1--.+O(A:)

h.1t.+lli,,· 4Jt+th.. ~ 
Finally, substitntingthe expressimi'& (t9) in (11)-(18), we obtain the scheme 

.(12). 

- ----------_:------------------­
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Figure I: (a) !(H)B ,for ,=0.5,. '=, l.O·ud •. "::. 1~, (b) ,(%,,) {or 
.;: 0.5,.= 1.0 and.;: ,1.5" (c) {Hi} ad {51} 'fOr FCB)=. 1. 

.Figure 2: Space ehargedeneity 1(%,11; 0) for (a)geD.a'al cue, (b) double 8y1n­

met.ry, (c) quadruple eymmetry. . . 

Fipre 3: a) ShapefuJ1dioDa S(z'), b) t=. stz')dz'· 

Figure 4: Space charge density ",(:c, II, z) (KV-distribution) for variou8 forms 
of particle's cloud a) NGP-method, b) Shape function is 83(:C'). 

Figurt' 5: KV-beam motion through final focusing objective (envelope eqQ&­
tions mOdei). 

Figure 6: lona coordinates at the target: (a) (::,z'), (b) (l',v'), (c) (z, tI) 

Figure 7: Space charge density e(:c, 7/, z) for WB.-distrihution (shape function 
is 53 (z')). 

Figure 8: (a) RMS emitt.a.nces through final foalsing objective (WB initial 
distribution), Ions eoordinaiesat the target: (b) (%,::'), (c) (y,y'), (d) (z,y). 

Figure 9: 1008 coordin&te8 for charge.sy~trical beam in periodical chanoel: 
(a) IJ =800

, (b) IJ = 40~. 

Figure 10: Zero-current beam th.rough final focUsing objective (p = 40° in the 
rqular transport channel). 

Figure 11: (a) High-current beam 1 =s.tA through the final focusing system, 
(b) Correapondiq RMS emittances within the focusing system (for negative 
beam solid Hue will correspond to t, and the dash line - to ~«. 

Figure 12; lou coordinat.esat the thermonudear target: (a) (~, 1"), (b) (II,V) 
(£orneguive iou- viHvern), (c) (z,V) for positiYe ions, (d) (z,lI) for negat.ive 
ions. . 
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