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Abstract 

Alekhin S.I. Systematic errors of a, and point-to-point correlations of deep inelastic scattering 
data.: IHEP Preprint 95-65. - Protvino, 1995. - p. 5, figs. I, tables 2, refs.: 13. 

We have analysed the BCDMS data on muon proton/deuterium scattering on the basis of the 
Bayesian statistical model with full treatment of point-to-point correlations due to systematic 
errors. Systematic errors of strong coupling constant a, and gluon distribution obtained in this 
at>proach turned out significantly less than in the standard one. 

AHHoTaQHJI 

AJIeXHH C.H. CHCTeMaTH"IeCKHe ollIH6KH a, H KOppeJI.sm;HH ,l(a.HHLIX no rny60KoHeynpyroMy 
pacceJlHHIO.: IIpenpHHT H(J>BG 95-65. - IIpoTBHHo, 1995. - 5 c., 1 pHC., 2 Ta6JI., 6H6JIHorp.: 13. 

Mb! npoaHaJIH3HpOBaJIH .llaHHLIe BCD?vlS KOJIJIa6oparnm no pacce.a:mno MIOOHOB Ha npOTO
He H .n:eHTepHH Ha oCHoBe 6eiiecoBCKoH CTaTHCTH'lCCKOH Mo.n:eJIH C nOJIllldM yqeTOM KOppenJIUHH 
lIaHH:l>IX H3-3a CHCTeMaTH"IeCKHX ollIH6oK. CHCTeMaTH'leCKHe OIIIH6KH a, H rJUOoHHoro pacnpe
,neJIeHHjI,nOJIY'laeMbIe B 3TOM no,nxo,ne,OKa3a.JIHC:h CYllleCTBeHHo MeHbme, qeM B CTaH,ZlapTHOM. 
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It is well known that errors in the recent and most precise data on deep inelastic 
scattering ha.ve significant systematic component. Extraction of strong coupling constant 
a. from deep inelastic scattering data. give a. good example when systematic error of the 
parameter is dominant. Standard statistical approaches based on the simple X2 minimiza
tion can be inadequate for phenomenological analysis of these data. In [1] we have shown 
that systematic errors of phenomenological parameters extracted from the data with large 
systematic errors can be reduced if a full treatment of point-to-point correlation of data 
is provided. This paper is devoted to the examination of how efficient is this reduction in 
the analysis of real data. 

For our analysis we use data of the BCDMS collabora.tion on deep inelastic scattering 
of muons off protons [2] and deuterium [3]. Differential cross sections for proton and 
deuterium were fitted simultaneously to obtain the paranleters of parton distributions 
and strong coupling constant 0:•. The value of R = UL/UT was taken from [4]. Deuterium 
data were corrected for Fermi motion using procedure [5] with the Paris wave function 
for deuterium [6]. An important feature of our analysis is that this correction was made 
interactively in the fit and as a result we obtain fully consistent set of structure functions 
describing the data. The data were cut to reduce effects of high twists 

~v > 4 GeV, 

After this cut we have 315 points in proton and 242 points in deuterium data sets. The 
F2 for nucleon was approximated by combination of parton distributions for 4 flavours 
implying isotopic symmetry for valence and sea distributions (recent NMQ data [7] reveal 
that u =I- d but the BCDMS data are compatible with the symmetric quark sea) Light 
quarks and gluon distributions at Q~ = 9 GeV 2 were chosen as follows 

zuv(z) = AuxQu(l - X)bu , xdv(x) = AdxQd(1 - z)bd, 

zS(x) = A.(l +b.)(l - x)b., xG(z) = AG(l - x)ba, 
S(x)

us(x)=ds(x)= 4+21t' s(x)=/l,·us(x). 

We did not consider AG , Au, Ad as a free parameters, they were calculated from other 
parameters using momentum and fermion number conservation. The value of It was fixed 
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at 0.4 which is compatible with recent CCFR findings [8] . We assumed that c-quark 
sea is zero at Q2 = 9 GeV2 = 4m~, at higher Q2 it was generated radiatively using 
prescription [9]. Other parton distributions were evolved using GLAP equations [10] in 
the leading order on era. 

At the first stage of the analysis we used more or less standa.rd approach (see, e.g. [12]) 
when the data are fitted using statistical errors only. The results of this fit are presented in 
the first column of Tab. 1. Then, in accordance with this approach we evaluated systematic 

Table 1.� The parameters values, their statistical and total experimental errors including sys
tematics (in parenthesis) obtained using various approaches. 

I II 
au 0.732 ± 0.003 (0.017) 0.737 ± 0.003 (0.005) 
bu 3.31 ± 0.01 (0.10) 3.31 ± 0.01 (0.03) 
ad 0.99 ± 0.02 (0.03) 0.99 ± 0.02 (0.02) 
bd 5.40 ± 0.09 (0.15) 5.37 ± 0.09 (0.10) 
bG 7.7 ± 0.9 (3.9) 8.6 ± 1.2 (1.9) 
Aa 0.111 ± 0.002 (0.006) 0.117 ± 0.002 (0.005) 
b 14.4 ± 0.4 (1.3) 14.8 ± 0.5 (0.8) lJ 

era (50GeV2
) 0.200 ± 0.005 (0.015) 0.208 ± 0.005 (0.007) 

X
2 

/ NDF 573/549 563/549 

errors of the parameters shifting data by the value of systematic errors and repeating the 
fit. The shifts of the parameters obtained in the last fits are treated as the systematic 
errors of the parameters. These systematic errors were combined in qu.adratur~ with 
the statistical ones to give the total experimental error of the parameters, which is also 
presented in Tab. 1. One can see that for mest of parameters systematic errors are 
dominant. During this last step we assumed that most of systematic errors of proton and 
deuterium data are totally correlated [11], meanwhile general normalization error and 
relative normalization of proton and deuterium data were not accounted. One technical 
note is that really we did not perform the fits with systematical shifts but evaluated 
systematic errors using analytical formula from [1]. 

On Fig.la we present the bounds of gluon distribution at Q~ obtained in this analysis 
with account of correlations between parameters of parton distributions. One can note 
that in the region of x 0.1 these bounds are significantly less than elsewhere, this is a f"'V 

direct consequence of momentum conservation. 
Alternatively one can use in the analysis X2 functional which fully accounts for correla

tions due to systematic shifts (formula (3) of [1]). The values of the parameters obtained 
with the minimization of this functional are presented in column II of Tab.l, the bounds 
of gluon distribution are shown on Fig. lb. One can see that systematic errors of parton 
distributions and era obtained in the second approach are significantly less than in the 
standard one. The reasons of this suppression were discussed in [1], here we can only 
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Fig. 1.� Bounds of gluon distribution at Q~ obtained in the various approaches: a) .' standard 
approach, b) - with the full treatment of correlations. Full lines correspond to the total 
experimental errors, dashed - to the statistical only. 

add that for the considered task this difference is especially pronounced since global cor
relation coefficients for the pa.rameters are about unity (see Tab.2) which corresponds to 
significant increase of statistical errors of the para.meters due to their correlations [13]. 
It is worth to note that in some similar analysis the number of free paranleters is much 

Table 2.� Correlation matrix and global correlation coefficients (GCC) for parton distribution 
parameters obtained using standard approach. 

au bu ad bd bG A, b, a, GCC 
au 1. 0.50 -0.11 -0.01 0.17 0.16 0.29 0.19 0.97 
bu 0.50 1. -0.21 -0.09 0.44 0.02 -0.08 -0.68 0.97 
ad -0.11 -0.21 1. 0.91 0.24 0.18 0.36 -0.02 0.97 
bd -0.01 -0.09 0.91 1. 0.24 0.13 0.33 -0.18 0.97 
be 0.17 0.44 0.24 0.24 1. -0.19 -0.50 -0.46 0.93 
A, 0.16 0.02 0.18 0.13 -0.19 1. 0.71 0.09 0.83 
b 0.29 -0.08 0.36 0.33 -0.50 0.71 1. 0.27 0.95 
cr. 0.19 -0.68 -0.02 -0.18 -0.46 0.09 0.27 1. 0.97 
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larger and probably correlations of parameters are also larger which can lead to the further 
increase of systematic errors in the standard approach. 

We emphasize that effect of systematics reduction does not depend on the specific 
shape for the probability functions of systematic shifts, we only imply that it has zero 
average. Meanwhile it seems that these probability functions can be well approximated 
by Gaussian due to the central limit theorem of statistics since the total systematics is 
combined from 9 sources of comparable scale. The validity of the last approximation is 
supported by the reasonable value of X2 IN DF. 

The differences of fitted parameters obtained in various approaches are within their 
experimental errors. The most significant shift is obtained for the values of total sea mo
mentum and strong coupling constant. The shift of the last value is especially interesting 
as far as the data discussed here are among of the most precise ones for fixed target ex
periments and this shift can lead to the change of world average for a. determined from 
low energy data. 

In conclusion the author would like to express acknowledgment to A.S.Nikolaev for 
providing the code for deuterium wave function calculation. 

References 

[1]� Alekhin S.I. - IHEP 95-48, Protvino, 1995. 

[2]� BCDMS collaboration, Benvenuti A.C. et aI., I I Phys. Lett. 1989, V.223B, PA85. 

[3]� BCDMS collaboration, Benvenuti A.C. et al., I I Phys. Lett. 1990, V.237B, P.592. 

[4]� Whitlow L.W. et a!., I I Phys. Lett. 1990, V.250B, P.193. 

[5]� West Geoffrey B., I I Ann. Phys. 1972, V.74, P.464. 

[6]� Lacombe M. et a!., I I Phys. Rev. 1980, V.C21, 861; Lacombe M. et al., I I Phys. 
Lett. 1981, V.I0IB, 139. 

[7]� NMC collaboration, Arneodo et al., I I Phys. Rev. 1994, V.D50, P.Rl. 

[8]� CCFR collaboration, Bazarko et al., I I Z. Phys. 1995, V.C65, P.189. 

[9]� Gluck M., Hoffmann E., Reya E., I I Z. Phys. 1982, V.CI3, P.119. 

[10]� Gribov V.N., Lipatov L.N., I I Sov. Journ. Nuc!. Phys. 1972, V.15, P.438; ibid. P.675; 
Altarelli G., Parisi G., I I Nuc!. Phys. 1977, V126B, P.298. 

[11]� BCDMS collaboration, Benvenuti A.C. et al., I I Phys. Lett. 1990, V.237B, P.599. 

[12]� BCDMS collaboration, Benvenuti A.C. et aI., I I Phys. Lett. 1989, V.223B, P.490. 

4� 



- CERN Program Library D506. MINUIT - Function Minimiza
[13]� J ames F ., Roos M., 

tion and Error Analysis, Version 92.1, 1992. 

Received April 13, 1995 

C.H.AJIeXHH.� 

CHCTeMaTIPleCKHe OlliHOKI1 Q" H KOppeJIKUlIlI .llaHHbIX IIO rJIyooKoHeynpyroMy� 

pacceKHlIIO.� 

0pHrllHaJI-MaKeT nO.llrOTOBJIeH C IIOMOlllhIO CHCTeMhI ]b..TEX.� 

Pe.zxaKTop E.H.rOpHHa. TeXHH-qeCKHK pe.aaKTOp H.B.OpJIOBa.� 

IIonnllcaHO K ne-qaTlI 20.04.1995 r. <I>opMaT 60 x 84/8. Oq>ceTHaK rre'IaTb.� 

IIell.JI. 0,62. Y'I.-H3,l(.JI. 0,48. TlIpa)l( 250. 3aKa3 276. HHneKc 3649.� 
JIP Ng020498 06.04.1992.� 

rHU P<I>, HHcTlITyT q>1I3HKlI BhICOKlIX 3He.prllH 

142284, IIPOTBHHO MOCKOBCKOH OOJI. 



HH,D;eKC 3649 

IT P E IT P H H T 95-65, IiI <Il B 3, 1995� 


