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Abstract 

Derjagin V.B. and Leznov A.N. Two-Dimensional Lotky-Volterra Integrable Mapping and Cor­
responding Integrable Hierarchy in (1+2) Space: IHEP Preprint 95-27. - Protvino, 1995. - p. 5, 
refs.: 5. 

An explicit form of hierarchy of integrable systems in (1 + 2) dimensions is represented. These 
equations are invariant with respect to discrete transformation described by the Lotky-Volterra 
integrable substitution 
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B CTaTbe npe,UCTaBJIeUa HBuaH <popMa nepapXHH HHTerpHpyeMblx CliCTeM B (2+ 1)­
npecTpaucTBe. 3TH ypaBHeHHH HBJIHIOTCX lfHBaplfauTHbIMH no OTuomelIHIO K .lIHCKpeTHoMy 
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1. Introduction 

In papers [1,2,3] a new approach to the theory of integrable systems when the main 
subject of investigation became the discrete integrable substitution with respect to which 
the concerned equations are invariant was proposed. This approach in principle is inde­
pendent of the dimension of the space under consideration. The criteria of the choice 
of integrable mapping a.mong the arbitrary possible ones is the condition of resolution 
of functional equation with shifted arguments [3]. This equation always possesses some 
trivial solution (and so is self-consistent). It allows one to answer two main questions 
of the theory: to choose the integrable substitution by itself and to construct the whole 
hierarchy of evolution type equations for a given integrable mapping. These equations 
are invariant with respect to this transformation. 

The aim of the present paper is to solve the second part of the problem: to construct 
(1+2) equations which all are invariant with respect to the Lotky-Volterra two-dhnentional 
integrable substitution. 

2. Lotky-Volterra Integrable Mapping and the Main Equation 

Under this term we will understand the direct and inverse mapping of two functions 
u,v of independent variables x,y 

+- +­u= u + (lnv):z: v = v + (lnu)y, 

(2.1) 
-+ -­u=u-(lnv)x v=v-(lnu)y 

s-times application of the direct (inverse) discrete transformation to some function f( u, v) 
-/I --/I 8­

we will denote as f and f =f, if s = 1 we will omit index 1. As a direct corollary of 

(2.1) we have Toda-like recurrent relations for functions t 1 = uv, t2 = +;lv 

(lntm)xy = tm - 2tm + tm (m = 1,2). (2.2) 
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Corresponding to (2.1) the Frechet derivative operator calculated by usual rules [4], 
takes the form 

<p, = ( 1_-1 (2.3)
Dyu 

Each solution of the equation 

F=F(cp(u)) = cp'(u)F(u) (2.4) 

is connected with the evolution type equation 

Ut = F(u), (2.5) 

which is invariant with respect to transformation cp(u), in our case (2.1). 
Now let us rewrite equation (2.4) with cp'(u) given by (2.3) in more observable form. 

We have successively 

the second equality may be resolved by substitution 

(2.6) 

after that we have for unknown function S from the first one 

DyS = v Jdx[u(S - S) - u(S - S)). (2.7) 

3. Solution of the Dlain equation 

First of all let us notice that equation (2.7 ) has solution So = v . This became obvious 
after substituting this expression into (2.7) and using (2.1 ). 

Now let us seek the solution of (2.7) in the form S = v f dx(0'0), where 0'0 is unknown 
function. After substituting this expression into (2.7) and some trivial transformations 
we come to the equation for 0'0 

Dyao +ao Jdx[f,'-t 1 +t; - t2] = ~ Jdx(ao - ao) +t; Jdx(~ - ao). (3.1) 

It is necessary to emphasize that this construction is correct in the direction: if 0'0 is the 
solution of (3.1 ) then S is the solution of (2.7). All operations are well defined only in 
this direction. Let us try to seek the solutions of (3.1) by anzats 

0'0 = t- 1a 1 + t-+ 
2f31' (3.2) 

- -+
where 0'1 and f31 are unknown functions. Having compared coefficients in front of t 1 ,t2 

to appear after substitution (3.2) into (3.1), we obtain system of equations for al,f31 
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(3.3) 

(,8d31 +,81 / dx(l; + ~-; - t; - t1) == JdX(tl~ + 2t-;"i - l;al - t;,81)' 

Having shifted the last equation by direct discrete transformation and summarizing with 
the first equation (3.3) we obtain 

(al + Pr)y + (al + Pr) / dx(il
2 

+ t; - t 2 - t;] = o. 
It is possible to find the general solution for this equation, however it will be sufficient for 
our purposes to have the partial one for which ,81 = -ti;.. Under this condition the first 
equation (3.3) takes the form 

2
(al)Y + al / dX[~2 + t; - t2 - 4] = JdX(tI a;. - t20:1 - ~al + t;~]. (3.4) 

'-.. Equation (3.4) has the obvious partial solution al = 1 and as compared with (3.2) 

81 = v / dx(~ - t;). (3.5) 

Let us change in (3.5) the known function 0'1 for f dx(al)' After that equation (3.4) is 
changed on 

2 2 
(ady + 0'1 f dX(tl + t; - t2 - t;:] = 71 / dx(~ - 0'1) + t; / dx(a;. - 0'1)' (3.6) 

Compare (3.6) with (3.1) we see that they coincide up to the relation of equivalence. 
So we can represent 0'1 in the form 

-2 ­0'1 = t1a2 + t 2,82 

The (3.3) has the partial solution 

-2 - / 2- ­al = (t1 - t2 ) ,81 == (i 2 - i 1 ). 
/ 

Keeping in mind all the previous changings of variables we obtain for S2� 

= v[/ _/_2 - J-/-t2 J-+/-t 1 + /-/2-+t2].�82 t1 t1 t1 - t 2 t2 

Let us assume that equations to detern1ine ak,,8k have the form 

J -(k+l) _k - / - +-(k+l) -k - ­
(ak)71 + ak dx[ t1 - t1 - t2 + t2] = dx(ak t1 - ak t1 + ,8kt2 - ,8kt2]m, 

(3.7) 

+-10 -(k-l) 2-+ -+ J +-10 - -(k-l) - 2-+ ­
(13k)y + 13k dx[ t1 - t 1 + t2 - t 2] == dx[-ak t1 + ak tl + ,810 t 2 - ,8kt2].J 

Then it is possible to verify this assumption by induction. For solutions Sk we have 
O:k = -,810 = 1 and the explicit expression for Sk in the formal form 

n n / - / +-2 / -n8n = So II (1 - Lk exp -(k + l)dk - L dj ) dyt1 dy t1 ...... dy t1 . (3.8) 
10=1 i=k+l 
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4. The simplest examples 

In the case of So = v we obtain the trivial system with the help of (2.6) 

Ut =Uy Vt = vy. 

In the case of n = 1 

81 = v Jdx(t;. - t;) = Vy + v2 + 2v Jdx(u y), 

the corresponding integrable system has the form 

In one dimensional case D x = D y this system is a partial case of a wider integrable system 
described in [4]. 

In the case n = 2 we obtain 

The corresponding integrable system is the following: 

Ut = Dy(uyy - 3(vuy) + 3v2u - 3(uy - UV)D;l(U)y)+ 

Dx + 3D;1(Uy)D;1(UV)y + (D;1(U y))3), 

Vt = Dy(v3+ 3vvy + Vyy + 3vD;1(UV)y + 3(vy + v2)D;1(Uy) + 3v(D;1(Uy))2). 

5. Conclusion 

The main result of the present paper is contained in formulas (3.8) which allow one to 
construct with the help of (2.6) (2 +1) dimensional integrable equations of L-V hierarchy. 
Each of these systems is invariant with respect to transformations of the discrete Lotcky­
Volterra substitution. We specially emphasize that our expression for Sk contains only two 
functions t 1 ,t2 , shifted multi-times by means of direct or inverse discrete transformations 
and operation of repeated integrations. From this form we can synonymously ·conclude 
that discrete transformation have to play the fundamental role in the 'whole theory of 
integrable systems. From the considered examples (section 4) we see that the explicit 
form of the equations in variables u,v is much more complicated than the corresponding 
expressions in terms of multi-times shifted background functions t1 , t2• There arises the 
question: is it possible to conserve the language of discrete shifts to describe equations 
by itself and find their solutions? We don't know the -answer to such question now. 

By part the research of this problem for one of the authors (A.N.L) was possible due 
to grant RMOOO of International Scientific Foundation. 
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