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Abstract� 

We study thf' dillamica.lly gl'lIerated photon mass, the electron self-energy and the 
vertex ill the causal t.lwory of quantum r1pctrodyllamics in three-dimensional space-time 
(QED1). We also provide a genPral discussion of the regularization and gauge (in)depen­
dellc" of t.hl' photon mil.Ss. A last section is devoted to challenging open problems. 
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I. Introduction arid Summary 

Quantum electrodynamics in (2+1) space-time dimensions (QED3 ) [1) has attracted m 
interest in recent times. It is a successful model of both the integer and fractional quantum J 
effects [2). Some aspects of the model are also of some interest for high-Tc superconductiv 
insofar as electrons seem to experience an attractive potential, with formation of bound sta 
([3),[4)). The greatest interest lies, however, in serving as a laboratory for one of the m 
important conceptual problems of quantum field theory: the connection between dynami 
mass generation, gauge invariance and regularizations. The classical Lagrangian density 0 

system of free e1eet.rons of mass In and photons of mass J1 is 

- 1 J1 1 2
£ = lp(iT/>- 17I)t/! - _F"v F"" +_c"va FwAa - -2(8"A") . (I

4 4 a 

Above, tI' denotps tile e1ectroll field, Dj , = 8" +ieA" is the covariant derivative, AI' the phot 

field with F,w = 8"Av - 8v A" the electromagnetic field tensor, 4.6 = A,,'Y:6' liJ. = ",hr., a 
:};(8"A,')2 is a gauge fixing term (a = 0 is the Landau gauge and a = 1, the Feynman gaugl 
The spinoI' and 'Y-matrix indices rUII from zero to three, with 

'YO = 11'3 , " = il1'l , ,2 = i(72 (I. 

in terms of the usual Pauli matrices (Ti. In this paper, we adopt a two-dimensional representati( 
for the Fermi fields in d=3 because it is irreducible and from this point of view most nature 
Since the Pauli matrices form a complete basis, there is no , 5 and thus chiral symmetry is n' 
defined in the standard fashion. Other discrete symmetries are broken in connection with rna 
generation. An example of a parity transformation in d=3 is 

X'" = Ap" vXv , 

where x = (:ro, xl, X2), and 

1 0 0)
Ap = 0 -1 0 ,(o 0 1 

with detAp = -1 as it should be. We might also let the X2-component change sign, instead 
the xI-component, but not both x,- and X2-components, since, in two space dimensions, this 
equivalent to a rotation over 1800 with determinant +I. The effect of the parity transformati< 
'P on the fermion and photon fields is [1) 

I/;'(X') = 'P1/;(x)'P-1 = (711/;(X') 
A"I(X' ) = 'P A"(x )'P- 1 = A,,"vAV(x) 

and hence it is ea~y to see that both mass terms m"lf,l/; and ic""a F""Aa change sign under P 
In the term ic"va F"vAa, J1 may be considered to be a bare photon mass. lndeeed, tb 

term is bilinear in A", and the bare photon propagator has a pole at k2 = J12. This term 
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often called a topological or Chern-Simons nl3SS term, because, for non-Ahelian gauge fields, 
the corresponding mass term is a topologically non-trivial quantity, which must be quantized 
in terms of winding numbers on manifolds to mantain gauge invariance. Under the gauge 
transformation 

~,  ---+ e- Ifll 'r/J 

A~ ---+ A~  + [)~A 

this tprm changes by a tot.al derivative, and hence the Lagrangian density 

l ---+ l +a ( !:(~"'"  F~"A)  . _ n 1 

If the fields vanish at infinity, i.e., are physical fields, the actioll S = J d3x l is thus gauge­
invariant. Hence, physical quantities are gauge-invariant. The Lagrangian density (I.1) de­
scribes the so-called Maxwell-Chern-Simons theory, which has been studied extensively [5J, 
most recently in the Coulomb gauge [6], which presents subtle problems. Another interest­
ing direction of recent work was t.hf' construction of a pseudoclassical model for Chern-Simons 
particles ([7],[8]). In this introdnction, we should like to explain SOIne relevant issues, and 
summarize the contellt of the following sections. 

In this paper we do not wish to consider (1.1) with the explicit Chern-Simons mass term, 
but rather Sl'e how this term is generated from the theory with jJ. = O. This is the problem of 
dy'lal!1ical mass generation. The question arises how mass is defined in the quantum theory. We 
assun1e a covariant quantization, which generally implies the lise of an extended Hilbert space 
with indefinite metric (see, e.g., [9] for a concise description of this formalism). We may either 
restrict ourselves to the physic".! subspace of Fock space (with positivI' metric) or consider a 
non-self-adjoint AD operator. 

Let 1/' and .4,. denote the canonically quantized f(>fmioll and photoll fields, respectively. The 
corresponding propagators are defi ned as 

Sab(;r - y) = -i(OI1'~'"(·T)¢dy)IO), (1.3) 

n~v(.I· - y) = -i(011'A,,(J·).1,,(y)lO), (1.4 ) 

where T is the time-ord"ring operator and 10) denotes the physical vacuum. The bare propaga­
tors S~b(X  - y) and D~v(x  - y) satisfy the eqnations (for the moment, d is general and denotes 
the space-time dimension) 

(i~ - m)S'°(.r - y) g"(x-y), 

y),[.era - (I -D8~8"J  D~p(X  - y) g~pgd(.r  _ 

1 0 0) 
where g~V  (= 0 -1 0 for d = :l) is the metric tensor alld g" is the d-dimensional delta(�o 0 -I 
function. In momentum space, 

,5'0(1') j ddxeiP,XSO(J') = _I_, 
p- m 

(1.5 ) 

D~"(k) 1 ( k~kv)- k2 g,w - k2 k~k"- a ----,;;4 , (1.6) 

The propagators satisfy the Schwinger-Dyson equations: 

S-I(1') = SO-I(p) - E(1') , (I. 7) 
D;~(k)  = D~,.-I(k) - n~v(k), (1.8) 

where 1::(1') is the fermion self-energy, and n~v(k)  is the vacuum polarization tensor. In lowest 
order of perturbation theory, 

dd I 

E(p) = iez j (2:>'!"SO(1"h
V D~,,(1' -p'), (1.9) 

II~v(k)  = _iez j (~:~dTrbw'i'O(p  - k)-y"SO(I')]. (1.10) 

Both (1.9) and (1.1 0) diverge in the ultraviolet, the self-energy for d23, and the vacuum 
polarization for d22. Because of this the integrals have to be regularized, and at least three 
covariant methods are used largely: tI", Pauli- Villars-Rayski (PVR) ff'gularization [12], based 
on the replacement 

1 I 1 
-- ---+ -- - -- (1.11)
k2 _ m 2 k 2 - m 2 k 2 _ A2 

with A a cutoff, the dimensional regularization, due to Bollini, Giambiagi [I:l] and t'Hooft and 
Veltman [14], which relies upon an analytic continuation from complex dimensional d, and 
analytic regularization of propagators (see (15] and references given there). 

As is well known, gauge invariance implies 

k"II,,,,(k) = 0, (1.J2) 

which is the condition for the vacuUIIl polarization to be t.ranSVf'rse. Defining the three ortogonal 
projectors 

I ( A:~k", k/! )
r,~~)  = 2 9,w - -/.:2 + 1( "vll /1) , (1.I3a) 

1 ( k~kv, k/! )
p~~) = 2" 9,," - k2 - If"v/! JP ' (I.13b) 

pPl _ k~k" 

~v - ~ (lXIc ) 
P' 

it follows tll"t 
II = nfll(p(l) + p(2)) + m(p(l) _ p(2)),,(k20(2) . (1.14) 

From (1.8), we obtain the modified prop"g"tor in the Landau gauge: 

-I [ k~k", k'" n(2) 1
D~,,(k) = L? nlL?\ .q"" - k2 + lm(~"a k2 1 _ n(J)/k2 (1.15) 

where 
n(k2) = 0(1)(1.:2) + m 

2
(n<2)(p)f (1.16)

1 - 0(1)(k2 )/k2 
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i\SSlllllilig 'hat 

Ildk2
) k~' Ce (1.17) 

with (: > 0 (see section Ill), we see from (l.l!i) thnt [)~,,(k)  hils a pole at a real positive value 
of ,.. 2, if w(' aSSlIlll<' that 

11 2(0) #- 0 (/.18) 

and hence a photon mass is dynamically generated, under conditions (/.I i) and (U8), 
This is a phenomellon of the utmost importance, both in particle physics and in many-body 

tlwory. III the lat.tl'r the ma.ss squared may he identified with the square of the inverse screening 
lellr;l h .\ -2. S(Teoninr; is thl' ha.sis of sf'vPfal phenomella ill cOlldellsed matter physics, induding 
til<' stahililv of matter (sl'e [I(i] for a clear introdllctiOll, alld refer('nc<'s as well). 

Th" bnRic plOp..r!.v (I.lf;) shows thai dYllamical mass gf'llcration depends on the infrared 
strurt ure of the ull(krlyillg field I.IH'OI"y. For QED.1 tiJis was studil'd ill ([ 171, [ill alld, accord­
illgly, SOil\(' of tiJI' cOlln'pts alld ('('suIts an' ('('vi('\I'('d iu s<,etioll II. 

aliI' of till' mnin problelllS ('olllH'eted witiJ (I.lR) is t.Ilf' so-call/'d r('glliarization ambiguity: 
(I.I~)  do,'s [olio\\" i[ diJllellSiollal J"('gulnrizn.l.ioll [18] or a!lalvtic rq,;ularizntioll [IS] nre a.dopt.ed, 
iJut fails if IIn'IVI' /,VR wglllarization (1.11) is used [1]. This dl'pendencl' of the r('lIormalized 
lIlass 011 tiJe r('glliarizntioll, as IWI! as on til<' ciJoic(' of gaug(' [I], points to deep problems ill the 
conceptual strllrture. III section III WI' rl'visillhis problf'lfi, following ref. [J 9], in th/' st.andard 
approach 10 'I"ilnlnnl fil'ld lh,'orv. In s('clion IV w(' illirodilce tlJ(' callsal tlll'ory ([10), II I)), as 
applj..d to qED" followillg [:W], with n nl'lI" disl'llssion of genera.l aspects, snch as the causal 
phnsl', baSI'" 011 [2lj. In tllis t.1ll'ory, 1\0 alllbiguity (Iue to regularizatioll or to the choice of 
gau~f'  aris('s. This is pro\"f'd in s/',tion V, which also cOlllpl!'t/'s the trl'ntllH'nt of [20], with a 
n.. \\, 1.J'('atnwnl. of tlH' vert('x basl'd on [22]. 

Ils(' of the Dvsoll-Srhwillger eqnatioll (1.8) in (1.],5) shows the T!o71-pr1"lIlrbalil'f character of 
dYllan!ical rllass p;C'lll'ratioll: (LR) rnay I", wrilkrl ill symbolic form 

n = /)0 L(ffDo)n (1.19) 
11=0 

In (1.1'\), as well n,S in (I.HJ), II is thl' filII vaCl'lnll pola.rizatioll [('IISor, which satisfies 

/l,,,,(I.:) == -if 2 f (:dp
"Trh"S'(pl)I',,(p,P')S(P)] , (1.20) 

. _Jr) 

where I'v is tbe wrtex function, S the fnl! sclf-I'nergy of the eledroll, and k = p' - p. In our 
treatml'llt of dynilmical mass gen,'ration ill the causal tllf'ory in section V we have assumed, 
howev('J', that the II,,,, (in (1.8) and (1.20)) is lhe olle-loop vaCU1l1ll polariziltion, which is given by 
(1.10) in lowl'st order of perturbatioll theory. We shall return to this, as Wf'lI as other unsolved 
'Illl'st ions, in sl'rtion VI, which is d(,l'oted to tllf' conclusion and discllssion of open problems. 

!i 

II. The Infrared Problem 

The method for dealing with non-stationary processes as electron scattering by an exter 
potential with the emission of a finite number of low-energy photons, using the Dyson S mat 
expansion, leads to the so-railed illfrared divergences in the probability amplitudes in QED 

The program of taking into account tile collective effect of low-energy photons was fi 
accomplished by Bloch and Nordsieck [23), who showed that the probability of emission 
a finite numh('r of low-energy phot.ons is zero and not infinite, as predicted by perturbati 
thl'ory. and the traJlsitioll probabilil." IIlIlSt. bl' l'xtended to all possible final states to end 
wit.h a finite H'sllll. 

One can attribute to the iufrared divergences an incorrect choice of the asymptotic stal 
which can be compared with the I'xpcrimental data, besides the ill definition of the scatteri 
operator, where the a.symptot.ic dynamics is not taken properly into account [24], In t 
70's Faddeev and Kulish [2!j) proposed a model where the Fock space representation of t 
Hilbert space, containing a finite number of low-energy photons, is replaced by a coherent-sta 
representation for an infinite number of these photons [26], in such a way that matrix elemeI 
of the Dyson S operator between these states are finite and nonzero. These investigations l 
four-dimensiona.l gauge theories can be extended to the three-dimensional case, where a carel 
analysis of the IR probkm is df'manded (17]. 

Considl'r a quantulll systelll described by a Hamiltonian H constituted by two terms 

H==Ho+V(t), (II. 

IVh('1"l' llo is the free Hamiltonian and 

lim \" (I) = O. (II.:
t-t±oo 

This implies t.hat asymptotica.lly th,' scattered particles are supposed to be free. Thus, sinl 
in scaltering processes the particles are observed only in asymptotic regions (t ~  ±oo), tJ 
asymptotic stat.l's are eigenstates of Ho, 

Using these ideas, one defines the S operator in perturbation theory assuming that tl 
asymptotic dYllamics is given by Ho: 

S = Ho':utloVin, (II.: 

where W~~,  are t.he wave operators 

W;n == lim U(t,O)te-iHot (II.. 
out t'-+:f00 

and 
U (t, 8) == e-iH(t-.). (II.: 

IJsing (11..5), one rewrites the S matrix as 

S= lim eiHO'U(t,s)e-iHo'. (11,1
t-++oo 
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The transition prohilbiJity frolll this state to another final asymptotic state tP is given by 

I(~'I S 1<p)1 2 
, (II.7) 

where the asymptotic states belong to the Fock space. 
Solving the equation of motion for the time evolution operator, the S-matrix can be rewrit­

ten as a time-ordered product 

00 

S == Texp {~i  1: \il (I)dl}, (11.8) 

where \/1 (I) is the potential in t.he interaction picture. If in addition to (11.2) we require 

f: d.• II V' (8)11 < 00, (11.9) 

then the Dyson series for the S operator (11.8) is absolutely convcrg"nt. Thus, the S operator 
is unitary in Fock space, provided tllf' partic!t·s have free dynamics in asymptotic regions. 

The ahove met.hod is not suitable to descrihing scattering processes when we consider long­
rang(' potentials such as t.lw Coulomb pol.'·1I1ial. In this cas,', even at regions very far this 
potential canuot he nl'glf'cted. 

Following [27], let us consider the scat.t"ring of a charged particle by a Coulomb potential 
in t....~ dimensions. Th" Hamiltoniall of the system has the following form: 

-+2 

/I == -11 +fJ 1111' == lIu + \. (11.10)2m . 

where III is the nlass of the sCilttered partic!,' alltl g is the product of the charges of the particle 
and 1.11(' scnUering c('nter. 

First of nil olle <,onst.mcl~  II", potl'lItiill shall(' in II", aSyllll'l.ol.ic ,.,·gioll ill tl", illl.,·radion 
picture and t.hen one obtains 1.11<' wave packet which will represent the scattered particle ill this 

region. For this purpose one considers the observables i and Pas the position and momentum 
operators in the interaction picture. In this representation these operators satisfy the following 
equations of motion: 

dOl == ~ [0/, lIu]. (11.11)
dl I 

Using the Hamiltonian (11.10) and the above equation, we see that the momentum of the 
scattered particle is a constant of motion: 

d II == ~ [II, //0] == o. (11.J2)
dl I 

Similarly, the eqllation of Illotioll for the coordinates 

.... .... 
~ == ~ [1, lIo] == .!.. (11.13)
dl' nl 

7 

whose solution .... 
.... .... p 
x (I) ==:f +-1, (11.14) 

m 
which describes the time evolution of the coordinate operator of the scattered particle, is 
identical to the classical trajectory of a particle in uniform rectilinear motion. From these 
results one can obtain the shape of the interaction potential at large distances, assuming that 
in this region the particles behave as classical particles with well defined trajectories. Thus, for 
It I -+ 00 

qt) == gill (1:1 1) . (11.1 Ci) 

This potential, which describes the illteraction in the a.symptotk region It I -+ 00, is not abso­
lutely convergent and its contribution to the asymptotic dynamics cannot be underestimated. 
In other words, the asymptotic dynamics is not governed by llo but by the operator 

ll", (I) == lIo + \~,  (I) == Hu +gin (1:1 1) . (11.16) 

With this Hamiltonian describing the asymptotic dynamics and taking into account that \-;', (I) 
in the interaction picture is the same as in the Sehriidinger picture, sinee 

Wn, (1),110 1 == 0, (ILl 7) 

the wave fllnction which describes the behavior of the partide ill this fI'gion is obt.aiJl(>d hy 
solving the Schrodinger equation for Ha, 

di-t!n,t)==II",(I)ln,I), (1IIii) 
( ( 

where la, I) is the physical state of the scattered particle. III the momentum repreSlmtation the 
above cqnation becomes 

i~W(P,I)== [?~ +gln(':II)]W(P,I), (11.19) 

whose solution is 

1 f .... (....).-+ ..W(1, I) :) d 11 W 11,1 c,p·~ 

_71" 

1 f .... .-+ .. (....)
21T d P e' p. r C p 

xexp { -i ;'1: I- ig [tin (I~II - 1) - 10In (1:'10- 1) ] ) . (11.20) 
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l

The choice of this solution is dill' to certain initial conrlitions for equation (11.19). These are 
determined by considl'fing that the time variation of the coordinate and momentum distribu­
tions for the particlf' repl'f'sl'nted by the wave packet (11.20) for It! ---+ 00 must be governed by 
thp classical dynamics. 

The wave packet (11.2U) can Ilf' written as 

11' (I) = [Jas (I) 11' 

illof (lI.2I)e- exp ( -ig [tin (':11-I) -to In (I:' to - I)])11" 

This mpans that tit" rhoice of the Hamiltonian which describes the a.~ymptotic  dynamics 
depf'JI(ls on the physical origin of the probkm, in rontrast with the usual definitions in the formal 
t!wory of scattering, whf're Ho is ta.ken as the asymptotic operator in thf' wave operators. 

Wp then r{'df'finC' thl' wave 0pf'ratol's ill Ih<' following way: 

I\" i"= lim c-illt[Jas(l). (11.22) 
UIII I--+T"x, 

Wf' lIIay derive thp asymptotic operator Ua • (t) in quantum electrodynamics [27]. The inter­
adion operator of till' system of photons and chargpd particles, in the interaction representation, 
is gi",}n hy 

I 

Ij = / j" (;T) . A" (T ) d x, (I1.23) 

whf'rf' )I' (:1') is the ClllTf'nt 0pl'fator 

)" (.1') == (': ~  (.1') )"'111 (x) :. (11.24) 

The decomposition of 11' (x) into a creation part 11'(-) (x), and an annihilation part \11(+) (x), 
separates j" (.r) into fom terms 

j"++ = cif(+)I"I1'(+), (11.25) 

j"-- = f~(-)I"'I1'(-),  (11.26) 

j"+- = F : ~(+)I"'I!J(-)  :, (l1.2i) 

j~-+  = F : W(-)I'~I!J(+)  : . (11.28) 

We can inYf'stigale th(' asymptotic hehavior of this expression for III ---+ 00. In this limit 
ollly j"+- and j"-+ S\lfvivf'. In faet, sinc" '-j (I) contains the time t in the form ei<>', only those 
tprnls for which (} approach ZPI'O within the range of integration over momentum space will 
survive. Thus, the terms j"-- and j"++ do not contrihute in the asymptotic region. 

9 

Thus in (2+ I) rlimensions, the potential which describes the interaction between elee 
and positrons with the electromagnetic field in the asymptotic region is given by 

1 i t 
Vd • (t) = (21[) / d k/ d P~~P (11) [a~ (k) e- 7 +at (k) ei7t] 

... 
1 lwt

(21[) / ~j:, (k,t) [a~ (k) e- iwt + at (- k) e (III], 

where p (p) is the charge-density operator 

P(p) = e [b~ (p) b, (p) - d; (p) d, (p)] , (II 

and 

_ (...) / i;;'t ... d PJ~s k,t == p~ep p(p)po (II. 

is an operator that has the shape of a current distribution of a particle with charge den 

P (p) and uniform velocity ~.  In fact, the eigenvalues of the operator (11.31), acting in asp 
of charged particles, are classical current densities due to the motion of these particles, show 
that, asymptotically, the scattered particles behave as classical particles. 

As in the non-relativistic case, thp Hamiltonian that describes the asymptotic dynamic 
givf'n by 

H == Ho +v.. (I) , (II.d • 

where Ho is the free Hamiltonian. We can obtain [ld. (I) by solving the Schrooinger equati 
for t.he time evolution operat.or 

d 
idiU(I) = H(I)U(t), (II. 

where H is the Hamiltonian of the system. III our problem H = Hd • and, therefore, the abo 
differential equation must be satisfied by the operator U (t).d • 

The asymptotic operator consists of two factors that commute. The first involves phot 
operators. The spcond is a phase factor which can be written as 

4> (t) == 411[ / d q / d P~'q~P (p) P(q) t (I -In (2 \~ - ~l t)], (11.3 

showing that this is a relativistic generalization of the above mentioned Coulomb phase. T 
spectrum of this operator acting in a space of charged particles derives from the CouloI1 
interaction among all the particles of the system. 

The complete asymptotic operator is 

U • (I) == e-iHoleR(t)ei~(t) (11.3a 

where R(t) = -i Jt~  Va~  (r)dr, Va~  (I) = eiHotv... (t)e- iHot and, following the non-relativis1 
generalization, the operator S is expressed as 

S = lim [It (I) e-iH(t-s)U (s) (11.31-++00 a, a3' 

10 



TIlus, the asymptotic dynamics in QEIJ3 in the infrared region is gOI'cmed by an evolution 
operator which contains an infrared phase factor and a factored coutribution of the asymptotic 
electromagnetic field. This leads to definition (11.36) for the S operator, which differs from the 
Dyson S-matrix (1I.4) by the replacement 

e-;Hot ~  (10' (I), (11.37) 

since the illfiuite rauge of the Coulomh potential destroys the hehavior of free dynamics in 
. asymptotic regions. According to Faddeev aud I\ulish, the new S operator maps spaces of 

coherent st.ates of the electromagnetic field, instead of Fock spaces of iuitial and final states of 
frf'e particles into one another. One Illay olso emhed the asymptotic dynamics in the S operator 
by performing an ~rbitrary splitting of the interaction hamiltoniau into H,+ I1 h , where H, carries 
the contribution of the soft photous [28]. 

In spite of the conceptnal relevance and elegance of the present approach, there remains 
the long-standing prohlem of turning the Faddeev-I\ulish formalism iulo a algorithm for the 
effective computatiou of infrored-divergence free cross-sections. 

III. General Discussion of the Regularization 

Ambiguity 
I 
I 

Gauge theories in (2+ I)-dirnensional space-time [1], Illay exhibit inconsistencies at one loop, 
due to the choice of the n>gnlarizat ion method to evaluate ultraviolet divergent amplitudes such 
as the photon self-energy in spinoI' QED. In the latter, if we use analytic [j,')J or dimensional [18] 
regularization, thl' photon is indnced a topological mass, in contrast witlt the resllit obtained 
through tlte Pallli- Villars-Hayski rep;nlarization, where the pltotOli remaillS massless when we 
remove the regulators. Recently, alternative treatments have been given to the subject and, 
hy using dispersion f(·lations [29], it was shown th:-lt the photon ind"ed dynamically acqnires a 
topological mass. 

In order to get a new insight, let liS reexamine the ordinary PVR prescription and analyse 
the conditions that must he imposed on the masses and coupling constants of the auxiliary fields 
such that a rep;ularized closed fermion loop in '2+ 1 dimensions is rendered finite. Consider the 
integral mrresponding to a f<'rlllion loop contailling n vertices with n external photon lines 
atached, with 1I101l1e1ita ki (i= 1,2.... ,n). This intep;ral is proportional to 

j d3 Trb~l(m + ph",(m + P+ ~I )"'IIIn(m +P+ + ~n-dJ (HI.! )
P (m2 - p2 + i()[m2 - (p + kd2 + ifJ... [m2 - (p + + k"_1)2 + if) 

so, for large p, its integrand behaves like p-' whereas for n < 4 the integral diverges as 

foo p2 dp ~ foo :!L . 
10 p' 10 p.-2 

The integrand I in equation (III.!) behaves like 
kI ~ L m a-ln+kj(P) , (111.2) 

k 

II 

where 
O-(n+k/(P) ~  p-ln+kj (1JI.3) 

Therefore, in making the substitution 

", 
L(m) ~  LCiI(M,) , 

where nJ is the number of anxiliary fermion fields, we must impose in the vacuulTl polarization 
case (n = 2) the constraints 

'" 
LC'=O, (IlIA) 

"' LI',Af; =0, (IlL5 ) 

in order to get rid of the linear and logarithmic divergences, respectively. 
Having settled down the basis for the Pauli-Villars-Rayski regularization method, we calcu­

late the vacuum polarization tensor in spinoI' QED3 . In the standard notation, the regularized 
expression for the vacnnlll polarization tensor reads 

. 2 ", j P(M;) 
(II 1.6)JJ~~(k)=  (;:j3~C;  d3p(M/_PI2j(Mj2_P22) 

where 
co=1 , IIlo =m , IIl,=mAj(i=I, ... ,nJ) (111.7) 

and 
P(Mi ) = Trb,,(PI+ Millv(P2+ Min· (JJJ.8 ) 

We dlou,e hoth the electron mass illId that of the auxiliary field M, to be positive '1ualltities; 
the coefficients A; ultimately go to illfinity to recover the original theory. Using the F'eynman 
parametrization 

~__1_~_-:- = f' d ( 1 . ?, (III.9)
(M/_pJ2)(A/;2_P22) 10 [M i 

2-PI 2 -(P22 -P,2)(! 

W(' ohta.ill 

lI M(k) _ ( k~k" )nM(k2)' kQ II M (k2 ) (IIJ.1O)~II  - 9,w·- y I + t1nf"wCl '2 , 

where 

nf I j d3p I.
f1~'W)  - 4ie 

2
k 

2 Lc,fo d(W-O (27r)3(Q 2_ 
p2 )" 

(111.11) 
t==O j 

2' 2 "' fl j d3P I
n~(k2)  - -~LCjM;10 d( (271f • (Il1.l2) 

m t=O 
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wilh 
Q; == M,l - ~  ( r - oe . (III.!:1) 

'1'1)(, vaCllll1I\ polarization tClisor results to bc transversal as expected by gauge invariance. 
From 'he sllhsidiary conditions (lIlA) and (IlT.5), we realize that the number of regulators 
Illust he at least. two, ot.hf'rwisf' we can't. get. t.he coefficients Ai caunot become arbitrarily large. 

So, Id liS takf' 
"I = n -� I C2 = -0 , cJ = 0 ; j > 2 , (J1I.14) 

wher(' the parameter cr can aSSlllJW any real value except zero and the unity, so that condition 
(111.1) is salislif'd.Jor lAd. !All ~ 00 , IIfI)(O) = 0, whf'reas 

2ae
11(2)(0) = -(I - s) ,� (1I1.J.'i)

·1 IT 111 

,,== szqll(1 - 0-
1 

) .� (111.16) 

'-(,,' 0 < 0 < 1. which correspond, to., = -1, 1I(21(G) -/ ~:  ::1 this case Ulf' photon acquires a 
topological mass, proport.ional t.o 11(2)(0), coming from proper insertions of the autisymmetric 
scdor of t.he vacuuIII polarization t.ensor in the fr('(' photoll propa.giltor. If wc assume that a is 
out.sidl' this rauge, oS = 1. "I and "2 Ilavf' opposite sigus aIHl 11(2)(0) vilnislll's. We theu conclude 
Ihat this arhilrariness in tI)(' e1lOin' of the paralll('tf'r (> rdlects it.self in diffen'nt values for the 
phOt(~1  lila,s. TIt(, IH'W parallldcr" Illay he idcnt ified with tllf' winding uumher of hOlllot.opically 
Ilontrivial gange trallsforlllal ious aud also app";\\,s in lattice regularization [:JO). 

Now wc must look for t h(' \'aluc of 0 leads t.o the correct photon mass. From eqllation (111.12) 
and Wf' Sf'e that IIP)(k l ) is uIt.ravio"'t finite. We rf'mind that a closed fermion loop must be 
rf'/,!,ulal'iz('d as a whoI<' ([11.7),(111.8) so to pn'se\,\,(' gauF;e invariance. However, having done 
this, we hil"f' a{feckd til<' finite antisymmetric sector of the vaCLlIlIll polarization tensor and, 
cO!lsequf'nt.ly, t.hf' photon mass. The same rea~oning  applies when, using PVR regularization, 
we calculate thf' ilnomalous lIlagnf'tic 1Il0!l1enl of the electron; again, if care is not taken, we 
obi ain an incorrect. physical rf'SlIIt. 

In order t.o solve this problem we should take the value of a which cancels the contribution 
corning fmlll the rf'gulator fields. This OCCllrS for n ", 1/2. Hence 

le
11(1)(0) = ~7l'm  '� (1TI.17) 

in agreement with the other approaches already mentioned. We should remember that PVR 
regLtlarization violates parity symmet.ry in 2+ I dimensions. Nevertheless, for this particular 
rhoicf' of D, this symmetry is restored as the regulator masses gf't larger and larger. The 
result quoted above sugg('sts that the ordinary parity-breaking PVR regularization, if carefully 
implcmenlf'd, does not int.roduce any residual contribution t.o thf' photon t.opological mass. 

1:1 

IV.� General Aspects of The Causal Theory: the Ph 
and Superrenormalizability 

Although the physics of the quantized eledron-positron field in interaction with a e1as 
electromagnetic field is well understood, some mathematical aspects of the theory have not 
established themselves as standard textbook material (an exception is (I II), in spite of t 
fundamental importance. We therefore review briefly one of these aspects, which we n 
this section: the scatt.ering operator S in Pock space for quantum electrodynamics in (2 
dimensional space-time, in an external time-dependent electromagnetic field A. 

We start from the one-part.icle Hamiltonian (11.1) with 

V(t) = e(V(t,x) - a.A(t, x)) . 

The potentials are assumed to vanish for I ----+ ±oo in such a way that the wave operat 
exist, together wit.h a unitary S-matrix (11.3). The second-quantized free Dirac field is gi 
011 rock space hy 

~'(n  = b(P~J) +d(P~J)t .� (IV 

Here P~  are th!" projection operators on the posit.ive and negative spectral subspaces of 
one-part.icle free Dirac Hamiltonian Ho, respectively. 

The second quantized S-matrix in Fock space is now defined by 

1/,(stf) = S-l1/J(f)S ,� (IV., 

~,(stJ)t  = S-I1/'(f)tS, Vf E H J ,� (IV. 

if it exists, where HI denotes the one-particle Hilbert space. We have taken the adjoint st 
t.he test fund ions since 1/)(/) is antilinear in f. It follows from the above definitions that S 
unit.ary and uniquely determined up to a phase. However, this phase A[A] is physical becau 
it depends on the external potential A~(x).  As we shall see this phase will he fixed by tl 
requirement of causality of S. 

The S-matrix S in Fock space exists, if and only if PtSP_ is a Hilbert-Schmidt operate 
In this case it is given by 

S = C eS+_S::~ld'  : e(S~+'-I)~'~  :: e(l-S::ldd1 : e S:: S_+ db , (IV. 

where: : denotes Wick ordering, 

S,) = PiSPj , i,j = +,-� (IV. 

and 
/el2 =det(I - S+_S~t)  . (IV. 

The first factor in (IV.5) describes electron-positron pair creation, the second one eledr< 
scattering, the third one positron scattering and the last. one pair annihilation. 
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III the one-particle theory thp ('ondition that a change in the interaction law in any space­
time region can influence the evolution of the system only at subsequent times can be translated 
into the factorization of the S-matrix [31] 

"[ I) ~'~' " d'l "[ • ] ,~., = '-2' I , S) = S .'1) , (lV.8) 

wllere we have written the ell"dromagnetic potplitial as 

A"(x) = Aj(:r) + Ai(.r) , (lV.9) 

which is the SUIll of two parts with disjoint supports in tilllP 

supp Aj C (-00, t·] , supp ..1 2 C [r, +(0) . (IV. 10) 

A similar factorization should hold for the S-opl"rator S in Fock space, 

(O,SU) = (fl,S2SIf!). (IV.! I) 

We call (IV. II ) global causality condition for the Fock space S,operator in contrast to the 
differential condition 

,_d~  (0 Sf "S ) (IV,12)M"(y) , "Av(r)n = 0, for Xo < yO . 

Wf' mentioned t.hat the S-matrix in F()('k space call be Ilniqurly detf'rmined up to a phase, 

s = ci"S , (lV.13) 

where S is unitary, and given by expression (lV.,5). Inserting (lV,13) into (lV.12) we obtain 

-"-(sn ~!!)=
"A"(y) 'GA.,(r) 

i ,,2<p + _0~  (SU, ~f!) (lV.l4)
OA"(y)Mv(x) dA"(y) oAv{:r) 

It can be shown from the unitarity of 51 that the last. term in (IV.14) is purely imaginary. 
Consequently, the real part of the cansality condition (IV.12) is automat.ically satisfied while 
for the imaginary part we may choose '1' conveniently such that (IV.12) holds. 

We now turn to the determination of tl)(' causal phose in lowe"! ordpl' of perturbation theory. 
From (lV.5) we have 

51!! = C(n+ l.JS'+-),,,nb;,,d~f!  + ... ), (IV .15) 

where we have put 5::~  equal to the unity in lowest order. Taking the functional derivative of 
(IV.15) with respect to Av(x) and keeping only terms of order O( A) in the resulting expression, 
we arrive at 

- oS ) . 2 (t 05+_)
(Sf!, oAv(,r) n = Ie :JmTr S_+ JAv(l') (IV.16) 

In lowest ordt>r we way set (:2 = I. 
The lo,al causa.lity condition (IV.l2) togf'ther with expres,ion" (IV.H) and (IV.J6) yield 

'( ) d~ J2'P 'J _0~  T (( c; )t "S+_ ) _ (IV J7)f x, y - dAp(y)oAv(:r) + m JA~(y) r +- "Av(:r) - 0C 

for XO < yo. 
Next we calculate the second term in (IV.17). III lowest ord..r of perturbation theory, we 

have 
s~2  = -i(271')-lr\(phoe,~(p+q)P_(-q).  (lV.18) 

llsing the following I'<,presenta.tion (1.2) for the Dira, matrices, we obtain from (lV.18) 

_0_ c; t 05+_ _
Tr,U"(y)(c+-) Mv(x)­

e2( 21rf5! d2P! ,[2qei(Ph)(x-Y )tr[P_(-q)-/1"P+(pho')'vP_(-q)] 

= __1- rd3keiklx-YlpJ'"(k) (IV.!9)
(271')2 . ' 

P~V(k)  is related to the tensor of pair creation in (2+1) dimensions. 
Since the symmetric and the antisyrnmetric parts of P"V(k) are, respectively, real and 

imaginary, WI' can write 

d2'P 
F(x, y) = J,I~(y)oA,.(x)-j-

- _'_2 [[ IN sin k(r - y)PS"(k) - i [ d3 k cosk(x - y)P:l"(kJ] (lV.20)
(271' J 1ko>0 100>0 

In order to write the last term in (lV.20) as a complf'x Fourier transform we must continue 
risV(k) and i"~"(k)  autisYlllllH'trkally to ~·o  < 0 

2F(x y) = 0 '1' __l_!.! d3ke-,0(x-v)[d"V(k) _ dPV(k)] (IV .21) 
, oAp(y)oAv(.l') (21r)22 SA' 

where 

d~"(k)  = W'/,-" - k2g"V)8W) , (IV.22) 

d~V(kJ  = imc"V"k"n(2)(k 2
) . (IV.23) 

and 
2 

8(k2 ) = ~ k2 +4m 0(k2 _ 4m2 )sgn(ko) (IV.24)
2( 41r )2 k2 "ffi , 

n(2)(k 2 ) = ~8(P _ 4m 2)sgn(kol . (IV.25)
2(21r)2 .,jk2 
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According 10 a theorem by Tilrhmarsh, the Fonrier transform of a cansal function vanishing 
for XU - yO = I < D satisfies it dispersion relation. Since d~"(k)  and d'A"(k) are real and purely 
imaginary. resped ive!y, t hey cannot be the Fourier transform of a causal function. The lacking 
illlagiJlary part of d'S"(k) alld tllf' larking real part of d~"(k)  must de supplied by the first term 
containing th" phase :p[.I]. 

P<.p 1 i 
8A,,(y)JA,.(.T) = - (271")22 Jd3ke-ik(x-Y)[iq~"(k)  - q~"(k)l  , (IV.26) 

\\'11<'1''' 

q~'(k)  = !..p fh dl!'s"(kl) 
IT .!-Y 12(1-1) 

2 

= c::(~.,,~." _ /;2 g,n') [_1_ (I + 41/.1 ) I (1 -~) -1111J (IV.27)
IT • v12i k' og J +J¥? + Tl sgn(ko), 

<lllfl 

I -id""(kl)/+X
'1'.;"(k) = --P ill A

71" . _."X. 1(1 -I) 

ko = _~/II['''''' log (I -~) sgn(ko) , (IV.28)
71" Jp 1+ 4m' 

k' 

wit I, " == -/'([2(-171" 12l and (1 == -1'2([2(271" )2]. In tlte above dispersion relations, P denotl's the 
principal·valne of the rl'speclive intf'gral. 

'1'1)(' causal phasf' is obtained Ily two int.egrations 

2 
1 J :l r 3 8 <.p 4'PI· I] = 2" d.r. d 1I tI.l,,(y)tlA,.(.r)'1,,(y)A,.(J') + OrA ) 

= ~ Jd3 k (( k~:"  - g'''') n~l)(k)+ imc'WOkon\2l(k)] A,,(k);l:(k) . (IV.29) 

wllf'rf' 

n\l)(k) = ;- [Jk2 (1 + 4~2) log (~ : ~) +4m] sgn(ko) , (IV.3D) 

{3 (I ­ ,fi!-)II\2)U') = - Ii? log ~  sgll(ko), (IV,31) 
rrvk 2 1 + ~ 

If we df'rompose the electromagnetir fif'lds which appear in the integrand of (IV.29) into the 
resperti"e real and imaginary parts we Sl'e that 'PIA] is indl'ed rl'al. Thf' S-operator in Fock 
space S[AJ is then compll'tely determined. 
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The vacuulll-varuum amplitude is 

(n,sn) == Cei"'(n,cS+_S::~bldtn) == Ce i .,. . (IV 

The absolute s(]uare 
/(n,snw == C2 == 1- P (IV. 

must be equal to one minus the total probability P of pair creation, 

P = -271" f d3 k P""(k)A,,(k)A:(k) , (IV. 

sinre the external field can rhange the vacuum state only into pair statl's. 
The resulting expressioll for the vacuulJl-vacuum amplitude reads 

(n,sf1)= exp{iif ~k  ((k:;" _g'W) Il(I)(k2)+imc""Okon(2)W)] 

x A,Ak)A:(k)} , (IV. 

where 

lI(1)W) == lI\I)W) - iII~llW) ,� 

1I12l(k2 ) =1l\2)W) _ ilI~2)(k2)  , (IV.3� 

and 

n~I)(k2)  = aVk2 (I + 4~2) 8(k2 _ 4m2 ) , (IV.31 

2
n(2)(k 2 ) = {38(k2 -4m ) . (IV.3l

2 .jk2 

For k2 < 4m2 t.he expression between square-brackets in (IV.35) coincides up to a mult 
pHrative factor with the complex conjugate of the two-point function that corresponds to tl 
vacuum polarization tensor. The vacuum-vacuum amplitude is ultraviolet finite and exhibi 
an additional contribution from the antisymmetric part of the vacuum polarization tensor 
(2+ 1)-diml'lIsional space-time, which emerges from the topological structure of the theory. " 
should like to emphasize that our construction of the phase above is entirely perturbative. 

The program of constructing the S-matrix by means of causality in quantum field theol 
goes back to Stueckelberg and Bogoliubov (see [32]). The S-matrix is completely determim 
by causality ami translation illvariance, supposed the coupling 1'1 is given: 

8(g) = f:~fd'\I'I".d3:r"T{Tl(xd  ... Tl(X")}g(xd ... g(Xn), (IV.3! 
n~O  11, 

where g(x) E S(iRJ) is a C-number test function, assumed to be in the Schwartz space. " 
consider that the limit 9 -+ I exists for the right physically measurable quantities. Howeve 
(lV,39) contains ultraviolet divergences for n > 1, and, consequently, must be renormalized. 
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In t.he early 70's, Epstein and Glaser [10] proposed an axiomatic construrt where ultraviolet 
divergpnces do not appear. leading directly to the renormalized p,.rturbation series. They have 
shown that in the callsal theory 110 trV prohlPllI arises if the causal distributions ar,. correctly 
split (distribution splitting) [10]. 

In the causal th,.ory the S-matrix is viewed as an operator-valued distribution and has the 
following form 

8(g) =� 1+ f ~ / (P:r, ... d'l:r" 1;.(xl'" x,,)g(xd ....q(.r .. ) . (IV.10) 
n=O n. 

Th,. n-point operator-valued distributions Tn are the basic objects of the theory. They 
can be constructed inductively from 1') through a number of physical rpquirements, th,. most 
essential one being causality. Let the opcntt,or-vailled distributions T" b,. defined by 

8(gf I = I + f ~ / ({l.l'l ... (e,r" 1;,(J'1 ... ;r.. )g(.I'.). , ·9(·1',,) . (IVAI) 
n=O 11. 

Then one defines, fOl" arbitrary spts of points X, }' ill the (2+ 1)-dilllellsional Minkowski spac,., 
the following distributiolls 

A~(;rl" ·:rn ) = :L1;"(Xrt:.-,,,(F,x,,) ,� (IV,42) 
p. 

R:,(,I'I .. ..1' .. ) = LT,-n,O',J·,.l'i'",(X) .� (lV,43) 
1'1 

where the SUIIlS rlln over all partitions 

P2: {.r ..... , .f ..-d = Xu Y, X l' 0 

into disjoint snhsl'ts with IXI = 111, WI <::; 11 - 2. We also introducp 

U,,(;I'I ... x .. ) = It - A~.	 (IV.44)n 

If the sums are extended over all partitions 11, includiug the empty set X = 0, w,. obtain the 
distributions 

An (l', ... x,,) = A~ +Tn (1'1 :1',,) , (IV,45) 

/In(.1'1 .. , xn ) = ll~ + 7~(;1'1 ;r,,) (IV,46) 

These distributions are not known by the induction assuTllption becaus,. they contain the un­
known Tn. Only the differellce 

D" = R~ - A~ = Rn - An� (IV,4?) 

is known. We can df'termine Rn or An separately by investigating the support properties of 
the various distributions. It turns out that Rn is a retarded and An an advanced distribution. 
Hence by causal distribution splitting of (IV.47) one gets Rn (and An), and Tn th,.n folows from 
(IV,45) (or (lV.46)). 
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In QE01 , Dn is of tire form 

D..(;rl ... x,,) = L :n~'(.l·))d~(xl ... :r n ) n~'(1'I) :: nAir",) :, (lV,48) 
k )� I 

where 1/.'( ~~) are frer fermion field operators and A the free radiation field operators. The double 
dots denote the usual normal ordering. In the above expression, d~  are tempered numerical 
distributions, which have callsal snpport. They must be split as follows: 

d~ =1',,(X) - an(I:) ,� (IVA9) 

wllere 1"" and a" have support ill the forward and backward light-cone, resp,.ctively. The 
simplest way of splitting would bf' 

1',,(.1') = \,,(.r)d~ ,� (IV.SO) 

with 
n-J 

\,,(.1') = n0(.1'~ -J'~)'	 (IV ..51) 
j=1 

This would I(~ad to the usual UV divergent expression (IV.39). Since d~  arc distributions they 
can!lot, in gf~'I('ral, be multiplied by discontinuous functions. 

The causal splitting can directly he done ill momentum space hy means of the following 
dispersion formula 

.� i /+00 d(/p) 
(IV ..52)1'(1') = 211" <it (/ _ iO)"'+'(l - / + iO) .-D<' 

where w is the order of singularity of (1. This last expression is called the symmetric splitting 
solution. We refer to [l1J for further details on the splitting mechanism. In particular, the 
tht'Ory of quasi-asymptotics [:l2] has been used in [11] to simplify the analysis of distribution 
splitting given in [IOJ. 

The singular order of a gl'nf'ric graph in QED3 is given by� 

1 I� 
w = :3 -� f - 2b - 211 , (IV..S;}) 

where f (b) is the number of external fcrll1ions (hosons), and It the order of perturbation theory. 
We see that tire only singular graphs are the vacuum polarization (n = 2, w = J ), the electron 
self-energy (n = 2, w = 0) and the vacuulII polarization in fourth order (n = 4, w = 0). 
Therefore, we conclude that QED in (2+ 1) dimensions is superreno1"malizablr. See [20J for 
further <ktails. 

V.� Results: Dynamical Photon Mass Generation, the 
Self-energy of the Electron and the Vertex 

The first order term 1'1 of QED is given by 

TI(x) = ie: ,y,(xh~1/.'(x):  A,.(x) = -T1(.T)� (V.!) 
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On going frolll 11 = I to 11 = 2 the indlldiv(' met.hod proc('eds by forming 

.1;(.r],.r2) = 7'dxtlTd.r2) == -T.(.rtlTd;c2) , (V.2) 
a; (;1' J, ,1'2) = 7',(.1'2 )7\ (.I'Il = -1\ (·1'2 )7'J (;1' Il ' (V.3) 

and 
J)2(J'!, J'2) = n; - A; == T1(x, )1',(X2) - TI(xz)TI(Tj) (V.4) 

By using Wick's theorem, the 1,('[111 due to vacunm polarization is obtailll~d by two fermionic 
rontradions 

/)~I'(.1'I  ..1'2) = (/''''(;1'],.1'2): A~(,rdA"(;r2):  , (V..5) 

wh,,!''' 
r/''''(,I't,.l'll "= I"'" (.I' t - .1"2) - /""'(,1'2 - ;rtl, (V.G) 

with 
1""'(.1'1 - '/'2) == ,27"·h"S+(.1', - .r2h"S-(;1"2 - ;r.)} (V.7) 

III lItonJ('ntullI space w(' find 120J 

d'H'(!» = (/'t(/.:) +d~"(k)  , (V.8) 

when' 

d~"(1.. ) == (/':"/':" - /,:2 g''")B(k 2 
) , (V.9) 

d~U(/.:) == illl(''''''/.:a B(J.:2) . (V.10) 

In Eqs.(V.g) and (V.lO), B(P) and }1(/.:2) an' distributions sud I that d~"(k)  and d';((k) are of 

order w = 1 "lid w = 0, f{'spectiv('ly. 
From (I V.52) and the explicit form of B( J.:2) we obtain the antisymmetric splitting solution 

"~"(k) == illlt"""k"n(2)(k2) , (V.11) 

wlH'l'e 
z 1- Jk2/4m 2 

H(2)(k 2 )= me log , . (V.12) 
2(27r)VP 1 +Jk 2/4m 2 

The vacuulll polari7.atiou tensor can he writ.t.en in the form 

n~"(k) = (g,." - k~~" )Il(l)(k2 
) + iml~"akaI1(2I(k2) . (V.13) 

From (lV ..52) and the explicit form of 8(k2
) we also obtain the s.vmllJetric splitting solution 

,.~V(k).  Then, in the limit k2 ~ 0 it follows that 

H(JI(O) == () , (V.14) 

amI, from (V.12), 
Ze

1l(2)(O) = 47r1ll . (V.15) 
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The photoll propagator 1lI0dified hy the proper vacnum polarization insertions is given 

-1 k~kv.  kQ n(Z) 
1)~"(k)  == k2 _ n(k2) [g~v  - y - Iml,,",, k2 1- n(l)/pJ , (V. 

with 
2

ll(k2 ) = ll(I)(k2) + m (n(2)(p))2 (V.
1 - n(1)/p 

By (V.16) and (V.l7), we see that the modified propagator have a pole dislocated from 
origin and, thus, we conclude that the photon acquires a "dinamically generated" mass 
order eZ

, ill agreement with the usual procedure from (IV.39), using a gauge invariant analy' 
regularization. 

We now discuss in more detail other second order diagram of QED3 with non-negative 
the electroll self-elwrgy. The corresponding c-nlllnber distribution is 

dry) == -e21~[S(-1(y)D~+)(-y) + S(+)(y)D~+)(y)h~ 

= -e2,~[d_(y) +d+(y)hl' , (V.1I 

where 

d_(y) = S(-)(y)D~+)(-y)
 

d+(y) = S(+)(y)D~+)(y)  . (V.I� 

The Fourier transform of d_ is 

L(p) == _(271')3/2 Jd3qb~-)(p - q)(g +m)b~)(q)  

= (27r)3(h +12 ) , (V.21 

wtH're 
2I. == Jd3q9(qO - pO)8[(p - q)2)ml1( _qO)t5(q2 - m ) (V.2 

and 
2h"= Jd3q9(qO - pO)J[(p - q)2)g9(-l)t5(q2 - m ). (V.2: 

Ta.king time-like ]) in the form p = (Po,O) yields 

2II == m Jd3q O( qO - pO)O( -l)J(p~ - 2Poqo +m 2)J(l- m ) 

= m J~q J(p~ +2PoEq +m 2)9(-Eq - Po) . (V.2: 
q 

It follows from (V.23) that Po < 0 and 

E = m 
2 
+p~  == Jm2 +q2 , (V.2' 

q -2Po 
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so that 
m 

2
- P~ 2 2Iql =--- e m - Po < 0 .� (V.25)2po� 

Therefore,� 

271" 2 2 ['x, Iql 1 (' pr+ 1lI2 )
II = TmO(po -111 )O( -Pu) Jo dlql E 2![lo,n Eq - 2iPoI 

q 

2E ( [12 +m )= 1I"1lI0(p~  - 11I 
2)O(-po) J.oo dE-I In E __0_,_,_ 

m E 2po 2po 

11" 22 m 
= -O(po -111 )0(-1'0) G' (V.26) 

2 yP5 

We may write the integral (V.22) in the form /2 = I~",.  For /I # 0, I~ vanishes by symmetry. 
For Ig we have 

.� 2 o(qO + Eq )
/~ = j (PqqolJ(qO - pO)n(p~ - 2poqo +111) 2E 

q 

2 +m2 pO71" 2 2)0( P)_0 _ =� -1J(po - III -Po 2 2 G' (V.27)
2 Po yPo 

I� 
I� 

ill the same way ahove for II. For generic p, we Illust replace P& by p2 in II and /2 and the 
linear term pOlO in I~,o,  with If given by (V.27), by p. We then obtaill 

, 171" . 1 ( P( m 
2 )1d_(p) = (211")- 21}(/l2 -11I 

2 )O( -Po) vT III + 2" I + pi , (V.28) 

which coincides with the distribution fl(p). The dist.riblltion (/+(p), with support in the ad­
vanced light-COliC, is obta.ined in all analogons mann!'r frolll (V .19), or silllply snbstitutiug O(Po) 
for -O(-Po) in (V.28). 

It follows from (V.18), (V.28) tliat 

d(p) = -e21"[L(p) +d+(p)h~ 

2 
2 371" 2 2 sgn]Jo [ P( m )]=c (271"( "2 0(p - m ) vT 3m -:2 1+ pi (V.29) 

From (V.29) we conclude that the singnlar order of dis w = O. Therefore the symmetric solution 
of the splitting problem is 

• 2 311" i 1~ ill 2
r(p) = e (211"( 2' 211" -00 (I _ iO)O _ t + iO/(tV - m ) 

2 
sgntPo [ tp ( m )] 

x Itl# 3m - '2 1 + t2p2 . (V,30) 

Thus, 
2 

i71'sgnp {[ p( m )] (1 -~)i(p) = e2(271")-4_ r:::'I 
0 

.1m - - 1 + 2"' log ~  
2 V p- 2 p 1 + p2/m 2 

2 2{g2 ( m )} 2 _31T 2 2 sgnpo [ P( m )]+ - 6111-p- +e(271") -B(p -m)-- 3m-- 1+- , (V.31)
111 2 p2 4 H 2 p2 

which, from the tensor structure of I" is tlw general solution. 
The elecl ron self-energy is defined as 

E(p) = -i(21T)2[i'(1J) - i'(11)] 

2 

2 m1{[ p( )] (1-~)  

=� :11" vT :3m -:2 I + p2 log 1 + ~ 

2 2 
22 ( m )} ie 1 [ P( m

2 )J (V.32)+ {g- 6m - p- - _IJ(p2 
- m ) C[ 3m - -2 I + 2"' ' 2m p2 161T vJl- P 

wben p is in tbe advanced light-cone. The logaritbmic on shell singularity is more severe than 
in four dimensions. Anyway, 5(9) given by remains well defined in perturbation tbeol'y even in 
three dimensions, although in this case the adiabatic limit 9 -t 1 is more delicate. 

The prop!'r two-point insertions lead to the corrected second-order propagators. There 
remains another basic insertion in the theory, known as tbe vertex function, which, as the 
electron self-energy, also exhibits a singular behaviour in the infrared region. W<, construct the 
three-point function that corresponds to the vertex function from the retarded and advallced 
distributious 

R;(:rI,:r2,.r~) = L:T(F,.T3)1'(X) 
P, 

0= T2(XI,X3)T1(X2) + 12(x2,x3)T1(xd + T1(X3)12(xl,X2)'---------.�-~ 

R~1 R;2 
.­

1t.J3 
' 

(V.33) 

and 

Afbl,X2,X3) = L:T(X)T(}',;1'3) 
P, 

=Td x2)T2(Xh X3) + TdxdT2(X2,T.l) + T2(XI,X2)T1(X3) .---.....---' . '------"-' 
~  A~ ~  (V.34) 

Each term in (V..33) and (V.:34) corresponds to a certain decomposition of the vertex diagram 
in a vertex part (TI = -Td and a second-order diagram (T2,T2). Tbe last may be a two-point 
function for Moller scattering, 

rJI)(XI,.T2) = -ie2 : ;J.(Xd"'1,b(.r.)ij;(x2h,,1/'(X2): Db(XI - X2) , (V.35) 
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or tl1,l1 for ('OIlipton sfntlering. 

1?)(,I'J, ,1'1) = -ir2 
: J.(.l'd')"'SdJ', - .1':lh"~'(r,l) :: :1,.(a'l ),l v (J'1) : 

= _;(,2, 0(,I'1h"Sd,1'1 - ;I', h"1/'(r.) :: A,.(:I'I )A,,(r1) : (V.36) 

TI1I' ;n\,I'I'S(' t.wo-point functions aI'''' giV(,1l hy 

'i2(J'),Xz) = -12(;1'),.1:2) + 1'd x dT,(X2) + T,(X2)7'\(Xtl . (V.37) 

For t.h" first t.PI'Ill ill (V,11) WI' gpt 

-
17;1:= -1pl(;I'",r1)1'd,1'2) 

= it 2 : \1.(.1', h"S[.'(,I'1 - ,I':J h",':;o(+' (X,l - ,T2)iq'~'(,1'2) : 

x9",l)b+)(J'. - :1'2):\v(,r:d , (V.38) 

stich t.h<lt t.o .r, is assoriated nn outgoing elf'dron, t.o X2 an incoming eledron and to X3 an 
('X 11'1'11 <I 1 phot.on. An<llogonsly. 

17;2 =: _1~2)(:I'2' ,1':,)1'd,I'd 

= _·i,2 : ~;(,I'I h"S(--'(,I', - ;I',h"SdJ'1 - T2)iC")"~'(:1'2) : 

x f)b+'(:1'2 - x, )A,,(:1'3) , (V.39) 

"h" 1<,st 1"1111 in (\',:I:!) call 1)(' Wl'itl."1I as 

17;1 =: 1't (:1'3 )1:J I ,( ,1',. ,1'1) 

= -7'\(:r3)1~1)(J'I' X2) + 7'dx3)7'drI)7't(x2) + 7'.(x3)7'dx2)7'dxd , "'-- _ _..... .f.. .,...."....... ..� 

17; 17;, n;2 (V.40) 

wl,,'1'1' 

I" - (,1. 0(" )'),. I ':;'H( I' ',. )"V" I <,'(+J('r ,,).., .1,(.1' ) , 'I - . f.I • 1� --;-, . I - .:} I -:-. • 3 - " '2 J.£'+ • 2 . 
1 1 

xD[(x\ - x2).-1.,(r3) , (V.4I) 
n;! = (3: 0(,'\ h"8H (:rl - :r3hv S(+'(:l:3 - X2)Y'~'(X2)  : 

X9,,~Db+J(x. - :r2)Av(J'3) , (V.42) 
R;2 = (3 : ;j:(:1'1 h"8(--)(J', - xlhVS(+)(:r3 - X2h"~'(:l:2)  : 

x9,L,f)b+ l(x2 - rtlA,,(:r3) , (V.43) 

Thl' <ldv<lncf'd dist.rillution is oht.<linl'd in <I similar way, 

A;, = -Td,1'2)'1?J(J'" ,1'3) 

20 

e3 : ;j:(Xd')'~SF(XI - x3hVS H (X3 - X2): ..,~t/J(X2): 

xg,,~Db+)(X2 - xtlAv(X3) ,� (V. 

A;2 = -Tl(:rtl1~2'(:r2' X3) 

_e3 : ~(xI)l S(+)(x. - X3)')'vSF(X3 - X1)')'1't/J(X2) : 

xg~"Db+)(x. - x2)Av(X3) . (V. 

The last term in (V,3,1) split into thre", piecl'S 

A;3 = T2(xJ,.l:2)1'd x3) 

= -1'1')(xJ,x2)1',(x3)
'
+ 7'.(X.)7'.(X2)7'\(X3)., + 

, 
1')(x2)1'dxJl1'\(x3).. . ..� .. 

A;� A;2 (V. 
with the following results: 

A', = _e3 : 1-(x.)')"'S(+)(X\ - .T3hVS H (X3 - .T2h~~,(.'r2): 

xf)~'(:r) - T2)A v(.1:3) , (VA' 
A;, = e3 : 1-(xtl1"S(+I(xl - x3hVS H (T3 - J'2h'\I'(3'2) : 

X9'I.\D~+I(;rl - X2)11,,(X3) , (V.4 

A;2 = e3 : 1-(x.)')"'S(+I(XI - x3hVSH (X3 - x2h~lNx2) : 

X9"" f)~+)(X2 - x.)Av(x3) . (V.4 

We may now write the differencf' 

D == R' - A' d!j _e3 : ~(T.)D"(X"X2,X3)t/J(X2):  Av(X3) , (V.5t 

where all the 10 terms which contribute for DV have the same matrix structure. The followi) 

pairs of terms combine: R;I with R;l' R;2 with R;2' -A;) with -A~2  and -A;2 with -A;)" j 

a cOllsequencf' <III the Feynman fermion propagators are converted into retarded and advancl 
propagators, 

In momf'ntunJ spacf' we have 

[Y(p,q) = (27Tr3 JdYldY2DV(xr,x2,x3)eiPtll+iqy, = k - A', (V.5 

where 

y. = Xl - 3'3 , Y2 = X3 - X2 . 

The resulting rf'tard",d and advanced distributions resultalltes are given, respectively, by 

R'(p,q) = (27Tr3/2 Jd3 k kSH(p - khvS(+)(q- kh"D[(k) 
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+')'I',~I-l(p  +Q1",<'''''(q + kh,,[)~+'(k) 

-1"5""(p- kh"SHl(q ­ kh"b~+)(k))  , 

A'(p,q) == -(27rfJ/2 JdJk [-1",~I+}(1' - kh",~H(q  - kh"b~(k)  

(V.52) 

+1"5'/+)(p ­ k)-y"S""(q - k)-y"b~+)(k) 

-1"'';"1'(p +kh",S'(-}(q + kh,.b~+)(k))  (V.53) 

After simplifying the matrix part, 0" can be written as 

01'(1','1) = -3fn"pI +3fd'1"I" + 3I,.1"1"P + :~I""1v  

-fiI""," +4m(l,v +q")I - 6ll/I" - m(jri" + 1"~)I  - m21"I , (V.54) 

wiler, I, I" alld I'IV arc lh" following scalar, vpctor and :.: ;;::ar int.egrals 

I(p, ,,) "2 (271' r 312 J d 
3 

\ {I, k", P"}
(271' ) 

x [-O(+)(k -l')OH(k ­ q)O~(k)  +OH(k ­ p)OI+l(k ­ '1)1):(1.:) 

_OI+I(k _ p)OrPt(/,; _ q)O~-I(k) +OH(k ­ p)O""(k - q)O~+I(k) 

_OU1'(k ­ p)D(-)(k ­ q)IJ~+I(k)  + D'''(k -IJ)O(+)(k ­ q)D~-)(k~)l  (V.55) 

and 

[)I±l(k) == IJ(Hu )S(k2 
- 111 

2 
), 

D""(k) 1__
' == k l - m 2 - ikoO ' 

. I 
Il' (k) == k2 _ m2 + ill ' 

I
Dre 

' = 2" 0 . 
k2 - IJI + z,:o 

(V.56) 

(V.57) 

The quantities with index 0 correspond to m == O. 
We calculate the scalar integral 

I(p, 'I) == 
j 6 

-(')12 L I)
271') )=1 

, (V.58) 

with 

II == 

II == 

I

J 2 21dJklJ(rJO - kO)S[(k- p) - m (k _ '1)2 _ m2 _ iO(kO_ '10) 

x8W)S(/,;2) , 

J J j 8(kO- qo)SI(k-q)l-m l )
dk(k_pF_m2+iO(kO pOI 

x8( -ko)<5(e) , 

(V ..59) 

(V.60) 

Xl = J</1k8(pO - /,;O)S[(k -IJ)2 _m2]8(kU- qO)S[(k - q)2 - TIl 2] 

I 
x-- (V.61)

k2 + iO 
2

I 4 = -Jd3 
k (k )2: 'O(kO 01 8('1° - kO)S[(k - q)l - m J -p -111 -t -p 

xO(ko)S(k2) , (V.62) 

° ° [ 2 IJ IdkO(k -p)S(/,;-p)X, == ~  J J -m (k-q)2_ 2+iO(kO- O)m q
xO( _kn)S(k 2 ) , (V.63) 

r.,=. -Jd'I/,;O(/,;o - pU)S[(k - p)2 - mIJO(qO - kO)S[(k - '1)2 - m2] 

I 
(V.64)x kl +iO . 

Defining 
I(p, 'I) =-(Il + r.,) (V.65) 

alld performing the shift k -+ k + p in the integration variables, we obtain 

1 = la + h , (V.66) 

where 

dJk r 2 2 [2 2]
[,,= (k 2 . O(ko)o(k -IJI )O(-Pn -ku)<5(P+kl -111 , (V.67)J +p) +10 

dJk 
h = - JIk 2 . 8( -ko)fJ(k2 

- m 2 )O( Po + ko)S[(P + k)2 - m2J, (V.68)+ p) + zO 

with 

P=]I-I/. (V.fi9) 

The product of tile first 0 and J futlCtions ill the integrand of (V.57) gives J(ko - Ek)/(2Ek), 
which illlJllieH 

ku = F:k == Jk2 + 711 2 , Po < -kn < -In . (V.70) 

For space-like P then' exists a Lorentz framp with Po == 0, such that la vanishes. Consequently 
P must be time-like. Then, there is a frame with P =0 = p - q (center-of-mass system). The 
last function fJ in (V.67) implies 

2 ,Po I I 
Po = -2Ek Po , Ek = -2 = -2(PO - '10) , ko = -2 Po . (V.71) 

Analogously, in (V.68) we have 

ko = -Ek = -Jk"l +m 2 , Po> -ko > m . (V.72) 

and 
2 Po 1 I 

Po = - 2EkPo, Ek = 2 = 2(PO-qo), ko == -2 Po . (V.73) 
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• Thlls, 

J

Jd2k 1 cS(Ek + Po/2) 
fa = 2E'k (Ek + PO)2 - (k + p)2 + iO 21f'ol 

for - Po - Ek > 0 , (V.74) 

d2k 1 cS( Ek - Po/2)
f:=- n'k(f~'k-PoJ2-(k+p)2+iO 21n/ 

for Po - E'k > 0 . (V.75) 

If WI' LIS!' l~'  = T~'k as illt"l~riltioll \'",i<1I,I(' 

j'<i2k = ll'd<p r'lk! d!kl = t" fCY [0,' dE,
10 10 Jo J m 

the integration in r; can he easily performed dill' to the cS function in (V,74) and (V.7,5). So, 
WI' ohtain 

!' O( p~ - 1m 2 )
I = -sgn (J ,111'01 

:<12
• d'P-- -,=1=== (V.76) 

o poqo - p2 + 111 2 - Jl>J - ,1m 2Ip!{'os<p + iO 

W!' 1'<111 J'('write the <1hove illtcgl'al in a cov<1ri<1nt forlll if we notice that 

I'oqo - p2 = poqo - p,q = p.q 

and 

I/'olipi = 0Po-= qH =VP5q2 + qJ p2 - 2Poqop.q 

= j(POqO - p.q)2 - (pJ - p2)(qJ - q2) = j(p.q)2 - p2q2 . 

In� an arbitrary frarne,� 

2�sgnPo 1" 1f = ---0 /'2 -1m 2 d<.p .
4.;7'2 ( ) 0 (l3+ b3 cos 'P + 10 

= !!.,sgnPolJ(p2 _4m 2 ) 1 , (V.77)
2 Jp2 ja~  - b5 + i030 

where 
2 

I 
03 == pq + IIl , b3 == - JNV1 _ 4m� (V.78)p2 

and 
N == (p.q)2 _ p2q2 . (V.79) 
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Following the same procedure that led to expression (V.77) for T, we can perform t 
calculation of the integrals 

J(p,q) == II +15 (V.81 

and 
[((p,q) == 12+ 14 = -J(q,p) . (V.8 

The evaluation of J can he done in a frame where p = 0, since in this case p must be time-Ii 
in order that the integral not to vanish. Since 

1I'01lql = Jp'Jq2 = /1/'J(q'J - q2) = .j(,P;qo)2 - P5q2 = IN , 
in an arhitrary fr3l11e, 

2sgnPo 2 2 " 1J (p, q) = --IJ(p - 111 ) 
1 d'P-------=--~----,-1# 0� al+blcosip-i(p2_m2_2pq)0 

2 2= !!., sgnPo lJ(p2 _ m2) [1J(p2 - m - 2pq) _ IJ( _p2 + m + 2pq)] , (V.8 
2 jpI /a~  - b~ - ialO /a~ - ~ + ialO 

with 2 2
al == (/ - m 

2- pq (1 - ;2 ) , bl == -IN (1 - ;2 ) (V.8 

Using (V.81) and defining 

2 
02==p2-m2-IHJ(I-:22) , b2 ==-JN(I-:2 ) , (V.8 

we find an expression for f( and, consequently, the scalar integral can be written as 

71' {Sgnpo 2 2 1
l(p, q) = --9-/2 - ITVi IJ(P - 4m ) 02L-. 

2(271')' V /'2 Va~ - b~ + iaaO 

sgnPo lJ(p2 _ m2) [1J(p2 - m
2

- 2pq) _ 9( _p2 + m
2

+ 2Pq )] 

H Ja~ - b~  - ialO Ja~ - bI-+- ialO 

_sgnqolJ(q2_ 2) [1J(q2_ m 2_ 2pq) _ 9(_q2+ m 2+ 2pq)]} . (V.8~ 

R 
m 

/a~ - b~ - ia20 Ja~ -bH ia20 

The algehraic calculation of the vector and tensor integrals is lenghty. Each one can I 
decomposed in terms proportional, respectively, to sgnPo• sgnPo and sgnqo, which in tum II: 

constructed frolll tensor products of the external momenta p and q. 
The vector integral is given by 

P(p,q) = 1~~q) {p~ [pq(q2 _ m2) _ q2(p2 _ m2)] 

+q~ [pq(p2 _ m2) _ p2(q2 _ m2)] 
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" 
(V.S6) and (V.S?). The imaginary pal't.s of tbe fllnctiolls 

211" { sgn Po 2 2 [ 2 2 ] "(1)( ) = 0(1'2 - m - 2pq) O( _1'2 +m 2 + 21'q)+ 9/2 mo O(? -4m) p"(pq-q )+q"(l'q-l') '-' 1', q - - ~-f==~~~~ (V.SS)4(211") N V p2 /a~ - b~ - ia,O Jai - bi + iatO ' 

2 
,,(2)( )= 0(q2_ m 2_2pq) 0(_q2+ m 2+2pq) 

+ 5#0(1'2 _ m 2) [q"p2 _ p"(pq)] - SRO O(q2 - m ) [p"q2 - q"(l'q)]} (V.S6) '-' 1', q - - ~F=~~~!.!- (V.89)
/a~ - b~ - ia20 Ja~ - b~ + ia20 ' 

Fill~lIy,  till' tensor illt('gr~1  is givPII hy E(3)(p,q):= __I (V.90)
Ja~ - b~ + ia30 

I"U(l>,q) = I(~ q) {_q"q" {_* [(q2 _ m2)1'2 - (pq){[? - m2)f� 
are givpn hy� 

0(q2  _ m 2)0(2pq _ 1'2 - m 
2

2 q2 - m 
2 

+ ~(1'2 _ 7H
2)2 } _ (p"q" +q"p")~  {2(p2 _ lJl2)(l _ m 2) ';311/ E(I) = bi _ a2 2 2q - --- _1'2)~ , q - 1/1. 1)2 - m 2 ' 

+ 4~q  [(q2 _ m2)2p2 _ 2(q2 _ m 2)(p2 _ m 2)pq + (1'2 _ m2)2q2J) (V.91) 
2 2 

~mE(2) = Jb _ n (p2 - m 2)0(2pq _ 1'2 - m 2 _ q2 - m 2-1"'1''' {-~  [(1)2 _ 7I/.2)q2 _ (pq)(q" _ m 2)]2 + ~(q2 _ m 2)2} 2220 q2_ m 2q p2_ m 21' ),2'2N 4 

+g''''~ [1'2(l_m 2)2 - 21'q(q2 _m 2)(1'2 - m2) + l(p2 - m 2)2)} (V.92) 
;J1lI 1:(3) '= 0 . (V.93) 

11" {SgnPO 2 {[ 2+ O/,I mo O( p - 4m2
) 1"'1," :Jpq - 2</ + m 

4(211") N 2v p2 and, therefore, the distributions for the scalar, vector and tensor integrals are real. For the 
2 scalar integral we have2(I>q + 111 )(I>q - (2)2J + " "['J ? 2 + 2 - N qq. pq - -1' 11/ 'ZlmI/l'(1',q) = ~mIA,(p,q) 

_ 2(pq + m2~1>q - p2)2J + (1"'q" +1''' q") [pq _ 1'2 _ q2 _ m 2 11" I 

'= 2(211")9/2 J2pq(1'2 _ 1Jl2)(q2 ~ m 2 ) _ p2(q2 _m 2 )2 _ q2(p2 - m 2J2 
. (pq+1ll2)(1'q_ q2)(N- p2)) '" 2 2)}

- 2 N - g' P (pq + 111 2 2 2 2q2_m2 2p2_m2
xO(1' - m2)O(q -1Jl )0(2pq -I' -- - q --)

p2 _ m2 q2 _ 1112 

sgnPo {1'2 [. 2 .+ # 0(1'2 - m 2) q"q"N pq(p' - m ) _,,2(q' - m 2)] 11" 0(1'2 - m 2 0(q2 _ m 2) 

2(211")9(2~~ 

+1"'1''' 2~Y {pq (I - ;22) [:3 p2q2 - (pqf] 0(2pq - p2(q2 _ m2)/(p2 _ m 2) _ q2(p2 _ m 2)/(q2 _ m 2 ) 
X . (V.94) 

" /2pq _,,2(q2 _ m2)/(p2 _ m2) _ q2(p2 _ m 2)/(q2 _ m 2 ) 

_ (q2 _ m 2
) [(pq)2 + p2q2]) + (p"q" + 1'" q") ;~  {2pq(q2 _ m 2

) 

2 If l' and q are the 3-momenta of external electrons, the distribution D"(p, q) in (V.5·1) can 
m } 1'2 [ (m2

) 
2)J} be simplified by anticommuting p to the left and ~  to the right, taking into account that it-(1- -pz) [(pq)2 + p2q2] +g""2 pq I ---pi - (ql- m 

appears between the Dirac spinors u(p) and l/(q). Thus, we can write 

sgnfJo 2 }- R O(l- m ) x {1' B q} . D"(p. q) '= -2m(p" + q")I +6pq"(I +6(1'" + q")-y"II' 

(V.S?) _6,."(1'" +q")I" + .'l)'''II'~  - 6I"" ,.11 (V.95)• 

The distributions R! (A') for the scalar, vector and tensor integrals are obtained replacing The scalar integral I diverges on shell, where only the first divergent term survives for sgnJ10 = 
sgnPo hy -O( -Po) (-0(1'0)), sgnqo by O(qo) (O( -qo)) and sgnPo by -O( - Po) (-O(Po)) in (V.S5), sgnqo, while the vector and tensor integrals remain finite in this limit. The first and third terms 
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, 
iu (\',95) have ordn w = -2 aud tllf' remaiuing have w = -I, betwe('u th(' spinors li(p) and 
lIt q), lIowev('r, th(' last two t('rIUS iu this expression cancel among themselves, 

The retarded distributions retardadas which correspond to each remaining term are obtained 
through a nou-subtracted dispersion relatiou. setting w = -I in (IV.52). The splitting of 
dist ribntion D" must be dOlIf' before taking the limit p2 --+ m 2 , q2 --+ 711 2, in order to circumvent 
the infrar('d divergences just u]('ntioned. With those hipotheses, only four terms contribute t.o 
the rf'tarded dist.ributiou HI' associated to the \'ert.ex function: 

'" _ i sgnPo 4 '''(1)R(p,q) - 2(2rr)~!2  JiYi t;R (p,q), (V.96) 

wlll're 

• I>" + q" jX' O(l2p2 - 4m 2 )
W(I)(p 'I) = --- rll--'--- --­ (V.9i)

• 1/1 -ex, (1 - / + iO) Il2 - II . 
2

1pq!?',(2)(1' 'I) = _ ..,,, j"" dl/ 0(/2 p2 - 4m ) 
(V.98) , 111 2 (1-1+;0)1/2-11-')0 

2ir,n)(p. 'I) = 3m(p" + 'I") j x' "I [t _ sgn (12 _ I)] 0(/2 p2 - 4m ) 
(V.99)

p,/ + /)/2 -x' t2( I - / + /0) 
. j)0 ,O(/2P2 _ 4m2)

WH)(]J, 'I) = -1..," '" [I - sgll(l2 - 1)1 ( , (V.IOO) 
-·x / 1 - / + 10) 

I 

'1'111' illtl'grals (V ,99) and (V, J(0) vanish for /)z < 4m 2 , The salllf' is true for the distribution 
il"', proportional to 8(1)2 - 41/12), In this way t.he Fourier transform of the three-point function 
thai correspouds to t1w ver\('x function, or the second-order current 0pf'rator, st.rictly speaking, 
is gin'n ,,~,  

N'(p.'!) = -i(2rr)'!2[fl"(p,'1) - H'(p,'1)] 

_ 1sgnPo (p" + 'I") [ (I -fl!;) 
"

8m2 fP2]
- - 87l' IJi2 --,,-,- log 1 + fG - pz - 41/1 2V~ 

23sgn Po pq "[ (I - fG) 8m ~2]-----, log + -::::-----::- (V.IOI)87l' JiYi 1/12 I + fP2 p2 - 41/1 2 4111 2v;r;;r 
For 'I --+ P it. follows that 

(p,p ---111.") = 3" ' (V.102)47l'1Il 
Thf'refore, in a two-dimf'nsional spa.ce the vertf'X correction introduces only an electric form 
faclor -1/(17l'1I1). 

VI. Conclusion and Open Problems 

In section 11 we have seen that the asympt.ot.ic bahavior of QED3 is singular in the infrared 
region where an infrared phase fador modifies thp f'volution operator. This singular phase also 

:3.1 

appears in the vacuum-vacnum amplitude constructed in section IV. through the causal phil; 
in the S operator which describes t.he scattering of electrons by an external Coulomb potenti 

A~(k)  = (q/lkl2,o,O) . 

For small k2 only the ('Oefficient. np) of the symmetric part of the vacuum polarization tensl 
contributes: 

(0,50) exp { -irr2~1 Jd3 k~: n\I)(k2)Ao(k)2} 

811'3 J roo dw}
exp { ilT {3 dk

oJo -z; . 

The last expression exhibits a collilwar logarit.hmic divergence in the case of forward scatterin 
Thus, the asymptot.ic particle states in QED3 are ill-defined in the usual S-matrix formalism. 
is an open problem whether a ('Onstruct.ion such as the causal one in reference [33), which Wi 

used to arrive at a regnlarized phase in second-order perturbation theory, yields an infrare' 
divergence free phase. 

In section III we have shown that., when Pauli-Villars-Rayski regularization is carefully if 
plemented in the standard approach to quantum field theory, the photon mass is not zero b, 
depends on a parameter s, which may be ident.ified with the winding number of homotopical 
nontrivial gauge transformations. The only way to avoid dependence of the mass on regula 
izatiou, and thus find a uniquely defined value for t.he mass, is to make a special choice of 
which is related t.o rest.oration of parity as commented in the text. 

Also in the Causal theory an indeterminacy arises: there, the assumption of minimal spli 
ting of the causal distribution related to till' vacuum polarizat.ion tensor fixes the value of tl 
mass, which is the same as in the standard approach for the particular value of s mention. 
above. The assumption of minimal splitting in the causal theory has a stronger physical m 
t.ivation than restoration of parity in the standard t.heory: it likewise fixes the value of tl 
magnetic moment of t.he electron in QED4 • 

As remarked in section I, our proof in section V of dynamical mass generation in the caus 
approach relies on (1.20), with n replaced by the one-loop polarization. In condensed matt 
physics, this is the RPA (random phase approximation) [16). At present the only justificati, 
of this procednre is by t.aking the N --+ 00 limit of QED3 (N) [34]. Improvement of this result 
possible by studying various All8atze which allow a solution of the Schwinger-Dyson equatio 
(see [34] and references given there), The results of various Ansatze have been compared a.J 

numerically test.f'd, and consistency was found, suggesting t.hat dynamical mass generation do 
occur [34], but no rigorous proof exists, such as the one which was given for the Gross-Nev 
model in three space-time dimensions [351. 

Perhaps the most challenging open problem is a conclusive treatment of the nonrelativisl 
limit of the theory ([3],[4]). One possible approach is through the non-perturbative Ansiit 
[34], but several concept.ual problems remain to be solved. 

34 



"� 
References 

[IJ S. Deser, R. Jackiw and S. Templeton, Ann. Phys. 140,372 (1982).� 

[2J R. Acharya and P. Narayana Swamy, Int. J. Mod. Phys. A 9,861 (1994).� 

[3J II. Girotti, M. Gomes, J. L. Lyra, R. S. Mendes, .J. R. Nascimento and A..1. da Silva, Phys.� 
Lelt. B 274.3.')7 (1992). 

[4J II. Girotti, M. Gomes, J. L. Lyra, H. S. Mendl:'s, J. R. Nasciment.o ami A..1. da Silva, Phys. 
Rev. Lett. 69,2623 (1992); Phys. Rev. Lett. 71,203 (1993). 

[5J II. Girotti, M. GOllles and A. J. da Silva, Mod. Phys. Ll:'t.t. A 9, 26Y9 (l!19·j). 

[6J F. P. Devecchi, M. Fll:'ck, H. O. Cirotti. M. Gomes an,] : ...J. da Silva, Ann. Phys. 242, 
275 (1995). 

[7J D. M. Gitman and L V. 'fyutin, Mod. Phys. Lptt. A 11,381 (lfJ!J6). 

[8J D. M. Gitman, A. E. Gon<;alves and I. V. Tyutin, Pseudoclassical supersymmmetrical model 
tor (2+1) Dirac particle, to appear in Thoor. Math. Phys. (1997). See also D. M. Gitman 
and I. V. Tyutin, Int. J. Mod. Phys. A 12,535 (1997). 

[9J J. r..1. Janch and F. Rohrlich, Tile Theory of Photons and EJecl.l'Ons, 2nd. Ed., Springer­
Verlag, Berlin (1976). 

[10J H. Epstein and V. Glaser, Ann. Inst. H.,nri Poincare A 19,211 (1973). 

[IIJ G. Scharf, Finitf' Quantum Electrodynamics - t.he Causal Theory, 2nd. Ed., Springer­
Verlag, Berlin (1995). 

[12J W. Pauli and F. Villars, Rev. Mod. Phys. 21.434 (1949);.1. Rayski, Phys. Rev. 75,1961 
(1949), Evolution of Physical Ideas towards Unification, Ed. Univl:'rsytet JagiellOllski, 
Krakow (1995). 

[13J C. G. Bollini and J. .I. Gialllbiagi, Nuovo Cimento B 12,20 (1972). 

[14J G. t'Hooft and M. Veltman, Nnc\. Phys. B 44, 189 (1972). 

[15J� B. M. Pimentel, A. T. Suzuki and J. L. Tomazelli, lilt. J. r..lod. Phys. A 7, 5:i07 (1992). 

[16J� Philippe A. Martin and Fran~ois  Rothen, Problemes it N-corps et Champs Qnantiques, 
Cours elementaire, Presses I'olytechniqlles el Universitaires Romanrles (1990). 

[17J B. M. Pimentel and J. L. Tomazelli, J. Phys. G 20,845 (1994). 

[18J R. Delbourgo and A. B. Waites, Phys. Lett. B 300,241 (1993). 

35 

[19J� B. M. Pimentel and J. L. Tom azelli, Prog. Theor. Phys. 95,1217 (1996). 

[20]� G. Scharf, W. F. Wreszinski, D. M. Pimentel and J. L. Tomazelli, Ann. Phys. 231, 185 
(1994 ). 

[21J J. L. Boldo, B. M. Pimentel and J. L. Tomazelli, Int. J. Theor. Phys. 36,1591 (1997). 

[22J .I. L. Tomazelli, Causal Pl:'rturbation Theory for QED3 , Ph.D. thesis, 1FT-liN ESP (1996), 
unpublished. 

[23J F. Bloch alld A. Nordsicck, I'hys. Rev. 52,54 (1937). 

(24) T. Murota, Prog. Theor. Phys. 24, 1109 (1960).� 

[25J P. Kulish and 1,. Faddeev, Tmr. Mat. Fiz. 4, 1~3  (1970) [ThcOl" Math. Phys. 4,745� 
(1970)). 

[26J T. W. B. Kibble, Phys. Rev. 173, 1527; 174 1882; 175, 1624 (1968). 

[27J .I. L. Boldo, B. M. Pimentel and J. L. Tomazelli, preprint IFT-015/97. 

[28] J. L. Boldo, B. M. Pimentel and J. L. Tomazelli, in preparation.� 

[29J B. M. Pimentel, A. T. Suzuki and .I. L. TomazeIli, Int. J. Theor. Phys. 33,2199 (1994).� 

[30J A. Coste and M. Liischer, Nul'\. Phys. B 323,631 (1989).� 

[31J N. N. Bogoliubov, A. A. Logunov, I. T. Todorov, Int.roduet.ion to Axiomatic Quantnm� 
Fiell] Theory, W. A. Benjamin, Inc (1975). 

[32J V. S. Vladimirov, Y. N. Drozzinov, B. I. Zavialov, Taubcrian Theorems for Generalized 
FlInrtions, Kluwer Acad. Pub\. (1988). 

[33J G. Scharf and W. F. Wreszinski, NlIovo Cim. 93A, 1 (1986). 

[34J M. Koopmans, Dynamical Mass Generation iu QED3 , Ph.D. thesis, Uuiv. Groningen 
(1990). 

[35J C. de Calau and P. A. Fari~ da Veiga, Phys. Rev. Lett. 66,3233 (1991). 

36 


