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ABSTRACT We prove a generalization of Bismut-It&-Kunita formula to infinite di­
mensIOns and derive an uniqueness result for Wiener space valued processes An 
application to a special clR..'iS of (Bernstein) processes is discussed 

1. INTRODUCTION 

In this paper we will work with the Soboley spaces for Banach space valued 
'Wiener functionals introduced by [PTS]. which are constructed using the operator 
norm for the derivatives instead of the Hilbert-Schmidt norm. The corresponding 
Soboley norms are strictly weaker than the :.lsual Malliayin Sobolev norms. For the 
construction of these weaker Soboley spaces we refer to [PTS]. 

Let (1-1. H. X) be the cla.ssical '\Tiener space, namely X is the space of continuous 
functions J; : [0, 1] ----t IP.. n such that x(O) = O. /-'. the Wiener measure and H the 
corresponding Cameron-Ma.rtin space. Let B be a Banach space and L n (H; B) the 
Banach space of bounded n-linear B-valued operators defined on H with the norm 

IITllop = sup IIT(h 1 •··· .hn)llB. 
hi EH,llh, 11==1 

Let L?(H~ B) be the subspace of finit.e dimensional linear mappings defined on H 
with values in B. and let L?(H; B) be its closure in LItH: B). The spaces L~(H: B) 
are defined recursively using the canonir.al identification. 

Ln(H; B) ~ LItH; Ln-dH; B)). 

Namely, L;'(H: B) = L7(H; L~_l (H; B)). 
In order to define the H-clerivative of a B-va.lueo functional. we consider the set 

H!l (X; B) of the B-valued 'vViener functionals f such that. for each h E H there is 
a functional .fh verifying: 

(i) .h(x) = f(x) 1-1 a.e. in x: 
(ii)� The functiona.l fh (x + th) is strongly 6x!Ba-measurable and there exists a 

L 1 (H: B )-va.lued strongly me,\surable functional D f for which the equalit~· 

1 

Ih(,t + th) = fr.(x) +1Df(x + sh)hds. 



is satisfied for every t E IR and J.1 almost everywhere in x. 

The \Viener functional Df will be called the H-derivative of f and is uniquely 
defined up to a set of measure zero (cf. [KSK], Proposition 3.2]). This defines the 
first H-derivative of elements in WI (X; B). 

The construction of the higher order H~derivatives D J is made by recurrence. 
For that, the following spaces of k-jets are introduced: 

B o := B,� 

Bk:= B x LI(H;B) x··· x LdH;B), k > 0,� 

with the norms. 

Given f E Hil(X; B), the i-jet of f is defined as the B1-valued functional 

)1 (.f) := (f, D f). 

Hence, for any f E H,Tl(X;B) such that )1(f) E WI(X;BI ) one can define the 
second derivative of f and, in a recursive way, the higher order derivatives and the 
sets 

By definition, given f E W'k(X; B), D k f is the Lk(H; B)-valued functional obtained 
by taking the LdH; B) component of )J(jk-I(f)). For a f E Hl k (X; B), we will 
denote )k(f) = (f, D f"" ,Dk1). 

The weaker Sobolev spaces Vl1k(X; B) are defined, for each k, p ~ 1, by: 

which is a Banach space for the norm 

We observe that for each k, p > 1, 

'AlP (X . B) C W'P(X' B)
k' k" 

where Hlf(X; B) are the Soholev spaces introduced in [MVIIJ, provided with the 
norm defined in [MVII] also denote here by II . Ilk,p. 
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2. A BlSMUT-ITO-KuNITA FORMULA IN INFINITE DIMENSIONS 

In this section we generalize the Bismut-It6-Kunita formula [KNT], [BST] for 
our Wiener space framework. This formu~a gives the rule for the composition of 
Wiener functionals and semimartingales with values on the Wiener space. 

On a probability space (fl, F, P) provided with a complete right continuous 
filtration, consider a semimartingale on the Wiener space X of the form: 

where lV is a X-valued Brownian motion and A. E [,4([0, T] x Q; X), B E [,8([0, T] x 
fl; LH.S.(H; H)) are progressively measurable processes. 

y.·/e shall assume the existence, for each t E [0, T], of a function K t : X -7 lR such 
that K as function of t and x E X is square integrable and 

(2.1 )� Ef(Xt ) = [Ef(x)Kt(X)dP,(X), 

for all functionals f for which both sides of the last equality make sense. Assume 
that K a belongs to the [,2(X) space. 

UndE:;r these conditions we derive the following result: 

Theorem 2.1. Let F : [0, T] x X x n -7 X be a Wiener functional such that for 
each x E X F. (x) is a continuous semimartingale of the form: 

(2.2) 

where: 

(i) T¥ is a X-valued Brownian motion; 

(ii)� For 1-1- a.e.:r in X, a(x): [O,T] X 0-7 X, b(x): [O,T] x n -7 LH.S(H;H) 
are progressively measurable processes; 

(iii)� For P - a.e.w, t E [O,T], at(w) E f'Vj(X;X), bt(w) E lVj(X;LH.S.(H;H)) 
and� the integrals� 

T� 

E 1 lib" 11~,p cit 

are� finite jor ~ach :2 ::; p < 00. If 
(iv)� For each t and x, at(x) - x E H,' 

(v)� For each 0 ::; t ::; T, I = 1,2,3, D1at(x) E L?(H; X), p-a.e. m x; 

(vi)� Almost surely Fa E np Wj(X; X) awl Fa E [,2(0; Wj) for every p ?:: 2; 
(vii)� 9 Fa is the form 1+ H a with H a a LH.s.(H; H)-valued functional, Dn Fa(x) c 

['~(H: X) for n = 1,2,3, p-a.e. m x, 
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then F t (Xt ) is a stochastic process with an almost s1lrely continuous version given 
by the following equation: 

FdXd = Fo(Xo) +it (I +bs(Xs )) d~Vs +it as(Xs)ds 

t t 

+1( \7 Fs(Xs), As) ds + 1(\7 Fs(X s), (I + B s) dWs ) 
(2.3) 

+ -lit Tr((I + B s)*\72 Fs(Xs)(I + B s)) ds 
2 0 

t 
+ 1vbs(Xs)(I + B s )d(~V, W) s' 

Remark 2.2. This theorem generalizes the Ito formula shown in [KU] for non ran­
dom vViener functionals F. 

Proof. Let {ed~l be an Hilbertian basis for H. For each n we denote by EVn. the 
conditional expectation on Vn , where Vn is the finite dimensional subspace of H 
generated by {el,' .. ,en}, by IIn : X ---7 IR n the extension to X of the orthogonal 
projection of H -+ IR n, and by II n· the orthogonal projection of the separable 
Hilbert space £H.sJH; H) to IRn x IR n. . 

For simplicity, denote by Fnt , ant, bnt, respectively, the approximations 
IIn(E\,inFd. IIn(Evnad, IIn(EVnbd, t E [0, T]. It follows from (2.2) that 

(2.4) Fnt(x) = Fno(x) + it ans(x) ds + it (I + bns(x)) dliVs. 

Assuming the assumptions (i)-(vi), it follows that, for each t, almost surely Ft 

belongs to all spaces liV:(X; X), p ~ 2. Thus, by [CRZ] and [PTS], we may conclude 
that 

(2.5 ) Fnh ant E nW:(Vn;Vn), bnt E nliV:(Vn; IR n 
X IR n). 

P P 

Furthermore. denoting generically F t or at by ft, t E [0, T], it holds by [CRZ] 
and [PTSj, 

IIIIn (EVn fd II3,p :s 11ft Ih,p,
(2.6) 

IIIIn(Ev71bdI13,p :s II btIl3,p, 'lin E N. t E [0, T], 

and the sequence {IIn(EVn fd}n (resp., {IIn(EV71bd}n) converges to it (resp., bd 

in TtV: (resp., Wi) for all integer p ~ 2. 
Conditions (2.5) and the Sobolev imersion theorem enables us to rewrite each 

function Fnt . ant. bnt, t E [O,T], on the form, respectively: 

Fndx) = fnt(xl,'" ,xn )· 

(2.7) ant(x) = Ont(X'l'''' ,Xn), 

bn t ( X) = ,1" t ( Xl, . .. ,Xn), Xi = (X, ej ) H, x EX, t E [0, T] , 
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for P-almost everywhere C 2 functions on IR n, Int' ant: IR n -t IR n, f3nt : IR n -t 
IR n X JR. n. Consequently. we are in conditions to apply the Bismut-It6-Kunita formula 
([KNT], [BSTJ) to the process (2.4). \Ve obtain: 

1 1 

F,l/(X I ) = Fno(Xo) +1(I + b7'~(X~)) dW~ +1an~(X~) ds 

t rt 
+ 1(V'Fll~(X~),A~)d.5 + }o (\7Fns(X~),(I + Bs)dlV~) 

(2.8) 

+ ~ Jt Tr((I + B s )*\72 Fns(X~)(l + B s)) ds 
2 0 

+ it 'VbTls(Xs)(I + E s) d(vV, W) s' 

Hence. from (2.8), we can deduce, 
(2.9) 

( E[ sup 11}'nt(Xtl- Frnl(.X"t)II~])4 
O~t~T 

:::; k{ (EIIFno(Xo) _ Frno(Xo)II~) 4 

+ ( E[O~~~T II l' (bn,(X,) - bm,(X,)) dW{])• 
+ (E [O~~l;T II l' (an,(X,) - am,IX,)) d{]) , 
+ (E [O~~~'T II l' ('VFn,(X,) - VPm,(X,) A,) dsll'])• 

1 2
+ ( E [O~~~T 111 (\7 Fns(Xs) - V Fm~(.Xs), dH/s) 11 ]}1 

+ ( {~~;T II tvFn,(X,) - '7 F;",(X,), B, dW, 111']), 
2+ ;, ( E [O~~;T II l' Tr[(l + B, )'(V F" ,(X.) - v'Fm,(X, ))(1 + B,)I dsll']), 

+ ( E [O~l~~T lilt (Vbn~(Xs) - VbrnsU(~))(I + Eo) d(Hl, ltV) 811 

2

])-' 

where k is a positive constant. 

Next, we will estimate the norms envol"pd in the right hand "ide of the inequality 
(2.9). For example. considering the first, the second and the penultimate terms of 



the right hand side of (2.9) we have. respectively, 

E[O~~~T III (bn,(X,) - bm.(X,)) dW{] 

T 

:; 4E r IlbntlXtl - bmdXtlll~ (H-H)dtio H 5 ,� 

T� 

= 4 r rEllbndx) - bmdx)ll~ (H'H)I<tlx)dj..l(xldtio ix II 5 , 

<: 4 (IT i Ellbn ,( x) - bm ,( x) II ~H s (H,Hl dj'(x) dt) 1/2 

T ) 1/2.(1 Ix (Kdx))2 dj..l(x)dt� 

:; c' (iT Ellbnt - bmt 11~8(X;CllS (H;H))dt) 1/4� 
<: ell (1TEll bn, - bm, 11:'-:(X, Cu.s (H,H))dt ) II' (ell independent of nand m). 

by the Doob and Holder inequalities; and 

E [O~~~T lilt Tr[(/ + B s)*(\12 Fns(Xs ) - \12 Fms(Xs))(l + B s )] ds112] 

4 
:; 4TE iT (11B t 11 + 411Btl12 + 1)11\12Fnt (Xtl- \72FmtiXtl112 dt 

2
:; 4T iT E/I\72 Fnt(Xtl - \12 Fmt (Xtll1 dt 

T 4 ) 1/2 
+ 4T 1 EII\72Fnt(Xtl - \12 Fmt (Xdl1 dt . 

{(E 
( 

[IIBtll' dt),/2 +4(E[IIBtll' dt r}
2

:; 4T iT [EII\12 Fndx) - \72 Fmt (x)11 Kdx) dj..l(x) dt 

T ) 1/2 
+ elL EII\1 2 Fndx) - \12 Fmt (x)11 4 

Kdx) dj..l(x) dt( 
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T 1/2 
4~ c'{ (1 i EII\72Fnt (x) - \72Fm dX )11 dp(X)dt) 

+ (foT i EliV" Fnt(x) - V" Fmt(x)II' dl'(x) dt) II'} 

(cIl<; cIlI (foT EIIFnt - Fmtll:V:(x;x)dtr/' I independent of n and m), 

applying the Holder inequality. 
The remaining terms of (2.9) can be estimated analogously. Thus we conclude 

from (2.9). that 
(2.10) 

( E [ sup IIFnt(Xd _ Fm t(Xdll5c]) 4 
O<t<T 

~ c{ E iT Ilant - amt 11~:(x:X)dt + E iT Ilbnt - bmt 11~:(X;.cHS(H;H»dt 

+ E iT IIFnt - Fmtll~:(x;x)dt + EIIFno - Fmoll~v:(x;X)}' 
for a positive real number c independent of nand m. 

Since Fnt (= rrn(E\'n Ft )) converges to Ft in W:(X; X), t E [0, T], and by (2.6) 
it holds 

Ilrrn(EVn Ft) - Ftll: 8 ~ cllrrn(EVn Fdll: 8 + cliFt II: 8 ~ 2cliFt II: 8' Vn E N, 
, '" 

for a positive constant c, with 

we may conclude by the Lebesgue dominated convergence theorem that 

lim E fT /lFnt - Ftll~8(X_X)dt = O. 
n~oo io 3 I 

Therefore, Fn , n E N, is a Cauchy sequence in L 8 (n x [0, T]; HI: (X; X)), i.e, 

(2.11) lim E fT II Fnt - Fmt II~8(x.x)dt = o.
n"n~oo io 3 ' 

Analogously, we derive the following equalities: 

lim E fT Ilant - amtll~8(X'X)dt = 0,
n,m~oo J ,3o 

(2.12) 
n ~::;oo E [T II bnt - bmtll~:(X;CHS(H;H»dt = 0, 

, .- 0 

lim EJJFno - Fmoll~8(X'X) = O.
n,m-1-1')() 3, 1 
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Thus, by (2.10), (2.11) and (2.12) we obtain 

which implies the existence of a subsequence of Fn (still denoted by Fn ), such that 

these means, by Cauchy criteria, almost everywhere the sequence Fnt(Xt ), n E N, 
converges uniformly in the interval [0, TJ. 

Finally, since X is a stochastic process with continuous sample paths and Fnt is a 
continuous semimartingale - (2.4) - which admits a representation as.a C 2 function 
(as we observed on (2.7)), it follows that the application t M Fnt(Xd is continuous, 
which enables us to conclude (by the uniform convergence) the continuity almost 
everywhere of the application t M Ft(Xt ). I 

Remark 2.3. The estimates we obtained for each term of the right hand side of (2.9) 
also enable us to conclude that each term of (2.9) converges uniformly on [0, T] to 
the correspondent term of the right hand side of (2.3). 

3. AN UNIQUENESS RESULT 

We shall use the theorem obtai.ned in last section to derive an uniqueness result 
for solutions of Wiener space valued stochastic differential equations. 

Given a : [0, T] x X -+ X, b : [0, T] x X -+ LH.S.(H; H) such that, for each 
t E [0, T], 

(3.1 ) at E nWf(X; X), bt E nW!(XiLH.S.(H;H)), 
p p 

and, for every 2 ::; p < 00, the integrals 

(3.2) 

are finite, consider the following stochastic differential equation 

(3.3) 

We assume that, p-a. e. x E X, exists a weak solution, 

(3.4) ((X1 t ( x), W), (n, F, P), {Fl }) , 

of (3.3) for the initial condition X(O) = x. We also assume the existence, for each 
t E [0, T], of a function K lt : X -+ lR such that 

(3.5) 
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and 

(3.6)� LEf(Xlt(x)) dp(x) = i f(x)Klt(x) dp(x), 

for all functionals f for which both sides of (3.6) make sense. With respect to (3.4) 
we also shall assume 

The existence� of two subsets of X, C and D, 

(3.7)� of Wiener measure zero, such that 

P q.s. w, C :1 x I---t Xlt(x) E D is a bijection, for each t E [0, T]. 

vVe remark� that this assumption enables us to think 'about the inverse stochastic 
process X;/ (x). About this one assumes . 

(3.8) 
X;; 1 ( x) is a diffusion process, say 

dX;;l(X) = A(t,x)dt+B(t,x)dWt ; 

with, 

At E np vVf(X; X) P a.e., and 

(3.9) 
E lTIIAtll~,p dt < 00 for every 2 :::; p < 00; 

(3.10)� Vt E [0, T] , n = 1,2,3, D n At E L~(H; X); 

B is the form B = I + B' wi th 

B~ E np Wf(Xj£H.8.(H;H))Pa.e., and
(3.11) 

E iT IIB~II~,p	 dt < 00 for every 2 :::; p < 00; 

For each t, \7Xl~l is the form I + L" with 
(3.12) 

L t a LH.8.(H; H) - valued functional; 

For each t, exists a real function K t square integrable on [0, T] x X such that 

(3.13)� [Ef(X;/(X))dp(x) = i j(x)Kt(x)dp(x), 

for every functional f for which this equality make sense. 
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Proposition 3.1. Under the conditions (3.1)-(3.2), (3.5)-(3.13), p-a.e. x E X, 

((X;/(x), W),(n,F,p),{.r"l}) 

is the unique weak solution of the stochastic differential equation 

dYt(x) = - (\7Yt(x), a(t, x)) dt + (\7Yt(x), \7b(t, x)(I + b(t, x))) dt 
1

(3.14)� + "2Tr((I + b)*(t, x)\72 yt(x)(I + b)(t, x)) dt 

- (\7yt(x), (I + b)(t, x) dWd, 

for the initial condition Y(O)(x) = x. 

Proof. p-almost every x E X, let ((Zt(x), W),(n,F,p),{Fl}), be a,weak solution 
of (3.14) for the initial condition Y(O)(x) = x. As usually, we denote this solution 
briefly by Zt(x). 

Suppose Zt( x) satisfy all the hypothesis of the theorem 2.1 with the condition 
(2.1) replaced by (3.6). Thus, by application of the theorem 2.1 we get 

d(Zt(Xlt(x))) = - (\7Zt(XIt (x)),a(t,Xlt (x)))dt 

+ (\7Zt(XIt (x) ), \7b(t, X It (x) )(I + b) (t, X It (x) )) dt 

+ ~Tr((I + b)*(t,XIt (x))\7 2 Zt(XIt(x))(I + b)(t,XIt(x))) dt 

- (\7 Zt(Xl t(X ) ), (I + b) (t, Xl t(X ) ) dWt ) 

+ (\7Zt(Xlt (x)),a(t,Xlt (x)))dt 

+ (\7 Z t (XIt ( X ) ), (I + b) (t, X It ( x) ) dWd 

+ ~Tr((I + b)*(t,Xlt (x))\7 2 Zt(Xlt(x))(I + b)(t,Xlt(x))) dt 

- Tr( (I + b)* (t, Xlt (x ))\7 2 Zt(Xlt (x ))(I + b)(t, XIt (x))) dt 

- (\7Zt(X lt (x)), \7b(t,Xlt (x))(I + b)(t,Xlt(x)))dt 

= 0, p a.e. x; 

which enables us to� conclude 

(3.15)� "It E [0, T], p a.e. x, Zt 0 Xlt(x) = x, a.e. P, 

since Zo(XlO(x)) = x, p a.e. x E X. Hence, given the existence of the inverse 
process X;;l(x), it follows from (3.15) 

"It E [0, T], pa.e. x, Zt(x) = X1-;1(X), a.e. P. 

Summarizing what we have been proved we conclude p a.e. x in X there exists at 
most one weak solution of (3.14) for the initial condition Y(O)(x) = x. Furthermore, 
if such solution exists, then necessarilly it will be ((X;;l(x), W),(n,F,p),{Fl}). 
Thus, it remains to prove that X~l(x) satisfy the equation (3.14) to complete this 
proof. 

10 



Applying once more the theorem 2.1 we will get 

0= d(X;;1 (Xlt (.7:)))� 

= A(t, Xlt(x)) dt + B(t, X 1t (.'r)) dWt� 

+ ('V X;; 1 (X1t ( :r ) ), (I + b) (t, Xl t ( X )) d~Vt )� 

+ ('VX;;1(X1t (X)), a(t, X 1t (X))) dt 

+ ~ Tr( (1 + b)* (t, Xlt(x) )'V2 X 1-;} (X1t (x))(1 + b)( t, Xu (x))) dt 

+ ('V B (t, X} t ( X))(I + b) (t, Xl t ( X))) dt, 

which enables us to conclude, by the nullity of the codncients drift and dispersion 
of the stochastic differential equation on the right hand side of the a;bove sequence 
of equali ties, 

A(t,x) = - ('VX}-;l(x),a(t,x)) + ('VX1-;1(x), 'Vb(t,x)(I + b(t,x))) 

1+ "2Tr((I + b)*(t,x)'V2 X 1/(x)(I + b)(t,x)) 

B(t,x)(h) = -('VXl~l(X),(I +b)(t,x)(h)), hE H, 

i. e., X~} (x) is a solution of the equation (3.14). I 

With this result we can now prove the following uniqueness result. 

Theorem 3.2. Given a, b satisfying (3.1)-(3.2)} consider the stochastic differential 
equation 

(3.16) dXt = a(t, Xd dt + (I + b)(t, Xd dltVt . 

For almost every x E X, let ((Xlt(x), ltV), (0" F, P), {Fl}) be a wea.1c solution of the 
equation (3.16) for the initial condition X(O) = x on the conditions (3.5)-(3.13). 
lfp a.t. xEX, ((X2t (x), liV), (n,F,p),{Fl}) is another solution of the equation 
(3.16) for the same initial condition such that for each t E [0, T] there exists a 
function J{2t : X ---t JR square integrable on [0, T] x X in such a way that 

for all functionals f for which both sides of this equality make sense, thEn 

P[Xlt(;r) = X 2t (x), "It E [O,T]] = 1, 

l.e., the pathwise 1I,niq'ueness holds for the equation (3.16). 

Remark 3.3. The situation where the coefficients are time-independent has been 
intensively studied in the framework of Dirichlet forms (for example, [AR)). The 
applications we have in mind are those where these methods do not apply (see 
Section 4). 
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Proof. By the proposition above and by application of the theorem 2.1 we have 

d(X;/(X2t (x))) = - (\7X~1(X2t(x)),a(t,X2t(x)))dt 

+ (\7X~l (X2t (x)), \7b(t, X 2t (x))(1 + b)(t, X 2t (x))) dt 

+ ~Tr((I + b)*(t, X 2t (x))\72X;;1(X2t (x))(I + b)(t, X 2dx))) dt 
2 

- (\7X;; 1 (X2t (x)), (I + b)(t, X 2t (x)) dWt ) 

+ (\7X~l (X2t (x)), a(t, X 2t (x))) dt 

+ (\7X;; 1 (X2t(X)), (I + b) (t, X 2t (X)) dWt ) 

+ ~Tr((1 + b)*(t, X 2t (x))\7 2Xl-;l(~2t(x))(I + b)(t,X2t (x))) dt 

- Tr((I + b)*(t,X2t (x))\72X~1(X2t(X))(I + b)(trX2t(X))) dt 

- (\7X;; 1 (X2 t ( X)), \7b(t, X 2t (X))(I + b) (t, X 2t (X))) dt 

= 0, j.l a.e. x, 

which enables us to conclude, by X u/(X20 (x)) = x j.l almost everywhere in x, 

Vt E [0, T], j.l a.e. x, X 1t (x) = X 2t (x) a.e. P. 

Thus, for all t E [0, T], 

which implies, 

Vt E [0, T} 3A t ~ X, B t ~ it : j.l(X \ At) = P(it \ B t ) = a and 

X 1t (x)(w) = X 2t (x)(w), Vx E At,w E B t . 

In particular, 

Vt E [0, T] n Q, X 1t (x)(w) = X 2t (x)(w), Vx E nAt, wEn B t ; 

t E[G,TlniQ tE[G,TlniQ 

following by the continuity of the processes X 1t (x), X 2t (x), 

j.l a. e. x EX, P [X1t ( x) = X 2t ( X ), Vt E [0, T]] = 1, 

as we wanted to prove. I 

4. AN APPLICATION 

In this section we shall apply an adaptation of theorem 3.2 to prove the unique­
ness of some Bernstein processes taking values on the Wiener space. For the con­
struction of these processes we refer to [CZI]. These are processes Zt, t E [-1,1], 
which are weak solutions of the forward Ito stochastic differential equation, 

(4.1 ) 
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for the initial probabilit.y distribution 

P(Zo E r) = l TloTl~ dp, reX, 

where TIV is a X-valued Brownian motion adapted to the increasing filtration of 
the past events Pt , and Tlt = e-(l-t)He, with t ~ 1, is a solution of the infinite 
dimensional forward heat equation aTltl&t = H '7t associated to the Hamiltonian 
H = - £., + V', £., being the Ornstein-Uhlenbeck operator on the Wiener space (cf. 
[MVI], [MVII]) and V a functional potential. The probability density of Z at a 
fixed time t E [0,1] is given by '7t Tl; dp (cf. [CZI]). The conditions assumed in [CZI] 
were: 

(A.l)� V is a positive \Viener functional belonging to the space WiP(X; lR), for some 
2 ::; p < +00; 

(A.2)� e is a bounded positive functional belonging to WiP(X; lR) and such that 
log e E L2 (X). 

Applying to the time-reversible property of the Bernstein processes (cf. [CZII]), 
these are also solutions of the backward Ito stochastic differential equation: 

(4.2) 

where W* is a Brownian motion adapted to the decreasing filtration of the future 
events F t , d. denotes the backward differentiation, and Tl; = e-(t+l)He*, with 
t ? -1, is a solution of the infinite dimensional backward heat equation -aTl; / &t = 
H17;' An additional condition is assumed in [CZI]: 

(A.3)� f}* is a bounded positive functional belonging to WiP(X; lR) and such that 
log ()* E L2(X). 

In this example, we have a process defined as a weak solution of a stochastic 
differential equation for a initial distribution which is not concentraded on a given 
point of X. So, to apply theorem 3.2 we must consider a more general notion of 
inverse process. Let us denote by Xt(p) the probability distribution of a process 
X at time t with initial probability density p. A process X t is defined as inverse 
of the Bernstein process Zt if for each fixed time t, the probability distribution of 
X at time t is Tlo 17~ dp having as initial probability distribution Tlt 17; dlJ. Using the 
'1otation introduced above, this means, 

or, in 80:1 equivalent way and using the same notation, Xt(Zd = I in law.� 
With this definition. we have the following result.� 

Lemma 4.1. The inverse of the Bernstein process Zt, t E [-1,1] exists and is (.' 
solution of the backward stochastic dtfferential equation 

d.Xt = d. vvt + (Xt - V' 10g\p;(Xd) dt, t E [-1,0], 

and the forward stochastic differential equation 

J .1 



for the initial probability density <.po 'P~ df-l! where 'P; = e-(I+t)H B, with t ~ -1) and 
-(l-t)HB* -th t < 1 I t- 1 Z-l Z'Pt = e ,Wl _. n par lCU- ar, t = -t. 

Proof. The result follows from the time-reversible property of the Bernstein pro­
cesses. I 

We observe that to this particular example, if conditions (3.1), (3.2), (3.9) and 
(3.11) are verified, the proof of theorem 3.2 adapted to this special case enables us 
to conclude that given Z:, t E [0, 1], another solution of (4.1) for the initial density 
1]01]0 dp, then 

fl [Zt = Z;, Vt E [0, I]) = 1, 

that is, the pathwise uniqueness for the equation (4.1) holds. Hence, to be able 
to apply this result it remains to prove that the assumptions (3.1)-(3.2), (3.9) a...Tld 
(3.11) are satisfied. We devote the rest of this section to verify (3:1)-(3.2), (3.9) 
and (3.11), namely to prove that the integral 

is finite, for each 2 :s; p < 00, which is enough for our purpose. In order to show 
this, we recall the Feynman-Kac formula on the Wiener space proved in [CZI]. Let 
X t be the Ornstein- Uhlenbeck process having L as its generator (cf. [MVI]). One 
possible way to describe this process is by the expression: 

(4.3) 

for s E [0,1]. Under the conditions (A.1) and (A.2) the following Feynman-Kac 
representation in terms of the Ornstein-Uhlenbeck process X t hojds: 

(4.4) 

for all t < 1, fl-almost everywhere in X; where Ex,t denotes a Pt conditional expec­
tation given that X t (·) is the path X E X. Using this representation and the Jensen 
inequality one gets the following estimation: 

(4.5) 

Lemma 4.2. Let V and B be two Wiener functionals under the conditions, respec­
tively, (A.1) and (A. 2). If, in addition, 

(i) V and B belong to every WI(X; IR); 
(ii) B-1 and exp(V) are LP integrables, for all 1 :::; p < 00) 

then 
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for each 2 -::; p < ex:;. 

Remark 4..9. The assumption Epexp(pV) < 00 for all 1 :::; p < 00 could be relaxed 
so that potentials with quadratic growth could be considered. 

Proof. For the framework of this proof we refer [CZI]. 
Step 1. We start by proving 

[11 E p ll\7log7]tlliI dt < 00, 

for each 2 :::; p < 00. 

Observing that 

(4.6) E Il II\7logryt liP = Ell II ::7
t liP :::; (E Il II\77]tI1 2P )1/2 (Epl7]tl-2~)1/2 I 

it follows by the estimation (4.5) that 

2p 
1 

E pl7]tl- :::; EpexPEx,t( - 2plog8(XI) + 2p 1V(Xs)dS); 

where, by the Jensen inequality (J.I.), the properties of the conditional expectation 
(C.E.P.), the positivity of V (P.) and the invariance of the measure IJ. for the 
Ornstein-Uhlenbeck process X t (I.M.), we get the following estimation for the right 
hand side of the above inequality: 

E"expEx,t (-2plog 8(XI) + 2p 1] V(Xs) dS) :s: (by J.I.) 

EpEx,texp(-2p log 8(X1 ) + 2p j] V(Xs) dS) = 

(by C.E.P.) 
1 

E p [(8(Xd)-2Pexp2p 1V(Xs)ds] :::; (by P.) 

-4Pl/?( dS)I/2/1
(Ep(8(Xd) ) - Ellexp 8p -1 V(Xs) 2 :::; (by J.i ) 

-4P ]/2( 1/] )]/2
(E (8(Xd) ) _] exp(8pV(Xs)) ds ~E P2" (by LM.) 

(E/l8-4P)I/2 (E/lexp(8pV)) 1/2. 

Consequently, taking the expectations on (4.6) we obtain 

ill E Il I/\710g7]tII Pdt:s: ill (EIlII\777tI12P//2(E/lI77tl-2P)I/2 dt� 

:s: ill (EfJll\7TJtI12P)I/2(Ep8-4P)1/4(Ellexp(8pV))1/4 dt� 

:s: c(Ep8-4P )1 /4(E/lexp(8pV))1/4 (/1-1 E/lII\7'7tI1 2p dt)]/2 . 



It remains to prove the implication 

(4.7) (), V E W;P(X; IR) ===} ryf E W1'(Xj IR), t E [-1,1], 

analogous to another one of the same kind obtained on [eZI]. Indeed, using the 
representations (4.3) and (4.4) we have 

11 

\7ryt(X) = e- 1Ex,t (\78(Xd exp - V(X s ) dS) 
(4.8) 

1 1 

- Ex,t (()(Xd 1 \7V(Xs )e- S ds exp - 1V(X s ) dS), 

which implies, by the positivity of V and by the invariance of the measure J-L for 
the process Xt, an estimation of the type 

1 
1E Jl II\7ryt/I P 

:::; EJlII{ e- \7()(Xd - B(XI) 1 \7V(Xs )e-S ds }exp -11 

v'(Xs)dsl( 

1 

:::; c(p){ e-PE Jl II\7BIIP + E Il IIB(X1 ) / \7V(Xs )e- S dsIIP}, 

for a positive constant c(p) (depending only on p); where 

Hence, taking the expectations we get 

which valid the implication (4.7). 
Step 2. Next, we prove that 

for each 2 :::; p < CXJ. 

We need the LP norms estimations of £F, with F E Wf(X; JR.), in terms of 
Sobolev norms introduced in [MVII] by means of Poincare-type inequalities due to 
Kree and Meyer, 

(4.9) 
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where Cl and C2 are positive constants, 1 < p < +00. 
Since we h&ve 

(/ 10),""'): .... £ log 'It = 
£'1t 
-
'It 

-
1 2-II Vlog 'It II ,
2 

then, twice applying (4.9) we get 

fll E Jl IIV
210g'ltil Pdt:S c~ f11EJlI£log'lti P dt 

:S C(P){fll EJlI~~tIP dt+ fll EJlIIVlog'ltI12Pdt} 

2�:S c(p){ ([11 E Jl IiV '1tI1 2p 
dt)1/2 (ill EJlI17~1-2p dt)1 /2 

+ [11 EJlII\71og'ltI12Pdt}. 

Thereforf', by the first step, we just need to estimated the integral 

with 1 < P < +00. 
Using the representations (4.3) and (4.4) we obtain 

\72'1t = e-2Ex,t(V2B(Xdexp -1 1 

V(X8)ds) 

_ 2e-1Ex,t (VB(X 1 ) /1 vV(X8)e- 8ds exp _ /1 V(X8)dS) 

(4.11) 

_ E:l;,t(8(Xd /1 V2V(X8)c-28 d.s exp _ jl V(X8)ds) 

+Ex,t(e(Xd(jl \7~7(X3)e-8ds)2 exp_jl V(X8)ds). 

Hence, taking the expectations on both sides of the above equality we get an esti­
mation of the type 

which proves the implication 
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similar to another one proved in [eZI]. 
Step 3. Now, we will prove that 

(4.12) 111 Ell 11\7
3 

log 17t 11~~s(H;H) dt < 00, 

for each 2 ::; p < 00\ where L~.S. (H; H) means the class of i-linear Hilbert-Schmidt 
operators. 

From the third derivative of log 7Jt\ and using the same arguments above, we (~ali 

deduce 

[11 EIlII\7310g7JtIIPdt::; c(p){ ([11 E/lII\737Jtll2Pdtf/2([11 E/l17Jtl-2Pdt)1/2 

+ (ill E,.II v:,ry, II" dt) 1/'(ill E, IIV log ry, It" dt) 1/' 

+ ([11 E/lII\7210g7Jtll2Pdt)1/2([11 E/lII\710g7JtI12Pdt)1/2}. 

Therefore, by the first and second steps it remains to estimate the first integral of 
the right hand side of the above inequality to conclude (4.12). Using once more the 
representations (4.3) and (4.4) we have 

\737Jt = e-3Ex,t (\73B(X1)exp - 11 V(Xs) dS) 

- (1 + 2e-2)Ex,t (\72B(Xt} 11 \7V(Xs)e- S ds exp - 11 V(Xs) dS) 

- 3e- l Ex,t (\7B(Xt} J1 \72V(Xs)e-2s ds exp - Jl V(Xs) dS) 

+ 3e- 1Ex,t (\7B(Xd( 11 \7V(Xs)e- S ds) 2 exp - 11 V(Xs) dS) 

- Ex,t (B(Xl ) j1 \73V(Xs )e-3s ds exp -11 V(Xs) dS) 

+ 3Ex,t (B(Xt} jl \72V(Xs)e-2s ds 11 \7V(Xs)e- S ds exp - 11 V(Xs ) dS) 

- Ex,t (B(Xd( Jl \7V(Xs)e- S dS)3 exp - 11 V(Xs) dS). 

Hence, taking the expectations and estimating the LP norms of the third derivative 
of 7Jt\ one can prove, in an analogous way as we have done on the above steps, that 
it holds the implication: 

e E Vl13
2P (X; IR), V E W;P(X; IR) =? 171 E TVI(X; lR), t E [-1,1]. 

Step 4. To complete the proof, we will prove that 

111 E/lII\7410g7Jtll~~/S(H;H) dt < 00, 
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for earh 2 ~ p < 00. 

By computation of the fOllfth derivative of log'r/t and applying once more the 
above arguments, we obtain 

1 1 1[1 E tt llv4log 'r/t!!P dt :S c(p){ ([1 E tt llV'4'r/tI1 2p dt)1/2 ([1 E tt l7]tl- 2p dt)"/2 

+ (11 

Ettll\l317/112Pdt)1/2(j1 E IJ II\llog'r/t!1 2P dt)1/2 
-1 'r/t -1 

+ (j1 E'l II \l2'r/t 112P dt)1/2( j1 EIJII\71og7]tI14P dt)1/2 
- 1 7]t -1 

+ (.[11EttllV'~t'r/tIl2Pdtf/2(iII EJlII\l21og'r/tIl2Pdt)1/2 

+ ({ll EIJII\l31og'r/tI12p dt)1/2 ([11E Jl II\llog7]tI1 2p dt)1/2 

+ ill EJlIIV'21og'r/tIl2Pdt}. 

Hence, from the above steps, it remains to study the LP-integrability of the 
fourth derivative of TIt. To do this, we apply the same scheme used before: from 
the representations (4.3) and (4.4) we get the expression of the derivative \l4'r/t 
and, taking the expectation anci. estimating the LP norms of \l"''r/t we prove that 
the impliration holds, 

which complete the proof. I 

Remark 4 4- Given e* on the conditions (A.3), belonging to every spaces W:(X; IR) 
in such way that e* -1 is LP integrable, for all 1 :S p < 00, we may conclude, by the 
same steps of this proof, that V'logry: is LP([-l,l];vFJ(X:H)) integrable, with 
2 :S p < CXJ. 

The several results of this section and the mentioned adaptation of theorem 3.2 
prove the following theorem. 

Theorem 4.5. Under the conditions of lemmfJ. 4.2, the pathwise uniq'u.eness for 
the equation (4.1) holds. 
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