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SY1\1PLECTIC STRUCTURE FOR GAUSSIAN DIFFUSIONS 
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ABSTRACT. Using exclusively information about classical Hamiltonian bound
ary value problems (with quadratic time dependent potentials) we construct 
probability measures providing a symplectic structure associated with some 
inhomogeneous Gaussian diffusion processes introduced in [121. 

1. INTRODUCTION 

1.1. Historical Remarks. At the end of the 40's, Feynman introduced a new 
interpretation of non relativistic quantum mechanics [1]. Let us briefly discuss it. 
in order to introduce some notations. by considering a one particle system in JR3 
(of unit mass ) described by the quantum Hamiltonian 

li2 
H=--6+V 

2 

where Ii is the Planck constant and V a regular scalar potential. Quantum dynamics 
is g,ven (in any time interval e.g., [0, T]) by the solution of the Cauchy problem in 
L 2 (JR 3 

), and for \' in the domain of H. by 

ih8t'1/J = HI/J, ,p(O,x) = X(x) 

According to Born's interpretation of 'lb, the probability of finding the particle on 
a certain region B (B being a Borelian in R 3 ) at time t is given by: 

l u.'(x. t)-Jj(x. t)dx 

where 1b is the complex conjugate of 'lb Introducing the integral kernel or "propa
gator r

, written symbolically as: 

where 5 is the action of the underlying classical system i.e., here. 

u-. E D~ is a continuous path joining a and band Dw represents a forulal rmeasure" 
Dw = ITa<s.<bdw(S) on n~, the solution to the SchrOdinger initial value problem 
can be represented by 

,pet, y) = r K(x, 0, y, t)x(x)dx
IJ13 
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So the probability that at time t the particle is in B should be: 

(I) P(t) = r1lJ(t, y);j;(t, y)dy = r r K(a, tn,y, t)x(a)tb(t, y)dady
JB	 JBJF 

= r r X(a)x(a)K(a.tn,y.t)tb~t('Y))dadY= r r X(a)X(a)K(a,tn,y.t) dady	 
0. 

JBJR.:l	 X a JBI~:l 
with 

;j;(t.y)

K(a, tn, y, t) = K(a, tn, y, t) x(a)
 

This strongly suggests that K is formally the density of a transition probability 
in the sense of the classical theory of Markov processes [2] w.r.t dy . Also observe 
that Feynman's path integral formula provides a informal way to describe Quantum 
Mechanics exclusively in terms of classical data, the action functional of the system. 

Unfortunately. as it is well known today: 

•	 D w is not a measure (doesn't exist) . 
•	 K is complex valued so it cannot be the transition probability of a real valued
 

stochastic process. There is no probability space where to find such a sto

chastic process compatible with Born interpretation and the results of regular
 
quantum mechanics.
 

On the other hand. SchrOdinger (1932) has considered the following associated 
problem of classical statistical mechanics:(Cf. 13]-[6]), when the scalar potential V 
is zero. 

Suppose that the position of a classical Brownian particle in a domain B E ]R3 is 
observed at times t n and tb (ta < tb) and found to have strictly positive probability 
densities with respect to Lebesgue measure: 

pdx)dx.. Ptb(.z)dz 

What is then the most probable evolution of a probability density 'Compatible with 
those two arbitrary measurements measurement? 

SchrOdinger shows that the probability density should be of-the form: 

p(y,t) = TJ(t, y)ij(t, y) ,ta ::; t::; tb, 

where the pair {TJ. r,} are regular positive solutions of the two adjoint heat equations: 

1 
OtTJ(t. y) = 2l:lTJ (t. y) t ~ ta, Y E B 

-Otr,(t, y) = ~l:li](t, y) t::; tb. y E B 

So the problem amounts to prove the existence and uniqueness of positive so
lutions of the following non-linear system of equations for TI(x, til.) = X(x) and 
r,(z. tb) = X(z), 

(2)	 'It .. (x) r hex, ta, z, tb)i}t;,(z)dz = Pt .. (x) 
JrJP 

(3)	 Tit. (z) r Tit .. (x)h(x. t a , z, tb)dx = Pt. (z)IR:l 
where h denotes the (positive) integral kernel associated with the abovementioned 
heat equation. 

This problem was not solved by SchrOdinger but by A_Benrling, almost 30 years 
after in a much more general setting [4). 

In particular, Beurling's result provides 1'lS "With the existence and uniqueness of 
the pair {TJ. iJ} of solutions of the adjoint heat equations for any potential V in the 
Kato class [6]. Using this. Zambrini [5] established the existence of a class of JR3 
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Markovian (n Bernestein") diffusion processes Zt, for any V in the Kato class such 
that: 

," P(Zt E B) = l7)(t,y)r,(l,y)dy 

d 
2
~t(2Ztl = E[vV (Ztl ) 

For such processes -Zt we can define two transition probabilities: 

p/(s,x, t, B) = P(Zt E BIZ. = x) --.. Zs,x 

Pb(t,B.11._z) = P(Zt E BIZ" = z) _zu· z 

where s < t <u in the time interval and Zs.x, zu.-,z denote the associated condi
tioned processes. The Euclidean analogue of Feynman's formula Mtrasition ampti
tudeM[1] can be expressed as: 

(4) P(Zt E B) = r r 7)(s,x)r,(S.X)P.,x(t,y)dxdy1B J.~3 
(5) but also as 

(6) P(Zt E B) = r r 7)(u, z)ij(u, z)pu.,Z(t, y)duly
I n lit" 

where Ps..x TpU,2 are respectively the probability densities of the conditioned pro
cesses Z•.,x,zu.z 

The essential element of Feynman's path integral formula is its: relatiun with 
classical Lagrangian mechanics, and., in this respect, the qoadratic Lagrangians 
playa very special role. In this case, Feynman shows that the sum over the paths 
of his formal stochastic process is entirely chaJ"aC'teri:sed by classical mechanics. This 
3l1Pect has also been essential in his use of path integrals in. quantum field theory. 

We are going to show in details why this remains true in the nonrelativis
tte version of Euclidean Quantum Mechanics whose existence was suggested by 
Sthrooinger and realized in the mid-eighties. For a recent review of this framewoTk 
and early references see, for example [18]-[7]. 

1.2. Basic Terminology. Let us first introduce the basic tenniuo[ogy for our use 
of -diffusions processes in this paper. A stochastic process Z(t,w) ( or simply Zt) 
on a time interval 1= [so u] is defined as a random variableon,a certain probability 
space (n, 2::. P), where n is a subset of C(I, IRn ) (a trajectory of the process will 
correspond to a random cboice of a. path w E Q), E denotes the sigma algebra of the 
Borelians of n (containing the history of the process on the time interval 1) and, 

~ly, P is the probability measure that determines the process. This measure will 
be characterised by the finite dimensional distributions of Zt i.e. the collection 

P~Ztl E B i • .-,2t" E B n ] 

where s :::; t J :::; ... :::; t n :::; 11. and B 1 . , B n E B (where B denotes the sigma. algebra 
of the Borelians of jRn ). 

In this paper all the processes that we consider are Markovian, i.e. 

P(Zt E B IPt,) = P(Zt E B), s:::; tt :::; t S u 

where Pt , denote the sigma algebra containing the history of the process until 
time tj _ Another fundamental concept is the tnmsition. function: the function 
P(t l , X, t2, B) ( 5 S tiS t2 Su., X E lR.. B E B is a transition function if. 

• P(tl,I.t2") is a probability measureon B . 
• P(tt ... t2, B) is B measurable. 
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•	 For s :::; t l ::; t2 ::; t3 ::; u the following equality (Chapman Kolmogrov) is 
satisfied: 

•	 If Zt is a Markovian process. we define its transition function by the condi
tional expectation 

P(tl,Ztptz.B) =P(Zt2 E B IZt,) 

Using the transition functions for Markov processes we 1:an obtain all finite di
mensional distributions of the process if we know its initial distribution at time 

Theorem 1. If Zt is a Markovian process on the interval 1= [s, ul, with a transi
tion function given by P(t1' xJz. B) and initial distribution Ps i.e for A E B 

Ps(A) = P(Zs E A). 

then for s 'S to ::; ... 'S tn 'S u. we have 

P(Ztl E B 1 • Zt2 E B2, ... , Zt~ E Bn ) 

= r r ... r P(tn-l,Xn-l,tn,Bn)P(tn-2,Xn-2,tn-l.dxn-d ...JRnJB 1 JB~_, 

and in particular we have. for any t ? s, 

P(Zt E B) = r P(s,x,t,B)P.(dx)JRn 
Since the process we are going to work with are Gaussian we recall the following 

definition: 
A random vector X = (Xl' X 2 , .... X n ) has a Gaussian distribution if its charac

teristic function is of the following fonn: 

(7)	 d>(u) = Ee'<u,x> = e,<m.u>-t<cu.1./.>, 

where m = (m1 ..... m n ), u = (Ul, .... Un) are vectors in jRn. C = (Clio), i, k = 1. .... n, 
is a positive definite symmetric matrix.. E denotes the mathematical expectation 
and < _.. > denotes the Euclidean inner product in jR'" . m is the mean of the 
random variable X and R is its covariance i.e. 

(8)	 m = E(X) 

(9)	 elk = Er(Xj -1nj)(Xk - mk)j. 

2. THE CLASSICAL ~ODEL 

In this paper, our basic dynamical equation will be the classical n- dimensional 
(Euclidean) Newtonian equation, 

(10)	 ij(t) = K(t)q(t) 

on a time interval 1== [so ul, where K(t) is a symmetric n x n matrix on I with a 
continuous dependence in t . . Moreover, we will assume that (10) is disconjugate 
[9, 10] on the time interval I, i.e. equation (10) has no trivial solution q( t) such 
that q(t 1 ) = q(t2) = O. where t1 and tz are distinct points of I. Equation (10) can 
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be regarded as the-classical Jacobi equation for the Euler-Lagrange equations with 
(Euclidean) Lagrangian of the form 

(11) L(q,q,t) = 21 1412 + V(q,t)
.' 

where I.) denote the Euclidean norm. Then 

K(t) = ( 02V I ), i,j = 1. 2. 3, ...n 
OqiOq} q(t.) 

for q(t) an extremal of the action functional with Lagrangian L. This is the point 
of view of the semiclassical (or WKB) approximation in Feynman's approach to 
quantum mechanics, [1]. Equation (10) can be transformed into an Hamiltonian 
form on ]R2n for the Hamiltonian function given by 

1 1 
(12)	 H(q,p, t) = 2\p1 2 

- 2< K(t)q, q > 

The correspondent Hamilton's equation of motion win be given by the system: 

(13)	 {:: : i = L.n~l:Sj$n Kij(t)% 

We also consider the matrix form of (13) i.e 

(14)	 {~ij = D,) 
D ij = L19$n Ku(t)G1j 

with the correspondent matrix second order differential system: 

(15)	 Cij(t) = L Kil(t)Glj(t). 
19$n 

We will denote by C t the matrix solution (Gt,Dtl = (Gt,de) of (14). The dis
conjugacy assumption for (10) on the time interval 1 implies that for any solution 
(Ct , D t ) of (14) . Gt can only be non invertible at one point of 1. In particular. for 
to E 1. if one defines. Eto (t) as the solution on 1 of (15) that satisfies the Cauchy 
data: 

(16)	 Eto(to) = O. Eto(to) = Inxn 

then E to (t) is a non singular matrix for t i- to. 
The linearity of the Hamiltonian system ensures that the phase space has a 

natural vector space structure that we can identify with jR2n. Hence the canonical 
symplectic structure provided by the 2 form [8] 

w = dq 1\ dp = L
n 

dqi 1\ dPi 
,=1 

can be used to define an antisymmetric inner product between elements of the 
phase space. Given two phase space vectors X j == (qi, ._., q~,pL ...p~), X 2 

(qi, .... q;, pi , ...p;,) their symplectic inner product is defined as 
2n 

(17)	 W(X 1 ,X2 ) = Lq;p~ -q~p; 
.=1 

It is easy to prove that if (X 1(t), X 2 (t)) are solutions of (13) on a time interval 1 
then w(X j (t),X2 (t)) is constant. 

We will need a generalisation of the symplectic inner product to matrix functions. 
In order to simplify the notation if A = (A.o) and B = (Bao ) are n x r matrices. 
then the 2n x r matrix C = (C,,-.a), (a = 1,2.._, n; {3 = 1. 2, .... r). with GaB = A",B, 
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Cn+Ot.B = BoB will be denoted as (.4.: B). Hence if C = (C1 ; Cz) and D = (D1 ; Dz) 
are 2n x n matrices and T denotes the transpose we will call the matrix function 

(18) 

the symplectic inner product of C and D. If X E IR2 
n and C = (CI ; Cz) then 

w(x. C) or w(e. X) can be defined as w(Ix, C) or w(C. Ix) where I x is the diagonal 
matrix with (Ix )ii = X, for t = 1. .... 2n. 

Although it is true that if C 1 and C z are two solutions of (14) on an time 
interval I then w(Ct. CZ) is a constant matrix on I. but, in contrast with (18) w is 
not antisymmetric. hence in general we do not have w(C. C) = O. The solutions C t 

of (14) ( or the solutions C t of (15) ) such that w(C. C) = 0, are sometime called 
isotropic solutions of (15) on I. 

Definition 1. A Lagrangian manifold .M is defined as an n manifold in a 2n di
mensional phase space such that for all points (x,p) on M and for all vectors X. Y 
tangent to Jvl at (x, p) we have: 

(19)	 w(X. Y) = 0 

Some obvious consequences of this definition are: 

1.	 In JRz it is clear that a Lagrangian manifold must be a 1- dimensional surface 
i.e. a curve. 

2.	 Any manifold of the form q = constant or p = constant on a phase space is 
a Lagrangian manifold. We will call singular Lagrangian manifold associated 
with a configuration x E JRn a Lagrangian manifold of the form 

(20)	 M X = {(q,p)!q = x} 

3. Any	 graph of a curl-free momentum field p = p(q) is a Lagrangian manifold. 
If the Lagrangian manifold M is of the form 

(21)	 M = {(q,p) E ]R2n jp = a~~q)} 

for some regular function Seq). this function is called the generating junction 
of the Lagrangian manifold. Given an arbitrary Lagrangian manifold. its gen
erating function may not be defined. a typical example of this is the singular 
Lagrangian manifold associated with a configuration x E JRn: 

In this paper we only consider linear Lagrangian manifolds i.e n-planes on JRZn. 

2.1. Evolution of Lagrangian manifolds. Consider the Lagrangian manifolds 
M s and M; defined by 

(22)	 M. = {(q,p) E JRZn Ip == aq - 8} 
(23)	 M.x == {(q, p) E jR2n Iq = x} 

where a is a non negative definite invertible n x n matrix and 13. x E jRn. 

Our first aim is to explicitly compute the images under the Hamiltonian flow 
associated with (12) of these two Lagrangian manifolds in a time interval 1= [8, uJ. 

Definition 2. Given an initial Lagrangian manifold we define its associated (ma
trix) function Ft on an interval I = [so u], as an isotropic matrix solution of (15) 
such that: 

1.	 If the Lagrangian manifold is defined by (22), F t is a non singular matrix for 
tEl such that 

(24) 
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2.	 If the Lagrangian manifold is singular (i.e defined. by (23)) then Ft is a non 
singular matrix for t E (s, uj and satisfies F(s) = O. A example of such a 
function is Es(t) the solution of (15) on I that satisfies the Cauchy data 
Es(s) = O. £.(s) = Inxn 

" 

LenJ.ma 1. If Ft and H t are two associated functions to a Lagrangian manifold M s 
or M: on the time inteTVal I then weFt, Hd = O. 

Proof· If the Lagrangian manifold is defined. by (22) then both Ft and Ht satisfies 
(24), hence: 

0= P F- I - if H- I 
s	 s s s 

= F-T(FTH - FTif )H- I 
3 s S S S S 

1= -F-
T w(Ft , Ht)H s s 

which implies that: 

(25) 

If the Lagrangian manifold is defined by (23) then Ft , and He satisfies F(s) = 
H(s) = O. Since both matrix functions are solutions of (14) their symplectic prod
uct is time independent which implies that 

T' .
w(Ft.Ht ) = Fs Hs - F.H. = 0 

o 
Proposition 1. The image of the Lagrangian manifolds defined by (22) 01" (23) 
under the Hamiltonian flow defined by (12), for tEl, is given by 

(26) 

where F(t) is the associated function to M .. (respc. M:) and b = Ft13 (respc. 
fJ = x) Moreover the expression (26) is independent of the choice of the associated 
function to M s i.e if H t is another associated junction to M s on I then 

{(g.p) IFT(t)q - F TP = fJ} = {(g,p) lirT(t)g - HTP = bH } 

where fJH = H;!3 

For the proof we will need the following Lemma: 

Lemma 2. On the time inteTValI = [s, u] and for any two configurations x. y E IRn 

consider Hamilton's principal function R(s, x, t. y) defined [8] as the line integral. 

(27)	 R(s,x. t, y) = Ldt.1
where L denotes the Lagrangian defined by (11) along the solution of (10), IT 
(q(T),q(r)) connecting the points (s,x) and (t,Y). We have: 

1 . -I
(28) R(s.x.t.y) = '2 < EsEs (t)y.y>

1 . . I	 1 .- '2 < Et(s)E; (s)x. x> - < E; (t)y, x > 

where E t (,) and Es(r) are solutions of (14) on the inteTVal I satisfying the Cauchy 
data 

(29)	 Et(t) = 0 £t(t) = Inxn ; 

(30)	 E.(s) = 0 £s(s) = Inxn · 
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Proof. By (27). 

It 'iI 12 1 ]
R(s.x.t.y) = s [T +"2 < K(>.)q:."q:., > d>' 

where qA is the solution of (10) satisfying q(s) = x and q(t) = Y (we will assume� 
for the moment that this solution is well defined on [ and is unique). Hence 

"� 

Iq 1
2 1 ]

R(s,x,t.y) = Is 
t [+ + '2 < K(>.)q:."q:., > d)" 

i
2 

(31) = t _A_dAIiI 1 + -1 it < q)."q)., > d>' 
s 2 2 • 
1.1. 

= '2 < qt·y > -'2 < qs,x > 

Using the ansatz 
qr = E.(7)A1 + E t (7)>'2 

where At E jRn . i = 1. 2 and taking into account the boundary conditions. (q( s) = x, 
q(t) = y) we will get 

(32) 

Substituting in (31), 

1 . -1 1'_1
R(s. X. t. y) = '2 < E.Es (t)y, y > -'2 < Et(s)Et (s)x,X > 

(33) 
+'21 

< E;l(t)y,x > -'21 
< E-;l(t)X,y > 

As E.(7) E t ( 7) are both solutions of (14) the symplectic inner product w(E., Ed 
will be constant on the interval I, hence using (29) and (30) 

w(E.(s), Et(s)) = w(Es(t), Et(t)) 

E;(s)£t(8) - £;(s)£t(s) = E;(t)£t(t) - £;(t)Et(t) 

-Et(s) = E,(t) 

Using this equality in (33). we obtain the desired result. Observe also that as 
we are assuming the disconjugacy of (13) • E s (7) and E t (7) will be invertible 
respectively on the time interval (s.u] and [s, t); in particular E.(t) is invertible 
which proves that (32) is the unique solution of (10) that satisfies the required 
boundary conditions. 0 

Proof of Proposition 1. Let us assume that the initial Lagrangian manifold is given 
by (22 ) i.e 

M, = {(q,p)lp = aq -,6} 
and let us take the associated function to the Lagrangian manifold. Ft which, by 
definition. satisfies the following relation at time 8: 

Fs F,-1 = a 

Then we can write the generating function for the initial Lagrangian manifold as : 

1
(34) S(x) = '2(F.F;lX,X) - f3y + ~t 

where -y is an arbitrary real constant. 
The idea of the proof is to explicitly compute 'VyS(t.y), where S(t.y) will be 

the generating function for the Lagrangian manifold M t , since, then. we will have 
[H]: 

(35) Mt = {(g,P) jp = ~: (t. q)} . 
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for S(t. y) the solution of the Hamilton-Jacobi equation on J: 

(36)� as ( as)ay + H t. y, ay = o. 
.. 

subject to the Cauchy data: 

(37)� S(8. x) = S(x) 

The solution of t.he initial value problem defined by (36) ,(37) is given by (d. 
[11]): 

(38)� S(t,y) = Ss(x) + R(s,x.t,y) 

where R(s.x. t, y) denotes Hamilton's principal function defined as the line integral 
of Poincare-Cartan form pdq - Hdt evaluated along the solution of Hamilton's 
equation that connects x at time s a to y at time t. The starting configuration 
x may itself be regarded as a function of y and t, i.e. as the starting point of a 
trajectory that at time t is in the configuration y. A simple computation will give 
us (cf. [14]) the following expression for x: 

(39) 

where F(t) is an associated function to Ms. Observing that (38) implies (d. [11]) 

(40)� V'yS(t.y) = V'yR(s,x,t,y) 

we obtain. using Lemma 2, 

(41) 

AB Es(t) is an isotropic solution of (15), Es(t)E;I(t), in particular, is symmetric 
on the interval (s, u]. Hence: 

V'yR = EsE;I(t)y - [E;l(t)]T x 

Using (39) we obtil.in: 

(42) V'yS(t.y) = f(t)y-(3(t) 

where f(t) and t3(t) are defined by 

f(t) = Es(t)E;I(t) - [E;l(t)]TF(s)r1(t) 

3(t) = [E;l(t)]TF- 1(t)Es (t)(3, 

As -F(s) = W(Es(T). F(T)) we can simplify the expression for f(t): 

f(t)� = Es(t)E;l(t) - [E;1(t)]TF(s)F-1(t) 

= [E;I(t)]T[E;(t) - F(s)F- 1(t)] 

= [E;I(t)JT[E;(t)F(t) - F(s)]F-1(t) 

= [E;I(t)]T E;(t)F(t)F-1(t) 

= tp-l(t) 

AB Ft is the associated function for M 5 on I, Ft is an isotropic solution of (15) 
which implies that FF-1(t) is a symmetric matrix in I. Using this property we 
can simplify as well the expression for 8(t); 
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8(t) = [E;I(t)]TF(s)F- I (t)Es(t),8 

= [Es(t) - j(t)Es(t)),8 

= [Es(t) ~ P(t)F- I (t)Es(t)]8 

= [EsCt) - [F-I(t)]TpT(t)Es(t)],8 

= [F-I(t)r[FT Es(t) - PT(t)Es(t)],8 

= [F-I (t)rw(F, E s ){3 

= [F-I (t)]T F T(s)8 

= [F-I(t)]Tb 

Hence using (35) and (42) we get 

(43) M t = {(q,p) Ip = PtFt-1(t)q - [F-I(t)]Tb} 

Using again the fact that FI is an associated function for Ms on I we will get 
for (q,p) E Mr. 

(44) 

If the initial manifold is a singular one associated with a configuration x E IRn 

i.e: 
M s = {(q,p) Iq = x}, 

then we do not have a generating function for this manifold, however for t > s the 
corresponding momentum field is given by 

M t = {(q,p) Ip = V'R(s,x, t,q)} 

using Lemma 2 directly we have, for t > s, 
. 1 -T'ilR(s, x. t, y) = Es(t)E; (t)q - E. (t)x 

hence as E. is invertible and isotropic on the interval (s. ttl, we obtain (26), for the 
singular Lagrangian manifold case with b = x: 

.VIt = {(q,p) IE;(t)p - E;(t)q = -x} 
Suppose now that we choose another associated function H t to lvIs on I. In 

particular HI will be another solution of (15 ) on I. hence we will have the following 
relation between F t and H t : 

(45) 

where 

G(t) = it F;I F;T dT. 

applying Lemma 2. ...:(F t • HI) = 0 which implies: 

(46) 

and consequently for (q.p) E M t 

iITp- HTq = [F;IHs]T[prp- Frq] 

= rF-lH JT FT 8 . s s s 

= H;f3 
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HWhich proves that ,'vIr C l\Jr where 
HM t = {(q,p) lw(Ht,Iq .p ) = -H;f3} 

In a similar way we could prove the reverse statement. Hence 
.'� HAft = Att 

o 
Now instead of giving an initial Lagrangian manifold or an initial momenta field 

we are given a final one. Consider the following Lagrangian manifolds 

(47)� flu = {(q. p) I - p = aq - ex}. 

(48)� R~ = {(q,p) Iq = z}. 

where ci is a symmetric invertible n x n matrix and i:J, z E jRn. The trajectories 
consistent to these final manifolds will be solutions, 'Y(t) = (q(t),p(t» of Hamilton's 
equation of motion on J such that I(u) E R" (or q( u) = z) . We want to compute 
for tEl the time reversed image, R t of these manifolds. 

Definition 3. Given an final Lagrangian manifold we define its associated function 
on an interval I = [s. uj, Pt. as an isotropic matrix solution of (15) such that: 

1.� If the Lagrangian manifold is defined by (47), Pt is a non singular matrix for 
tEl such that 

(49) 

2.� If the Lagrangian manifold is a singular i.e defined by (48), then Ft is a non 
singular matrix for t E [s, u) and satisfies F(u) = 0 

.As in Lemma 1: 

Lemma 3. If F and Ht are two associated functions on the time interval I, to at 

Lagrangian manifold R" then w(Fr,Ht ) = O. 

Proposition 2. The image of the Lagrangian manifolds defined lJy (47) ( or (48) 
) under the time reversed Hamiltonian flow defined lJy (12) is, for tEl, given lJy 

(50) Rt = {(q,p) IFT(t)q-PTp=J}� 

where F(t) is the associated function to R" ( or R~) and S = t'!:e (or S = z).� 
Moreover the expression (50) is independent of the choice of the associated function� 
to !vIs i.e if Ht is another associated function to It... on r then� 

{(q,p) 1FT (t)q - t TP = 6} = {(q,p) IH(t)q - iFp = i H 
} 

where JH = HT i3u 

Proof The proof follows the same lines as the proof of the last proposition i.e R t 

will be now given by 

R� = {( )1 _ = as(t. y) }
t q, P P ay 

where Set. y) is the solution for the time reversed Hamilton-Jacobi equation 

_oS(t.y) H( _OS(t,y)) =0 IJ[lln(51)� at + t. y. oy . Y E ~ . t E 

satisfying: 

(52)� S(u.z) = S(z) 

[I 



with S(z) denoting the generating function of R". = T(Ru), where T : JRZn ~ jRZn 

is defined as T(q,p) = (q, -pl· 
o 

Remark 1. It follows from propositions 1 and 2 that the images of the Lagrangian 
manifolds M. and R." can be written in terms of the symplectic product i.e 

(53) M t = {(q,p) Iw(Ft,Iq,p) = Ftf3} 

(54) Rt = {(q,p) Iw(Ft,Iq,p) =,e} 
where Iq,p = (6 ij qi 6,jPi)1'Si.j'Sn, F t = (Ft, Ft ) and Ft = (Ft , Ft ). with Ft and 
Ft denoting the solutions associated with M s and R.". 
Remark 2. From the proof of Proposition 1 we can obtain explicit expressions for 
the solution of the Hamilton Jacobi equation initial value problem given by (36) 
and (37). Using (43) we obtain 

l(55) S(t. y) = (PtFt- . y) - Ft-
T 3y + 1t· 

As the above expression is a solution of the boundary value problem (36) and (37) 
we can easily show that "Yt is a solution on I of the first order differential equation: 

(56) 1t + IFr-Telz = O. "Y(s) = "Ys· 

Using proposition 2 we obtain in the same way a solution of the boundary value 
problem (51) and (52): 

l(57) S(t, y) = -(FrFr- , Y) - F T by +1t·t-

In this case. 1t. solves the time reversed equation on the time interval I, (56 ) 
i.e 

(58) 1t + IFt-
T /31 2 

= 0, -y(u) = 1u. 
2.2. Consistent Solutions. Consider the pair of Lagrangian manifolds lvIs and 
Ru defined by the associated functions Ft and it on the an interval I = [s, ul and 
the two jRn vectors 8. b 

Consider the problem of finding regular trajectories mt := (m(t). m(t)) E JRZn 

such that m(t) is a solution of Hamilton's equations of motion (13) on I satisfying 
the following boundary conditions: 

(59) m(s) E M s 

(60) m(u) E Ru 
it turns out that this boundary value problem is equivalent to find, for each tEl, 
the intersection, L t "R t : 

Proposition 3. Consider a patr of Lagrangian manifolds lvIs and Ru defined by 
the associated functions Ft. it on the time interval I, satisfying w(Ft . Ftl i= O. 
Then, for each tEl, the set M t n R t is a single element set given by 

(61) 

with mt = (mt,mtl, where mt is the solution of Hamilton's equations of motion 
(13) on I satisfying the boundary conditions given by (59) and (60). Moreover we 
can write mt as 

(62) 

where F (Pt. FI), and F t := (Ft , pt) This solution mt will be referred as the 
"lvlsRu consistent solution ,. 
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Proof Consider (q,p) in the intersection set. Then, by Propositions 1 and 2. 

{ W(~t' Iq.p) =-8 
w(Ft.lq,p) =-6 

" 
hence using the fact that w (F t. Ftl ;f- 0 and solving the system we will get the 
unique solution: 

, -1" , T-l 
fit = Fr[w(F, F)] 8 + F t [[w(F t , Fdl ] 8 

That it is obviously a solution of Hamilton's equations of motion that satisfies 
the required boundary conditions. 

o 
Remark 3, In the conditions of the above proposition we can also consider for any 
tEl and y E JRn the pairs of Lagrangian manifolds M., R!f and Mf, Ru , where the 

llLagrangian manifolds R!f and Mt both denote the singular Lagrangian manifold 
at time t associated with the configuration y ( we adopt different notation since Rr 
is viewed as a final condition with respect to the Lagrangian manifold M. on the 
time interval [s, t] whereas Ml is an initial manifold with respect with the manifold 
Ru on the time interval it. u] ). We can take Et(T) as the associated function to 
Rf on the interval [s, u) and Et(T) as the associated function to the manifold Mr 
Denoting by ,'S (T) and '"~;: (T) the consistent solutions to the pairs of Lagrangian 

manifolds Mr Ru and Ms. Rr respectively, we will have. applying proposition 3, 
the following expressions: 

T'M.,Rr(T) = F.,..[w(Et(T).F)r1y + Et(T) [[W(Et(T),F)]Tr 1b 

T'M~.Ru (T) = Et(T)[w(F(T), Edr 1J + F(T) ([w(F(r), Et)rJ -ly 

but as 

W(Et(T). F(T) = Edt)T F(t) - Et(t)T F(t) = F(t) 

uJ(F(r). E t ) = F(t)T Et(t) - ht)TEt(t) = F(t)T 

we get: 

(63) 

(64) 

3. EUCLIDEAN (OR PROBABILISTIC) QUANTIZATION 

We will show that there is a natural way to associate to a pair of Lagrangian 
manifolds a Gaussian probability density function defining a JRn-valued diffusion 
process. 

3.1. Associating a Gaussian probability density to a pair of Lagrangian 
manifolds, Proposition 3 allow us to consider a regular solution m(t) of q(t) = 
K(t)q(t) on 1= [so u] with boundary values given by the pair of Lagrangians mani
folds L s and Ru Any configuration y i= m(t) will determine two points, respectively 
(y;pd E M t and (Y,P2) E R t , to which can be associated a pair of trajectories 

/S(T) = (qt'lI(r),qt'II(T» and ,:!1';v(T) = (qt.y(T),qt.II(T) where qt. lI (r) and qt.y(T) 

T E [s, u] = I denote. respectively, solutions of Hamilton's equation of motion 
satisfying the relations: 

EMs 

= (y,pd 

13 



Definition 4. Given a pair of Lagrangian manifolds lvI., R.... with associated func
tions defined on a time interval J == [so u], we will call the area associated to the 
pair of manifolds the symplectic inner product defined by: 

(65) A~i'. (t, y) == :.J(Xt.y(r). yt·y(T)) 

where Xt.y(T) and yt·y(r) are respectively the solutions of Hamilton's equations 
(13), defined by: 

R"
XI.y(r) == I}J.(r) - mer) 

yt·y(T) == IZt:. (r) - mer) 

Lemma 4. Consider a pair of Lagrangian manifolds Ms. R.... defined by its asso
ciated junctions F, F on I == [5. uj, and by the two vectors 6, b E jRn. Then we can 
write the associated area A~~(t.y) as 

(66) A~~ (t, y) == (y - m(t)fc-1(t)(y - met)) 

where met) and C(t) are respectively the projection onto the configuration space 
of mt. the consistent trajectory to the pair of Lagmngian manifold, a symmetric 
matrix defined by: 

(67) ffit == Fdw(F.F)]-lb + Ft[[w(F.F)(rlb 

(68) C(t) == F(t)[w(F.F)r 1FT (t) 

Atoreaver C (t) is independent of the choice of the associated junctions Ft. Ft to the 
Lagrangian manifolds AIs' Ru. 

Proof. As associated functions to the pair of Lagrangian manifolds on the time 

interval I. they are isotropic, which implies t~at Pt ~ 1 and FJ'"( 1 are symmetric 

matrices on the interval I. Hence Ft Ft-
1 

- FtPt-l is also a symmetric matrix on 
1. But 

. ·T 
FtFt-

1 -FtFt-; == Ft-TPtttFt-1 -Pt-TFt FtFt-
1 

'-T 'T' ·.T -I == Ft [Ft Ft - F t FtlFt 

== c-1(t) 

which proves that for all tEl. C(t) is a symmetric matrix. 
~ow we prove (66). By (65) we can write: 

(69) A ~1: (t. y) == w(r,~~ (r)"~IJ (r)) - w(r~~ (r). m(T)) - w(m(T),'~:. (T)) 

Using (63) and (64). we compute the first term of (69): 
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but. 

yT F- T6 = yTt-T [Fw-1(F, F)] -1 [Fw- 1(F, F)]6 

"� :::; yTt-Tw(F. F)F- 1 [Fw- 1(F, F)]b 

(71)� = yTc-l(t)Fw- 1(F. F)b 

and 

OT F-Ty = OT F- T [w T (F.F)P-l] [wT(F,F)p-1r\, 

= OTC- T Fw- T (F. F)y 

(72) = yTc- 1Fw- T (F. F)o 

hence 

w(r~~ (T),,~} (T))� = yTc- 1 [Fw- J(F. F)b + Fw-T (F. F)o] + yTF- T w(F, F)t- 1y 

= yTc-lm(t) + yTc-I(t)y 

(73) = yTc-1(t)(m(t) _ y) 

By similar computations, we also verify that: 

(74)� wb~~ (T), m(r)) = {;T F-J(m(t) - y) 

(75)� w(r:r.(r), m(r)) = (y - m(t)ft-Tg, 

Using (69), (73). (74) and (75) we will get 

A~f~ (t. y) = w(r~~ (T), r~~(T)) - w(r~~ (T), m(t)) - w(m(t), rZ,}(T)) 

:::; yTc-1(t)(m(t) _ y) _ OT F-1(m(t) _ y) _ (y _ m(t))Tt-Tg 

= (y - mtlC-1(t)(y - mt) 

Now we prove that C(t) is independent of the choice of the associated functions 
to the Lagrangian manifolds. Let us denote by Ht another function associated to 
the Lagrangian manifold L s . Using the argument of the proof of Proposition 2. we 
have the following relationship between Ft and Ht for tEl: 

H t = FtF;I H s 

Therefore 

H t [w(F t . Hd] -I Ft = FtF;l H s [w(F t , FtF-
1H.)] -1 tts 

= FtF- 1H s [w(F t • FtlF -
1H s ] -1 Ft s� s 

= Fdw(Ft, Ftlr 1 
Ft 

=C(t) 

A similar argument is valid if one replaces FI by another associated function to 
the Lagrangian manifold R..u. 

Definition 5. A pair of Lagrangian manifolds Ms. R.", is called a compatible pair 
in the time interval I = [so u] if: 

•� Their associated functions Ft. Ft are defined on I . 
•� C(t), defined by (68), is positive definite on the interior of I and non negative 

definite for t = sand t = u. 
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Proposition 4. Given an arbitrary final (respectively. initial) Lagrangian manz

fold with an associated function Ft (respectively. Ft ) defined on the interval I = 

is. u] there extsts a family of compatible initial (respect. final) Lagrangian manifolds 

Proof. Consider a final Lagrangian manifold Ru and Ft its associated function 
defined on the interval I. For any n x n non singular matrix a, let us denote by P 
the positive definite matrix 

(76) P == (ja
T 

We now define a family Ft of solutions of the matrix differential equation on I. 

Ft = K(t)Ft 

(where. as usuaL K(t) denotes a symmetric non singular matrix on I) by 

(77) Ft = FtP + Ftit f';lr;T d>" 

which. in turn. will allow us to define a family of initial Lagrangian manifolds. 
1'vl['-6: 

.lvf;-6 = {(q.p): p = t:[F:J-1q - [F:r T8 }, 

compatible with R..,. Observe that for any P fulfilling (76) we have 

- p
(78) weFt. F; ) = I nxn 

An analogous argument is valid if one starts from a fixed initial Lagrangian manifold 

Ms· 
o 

Remark 4. In fact we can always choose for two compatible Lagrangian manifolds 
on I, associated functions such that (78) holds. 

Indeed consider F/ and Ft any associated functions for the pair of Lagrangian 
manifolds on the time interval I. If (78) is not verified we can replace Ft by 
H == F/w(Ft : Fd- T (which is also an function on I associated to the Lagrangian 
manifold Ru). Then 

- -Tw(Ht.Ftl = -.<J(w(Ft.Ftl F.F t ) 

- . -T T . . . -T T 
= (Ftw(Ft.Ft ) ) Ft - (F w(Ft,Fd ) Ft 

. -1= weFt. Fe) weFt. Fe) = Inxn 

Proposition 5. If Ru (respectwely. M s ) is a final (respect. initial) Lagrangian 

manifold with associated function Ft (respect. Ft ) on I. then the pair M~. Ru 
(respect. Ms. Rt,Jis compatible in the interval [to, u] (respect. [so toj) and for all 
configurations y E jRn 

Proof. A solution associated to the singular manifold Mt~, on the time interval 
[to, u] is given by Eta (t) ( i.e. the solution of the matrix equation (15) satisfying the 
Cauchy data Eto(to) = O. Eta (to) = Inxn ). The corresponding matrix (68) relative 
to this case is: 

Crt) = Eta (t) [w(F t , Eta (t)) r I F(t). 
To prove that the pair of Lagrangian manifolds are compatible we need to prove 
that the above expression is non negative definite. For this. we write Eta (t) on 
[to, u] as: 

Etn(t) = t(t) [1~ Y-l(>..)Y-T(>")d>"] FT(to) 
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Then we obtain for C(t): 

E tn (t) [w(F t , E tn (t)) r 1 t T(t) = Etn (t) [tT(to)r 1iT (t) 

= i(t) [1: i-I (>,)i-T(-\)d-\] F T(to) [iT (to)r 1iT(t) 

== p(t) [1: p-I (-\)i- T (-\)d-\] pT (t). 

which is clearly a non negative definite matrix. In the same way-we can prove that 
given an initial Lagrangian manifold L s such that the associated solution F(t) is 
invertible on the time interval [s, u], then, for all configurations z E IRn and all 
to E 1- is}, the pair of Lagrangian manifolds M s ' Rt are compatible.n 

Finally, for s 'S tl < t2 'S u and for all configurations x, z E IRn . the pa.irs of 
singular Lagrangian manifolds M~, Rt, are compatible. In this case the associated 

functions are Edt) and Etz(t) := -Etz(t), hence the corresponding C(t) is given 
by: 

Edt) [w(Et2 (t). E tl (t))rI Et2 (t) 

which is clearly a positive definite matrix. 

o 
In a two dimensional phase space there is no restriction on the pairs of boundary 

Lagrangian manifolds i.e all pairs of Lagrangian manifolds with associated functions 
on an interval I are compatible. 

Let us consider the following pairs of Lagrangian manifolds in 1R 2 : 

M s == {(q,p) E 1R2 Ip = aq -.8} 

Ru = {(q,p) E 1R 2 1- p = aq -;3} 

where a. Q. .8. i3 E lR. Consider associated functions Ft. Ft on the time interval I. By 
definition of associated function.. both functions have a definite sign on the interior 
of the interval I. Without loss of generality we can assume also that w(F t. F t) = 1. 
Hence two cases are possible: 

1. FtFt > 0 
2. FtFt < 0 

In the first case. we have C(t) > 0 on I so the Lagrangians manifolds are com
patible. For the second case. we consider the following two Lagrangians manifolds: 

(79) M; = ~ 

(80) R~ = M" 

As it can easily be verified. the correspondent functions for the pair M~. R~ will 
be given by Ht. H t defined as 

(81) 

(82) 

Therefore we will have HtRt < 0 and: 

w(Ht,Ht ) = w(Ft. Fe) = -1 

which implies that C(t) > 0 
Returning to the general case. we state the main result of this section i.e. we can 

associate to a.ny compatible pair of Lagrangian manifolds a Gaussian probability 
density: 
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Theorem 2. A pair of compatible Lagrnngian manifolds M., R,. define on the 
time interval I a Gaussian probability density p(t, y) whose mean is the consistent 
trnjectory associated with M s R,. and variance C(t) given by 

- -1 AT
(83) C(t) = Fdw[Ft, F t )] Ft 

where F t and P are the functions associated with the Lagrnngian manifolds .Msandt 

R,..� 

Proof. By Lemma 4. a pair of Lagrangian manifolds defines a symplectic area A(t, y)� 
defined by� 

A(t,y) = (y - m(t)fC-1(t)(y - m(t)) 

As we are assuming that the pair of Lagrangians manifolds are compatible C(t) 
in the above expression is a non negative definite symmetric matrix which implies 
that 

1 

o 
3.2. The associated probability density and a system of adjoint heat equa
tions. Given a pair of compatible Lagrangians manifolds L s , Ru. we know. using 
last section results. that we have a Gaussian probability density function associated 
to the manifolds. We now show that this density can be expressed as a product of 
positive solutions of the adjoint heat equations. 

(84) ~~ =HT) 

(85) - aiJ =HiJat 
where y E jRn and tEl and� 

1� 
H = -26 + (K(t)y,y) 

with K(t) denoting a symmetric n x n positive matrix with a continuos dependence 
in t. 

Proposition 6. Consider a pair of compatible Lagrnngian manifolds Ms. R,. on 
an time interval I. Then (up to a normalising factor) we can write the associated 
density as a product of two positive solutions T)(t, y), iJ(t, y) of the adjoint heat 
equations (84) and (85), satisfying boundary conditions on the interval I = [s, u] 
which are specified by the pair of Lagrangian manifolds. 

Proof. Let us first consider the compatible Lagrangian manifolds on a time interval 
1 =' [s.u] 

(86) M s = {(q, p) I p = aq - 6} 
(87) R,. = {(q, p) I - p = aq - t3}, 

where. as usual. a. a are invertible symmetric matrix and 6, /3 E jRn. This pair 
will determine a pair of generating functions (up to additive constants Is and IU) 

S(s,x) and -S(u.z). namely 

S(s,x) = 21 
(ax,x) - (3x + I. 

- 1 . 
-S(u. z) = .- 2" (az. z) + {3z + iu 
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For any tEl, the solutions Set. y) and Set, y) of the Hamilton Jacobi equations 
(36) and (51) with boundary conditions given. respectively, by S(s. x) and S(u, z) 
are given according to propositions 1 and 2. by: 

1/. -I -T(55bis) S(t. y )=2\Ft F',. y,y)-F (Jy + 'Ytt 

, 1 .: '-I '-T·' ,
(57bis) S(t,y)=2\Ft F',. y,y)-F ,3Y+'Ytt 

where -It and 1t are, respectively. solutions on I of the first order differential equa
tions (56) and (58). Adding (55) with (57) we will obtain: 

(88) Set, y) + Set, y) = A(~, y) + 9 

where A (t. y) is the symplectic area associated to the pair of manifolds and 9 de
notes a reminder. to be determined. Let us take mt, the consistent solution to the 
manifolds Ms. Ru.. Obviously A(t, me) = 0, which implies 

9 = S(t. md + Set, md· 
Using (38). 

9 = Ss(m s ) + R(s, m s. t, md + R(t. mt, ti, m u ) + S(u, m u ) 

= S.(ms ) + R(s, m., u. m u ) + S(u. m u ) 

Hence 9 does not depend on the variables (t. y), tEl. Using Theorem 2,we can 
express the associated probability density. p(y, t) as 

, 1 ( A(t. y )) 
pet. YJ = j(27t')n det C(t) exp --2

1 • 
--;:::==== exp( -Set, y) - Set, y) + g)
j(27t')n det C(t) 

(89) 1 ' 
----;::====== exp( -S(t. y) - S(t, y) + g) 
j(27t')n det[Ftw(F. F)Fe] 

exp(-S(t.y)) exp(-S(t,y)) (27t')n () 
. exp 9 

j(21l')nl det[Fe] I j(21l')nl det[Ftll Iw(F. F)I 

Which implies that this density can be written as 

(90) p(y,t)dy = N-1T](t.y)r,(t.y)dy 

where N is a normalising constant defined by 

(27t')n
(91) N= Iw(F. F) I exp(g) 

and T](t. y) and "'(t. y) are defined by: 

(t ) _ exp( -Set, y))� 
T/ .y - jC21l')nldet[Ftll� 

r,(t. y) = exp( -Set, y)) 

j(27t')nl det[Ftll 

which, as we can easily verify, are positive solutions of the adjoint heat equations 
(84) and (85). Also the boundary conditions satisfied by T/ and r, depend on the 
pair of Lagrangian manifolds Ms. Ru. 

Although (90) was obtained assuming that both Lagrangian manifolds were non 
singular. a similar expression follows in the case where one or both of them are 
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singular. If one considers the pair M: ' Ru ( were, as before !vI: denotes the singular 
Lagrangian manifold associated with an initial configuration x E jRn) then using 
(28), changing S(t. y) for Hamilton's principal function R(s, x, t, y), we obtain: 

- 1 
(92) R(s. x. t. y) + S(t, y) = 2A•.x(t, y) + 91 

where A •.x(t, y) is the symplectic area defined by (65) and associated with the pair 
of Lagrangian manifolds M:, Ru . Substituting, in (92), y by m •.x(t) (the solution 
consistent to the Lagrangian manifolds M.,x and Ru), we find that: 

91 = R(s, x, u, m •.x(u)) + 5'(u, m u ) = 5'(s, x). 

Adapting to this case the calculations used in (89), 

(93) 

exp(-Rs.x(t,y)) exp(-5'(t,y)) (2rr) n 
_ exp(gdP•.x(t, y) = --;::~=~~= Idet[w{F, Es(t))] Ij(2rr)n det[Es(t)] J(2rr)nl det[Pc] I 

. V' (2rr)n .= h(s.x,t,Y)TJ(t,y) r- ] exp(S(s.x))
Idet .F(s) I 

h(s,x,t,y)ry(t,y)� 

exp 21l't (-5'(s,x))�
Idet F(s) I 

h(s, x, t, y)r,(t, y) 
ry(S,X) 

Here h(s, x. t. y), s :s t is the fundamental solution of (57) which. as can be easily 
verified. can also be written as 

exp(-R•.x(t, y)) 

j (2rr)n det [Es (t)] 

The case where one considers the pair of Lagrangian manifolds Ms. R~ or Nf:. R~ 

are treated similarly. We would obtain respectively: 

u.Z( '_ TJ(t, y)h(t. y, u. z) 
(94) P ,t·Y!- TJ()u.z 
(95) P~ ..~(t.y) = h(s.x,t.y)h(t,y,11..z) 

o 
3.3. Diffusion Processes. In section 3.1, we saw how a pair of compatible La
grangian manifolds determine a probability density and how this density is written 
in terms of a pair of solutions of adjoint heat equations with boundary values spec
ified by the pair of Lagrangian manifolds. In this section, we will show that a pair 
of compatible Lagrangian manifolds determine a Gaussian diffusion process. Our 
setting will be given by the pair of compatible manifolds 1\'1., Ru. We will begin by 
the definition of a jRn. valued a diffusion process Zt on the time interval [s.11.] by 
means of the value of the density associated with the pair M., Ru at time s. p(s, x) 
and a transition function. This process will verify E[Zd = mt. where E denotes 
the mathematical expectation and mt denotes the consistent solution associated 
with the pair of Lagrangian manifolds. In this sense. we call Zt the Euclidean 
quantization of mt. It is crucial to stress that. as suggested by Feynman's path 
integral approach [I\, the probabilistic framework is extracted exclusively from the 
classical model. 
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Let us first define a transition probability function: Given any configuration 
x E Rn and a Borelian B E l3 we define for tl. t such that s :S tl < t :S u the 
function: 

(96)� Qf~ (t, B) = r pf~ (t, y)dy 
tl tlJB 

where pf¥ (t, y) is the density associated to the pair of Lagrangian manifolds L~" Ru 
1 

which was given (cf. Theorem 6) by 

R u ( ) _ h(t1,x,t,y)iJ(t,y) 
PF t,y - '(t)

'I ." 1,X 

We can easily verify that Qf~ (t. y) is a transition probability using the semigroup 
'1 

properties of the solution of the heat equation or using the additivity of the solu
tions of the Hamilton Jacobi equation. Together with the initial probability density 
provided by the density associated with the pair of manifolds M., Ru at time t = s, 
i.e p~~ (s. x) and the transition probability defined by (96). we satisfy the conditions 
of existence of a Gaussian diffusion process Zt (d. [12]) called the Euclidean quan
tization of the classical solution consistent with M., Ru. This process will verify, 
by construction. 

(97)� P(Zt E B) = l p(t, y)dy 

But we could as well start from the " final " information i.e. the value of 
the probability density associated with the pair of Lagrangian manifolds M., Ru at 
time u, p(u, z) and use a time reversed version of the probability function Qf: (t, y) 

'1 

constructed as follows: 
R' 

Consider for t < t2 :S u and Y1 E Rn the density Pfl,;: (t, y) associated with the 
pair M.Rt

2
: 

R:2 ( ) _ .,,(t, y)h(t, y, t2, z) 
PM, t, Y - (t)

."� 2, Z 

and define for x E jRn, BE l3 and t1,t2 such that s:S tl < t2:S u the function: 

(98)� Q:}: (tl, B) = l /:J: (tl, y)dy 

which is, as easily verified a (baclG\'ard) transition probability function. This will 
enable us to ronstruct a jRn valued Gaussian diffusion process Y; with a backward 
transition function given by (98) and final probability given by the probability 
density associated with the pair of manifolds M., Ru at time t = u. p~~ (u. z). This 
process satisfies (d. [12]) as well 

(99)� P(Yt E B) = l p(t, y)dy 

Yt and Zt. as diffusion processes having the same probability density for all t in 
[s, u]. We will call this process the Euclidean quantization of the M.Ru consistent 
trajectory. Summarising we have: 

Theorem 3. Given any pair of compatible manifolds in an interval I = [so u], there 
exists a Gaussian diffusion process Zt such that: 

•� E[ZtJ = mt, where mt is the solution consistent with the pair of Lagrangian 
manifolds. hence in parttcular we have 

:t22 E[Ztl = K(t)E[Zd 

where K (t) is a symmetric n x n matrix non singular on I. 
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•� The variance of this process is completely described by the functions Ft and 
Ft associated to both Lagrangian manifolds i. e 

, -1 • T
C(t) = Fdw(Ft , Ft )] Ft 

3.4. Uniqueness. One can see that the Euclidean Quantization. Zt associated 
with a pair of compatible Lagrangian manifolds M.. and Ru in a time interval I 
solves the following Ito's sde's 

(100)� dZt = (A(t)Zt + a(t))dt + dWt 

(101)� d.. Z t = (A" (t)Zt - a"(t))dt + d.. W" t 

with respect to the past and future filtration (Pt ) and (Ft ) respectively. Here d 
and d.. denote forward and backward differentials and W and W. are jRn-valued 
Wiener processes w.r.t these filtration [12]. The drift terms are given in terms of 
the associated functions of the Lagrangians manifolds i.e 

lf(t) = FtFt- . a(t) = F- T F: i3t 

r(t) = ttFt-t. a"(t) = Ft -
T F;{3 

Now we will prove the reverse statement. Consider a jRn-valued Gaussian diffu
sion process Zt with a fi..xed identity diffusion matrix and satisfying the following 
hypothesis: 

(HI)� The expectation of the process mt = E(Zt) is a solution of the ordinary 
differential equation on 1 

(102)� mt = K(t)mt. 

This� assumption establish the link between the diffusion process Zt and 
the classical Hamiltonian system. 

(H2) The variance, C(t) of the process is non zero on the interior of the time 
interval. Also let us denote by C. and Cu the nonnegative values of the 
variance at the endpoints of the intervall. i.e C. = C(s) and Cu = C(u). 

(H3)� Zt satisfies in I the following forward and backward Ito's sde's 

(103)� dZt = (f(t)Zt + {3(t))dt + dWt 

(104)� d.. Z t = (j(t)Zt - {3(t)")dt + d. W" t 

where f(t), r (t) are two non singular symmetric matrices on the time interval 
I. 

Lenuna 5. Consider a jRn -valued Gaussian diffusion process Zt defined on the 
interval I. satisfying the assumptions (H2) and (H3). Then its variance 2S given by 

(105) 

where .\1t and M( satisfy the (deterministic) matrix equations on I 

(106)� Mt = f(t)Mt , M, = Inxn 

(107)� Me" = r(t)M;, M~ = I nxn 

Moreover, if assumption (Hi) is satisfied, then the expectation mt of the process 
can be written as 

(108) 
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Proof. The general solutions of (103) and (104) are given respectively by 

t 

(109) Zt = Mt(Z. + 1/ 1i1r;1 f()")d)" + 1M;ldW,\) 

u 

(110) Zt = M;(Z" + l [M;r 1;J*()")d>" + lu[M;r1dW*.)..) 

where M t and Mt satisfy (106) and the last integrals are Ito's forward and back
ward integrals [17]. Using (109), we can conclude (cf.[2]) that the variance Crt) of 
the process is the only positive definite matrix solution of the following ordinary 
differential equation 

6(t) = f(t)C(t) + C(t)f(tf + I. C(s) = C. 

But Crt) is also the variance of the backward process. Hence the solution of the 
above ordinary differential equation must be also the solution of 

6(t) = j*(t)C(t) + C(t)j*(t)T - I, C(u) = Cu' 

As f and r are both symmetric matrices we conclude that Crt) verifies: 

2f(t)C(t) + I = 2j*(t)C(t) - I 

hence 

(111)� Crt) = (f"(t) - f(t))-1 

Using (106) and (107) we obtain 

C(t)� = (M;[Mtr l - MtMtl- 1 

= (M-T w(M t ,M;)Nr)-1 

= Mtw- 1(M t ,MnMr 

Taking expectations in both sides of (109) and (110) and differentiating with 
respect to t we will get 

(112)� mt =f(t)mt + eft) 

(113)� mt =j*(t)mt -3*(t). 

obtaining 

f(t)mt + 3(t) = j*(t)mt -J*(t). 

which implies that 

mt = (f*(t) - f(t))-l 

And by (111 ) we get: 

(114)� mt = C(t)[;J(t) + ;J*(t)! 

Since mt is. by assumption. a solution of Hamilton's version of equations (10) of 
motion we obtain that 8(t). 3"(t) are solutions of the differential equations: 

6(t) + f(t)O(t) = 0 

J* (t) - 1* (t )0" (t) = 0� 

Using (106 ) and (107 ) the solutions are� 

(115)B(t) = M t-
T C 

(116)� i3* (t) = [A-f;] -T0" 
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where {y and {y* are two arbitrary vectors of jRn. Substituting in (114 ), the following 
formula holds for the expectation: 

mt = C(t)[,6(t) + ,B*(t)] 

- M*w-1(M M*)MT[M-T{y + [M*)-T8*- t t, t t t t 

= Mtw-1(Mt,M;){Y + Mtw-T(M t ,M;)8* 

o 
Theorem 4. Consider a jRn - valued Gaussian diffusion Zt on an interval I, satis
fying the assumptwns (Hi), (H2) and (H3). Then Zt is the Euclidean quantization 
of the pair of Lagrangian manifolds A'fs Ru given by : 

(117)� M. = {(q,p) ip = f;q - B*(s)} 

(118)� Ru = {(q,p) 1- p = Juq + au} 

Proof. Consider Ft. Pt defined as 

(119) 

(120) 

where Mil Mt are defined by (106) and (107). As J(t) and f*{t) are symmetric 
matrices non singular on the interval I, Ft and Pt are disconjugate solutions of 
(102). Using these functions together with {y and 8 defined by (115) and (116) we 
can introduce a pair of Lagrangian manifolds: 

(121)� M. = {(q,p) Ip = FsF.-1q - F.-T{y} 

(122) Ru = {(q,p) 1- p= FuP;;lq - P;;T8} 
They define a Gaussian process whose mean is given by: 

(123)� mt =Fdw(F.F)r1o + Pt [[w(F, F)]TrI6* 
l

(124) =M;[w(Mt , M;)r1o + Md[w(M t , M;)lT r {y* 

and variance given by 

o 

Remark 5. In [13] the authors consider diffusions satisfying the sdes (100) and (101) 
as " Gaussian Bernstein processes" associated with the quantum Hamiltonian 

1 1 
H = - -~ + - < K(t)x. x >2 2 . 

in the following way: The forward and backward drifts are related to a pair of 
positive solutions T). T)' of the adjoint heat equations (84) and (85): 

'VT)t = J(t)x + B(t) 
T)t 

- 'V~; = f* (t)x -13; 
T)t 

From these two relations we can easily obtain (102). In the present paper. 
however. we insist on starting exclusively from the classical Hamiltonian system. 
Now we see that these Bernstein processes are , in fact, associated to a pair of 
Lagrangian manifolds. It should be noted that in [13] the necessary assumption of 
symmetry on the matrices f. f* is missing. ). 
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4. EXAMPLES 

4.1. The Bernstein bridge. Let H be the time dependent quadratic Hamiltonian 
on� R2n 

1 
H = 2"lpI2- < K(t)q, q > 

where K (t) denotes a symmetric non singular matrix on the interval [s, u]. The 
Bernstein bridge associated with H is characterised as a Bernstein diffusion Zt 
with boundary data given by Zs = x, Zu = z, where x and Z are two configurations 
in Rn. This implies that the variance of Zt satisfies C( s) = C( u) = O. By Lemma 
5. using in particular (106) and (107), the matrices M t and Mt are determined by 
the boundary conditions: 

=0 

= I nxn 

which implies that: 

M t = Eu(t)E;;I(S), Mt = Es(t)E;I(u). 

Using (107) we can write the variance of the process as: 

C(t) = Es(t)w-l(Eu,Es)E~(t) t E [s,uJ 

where Eu(t) = -Eu(t). Using now (107) the mean of the process is: 

-l . . -T • 
mt = Es(t)w (Eu , Es)z + E,,(t)w (Eu , Es)x 

The formulas for the mean and variance suggest that we can rescale (Mt and 
Mi) so that 

M t = Eu(t), Mt = Es(t) 

This shows that the Bernstein bridge is the Euclidean quantization associated with 
the pair of Lagrangians manifolds: 

(125)� M: = {(q,p) Iq = x} 

(126)� R~ = {(q,p) Iq = z} 

The stochastic differential equations satisfied by the process Zt are. respectively 

Eu(t) z 
(127)� dZt = [-.-Zt + -'-1-Jdt+dWt

. Eu(t) E;; (t) 

Es(t) x 
(128)� dZt = [-E()Zt - ---I-]dt +dWt 

s t Eu (t) 

with respect to the past and future filtrations. 
When K = 0 this is the rigorous version of Feynman's example (ef. p179-180 of 

[1 ]) 

4.2. Brownian motion starting at Xo E R. The Brownian motion can be char
acterised as a Bernstein process associated with the free Hamiltonian 

p2
H=

2 

on I = [0, T] that satisfies the forward sde 

dZt = dV\.-'t, Zo = x 

As the forward drift is zero we must have Mt == 0 on the time interval and as 
MT = 1 "It E I we get M t == 1 and 8 = O. Using the same reasoning as in the 
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previous example (since Zo = x we must have C(O) = 0) we get Mt = Eo(t) = t. 
With these values, the expectation will be 

mt = 0" M t + oM;o = 0" 
w(MhMn 

but as mo = x this will imply that 0" = x and mt == x 'it E J. 
As for the variance of Zt, 

MtM( 
C(t) = w(M , M;) = t 

t 

Hence the associated Lagrangian manifolds will be, in this case 

(129) Lo = {(q,p) Iq = x} 

(130) RT = {(q,p) Ip=O} 

The backward stochastic differential equations satisfied by this process is 

d" Zt = [~Zt - _x_]dt + dyWt 
t T - t 

4.3. The Ornstein-Uhlenbeck process on the time interval [0,11. The pro
cess is defined as a solution of: 

(131) dZt = -'x'Zt + dWt , ,X, > 0 

(132) 2 0 = x 

Equation (131) shows that we should choose f(t) == ,X, and {3(t) == 0 on the whole 
interval. This is equivalent to choose a final Lagrangian manifold (i.e at time t = 1) 
of the form 

R 1 = {(q,p) Ip = 'x'q} 
the missing Lagrangian manifold will be determined by the initial condition, (132) 
. Hence we should choose 

Lo = {(q,p)1 q = x} 

this will correspond to choose AI"(t) = eo(t) and 0* = x, where eo(t) is the solution 
of 

get) = ,\2q(t), q(O) = O. q(O) = 1 

i.e 
1 .

eo(t) = -smh(at), a = sqrt).. 
a 

Hence we can conclude that this Ornstein- Uhlenbeck on the interval [0. 1] can 
be considered as the EQ under the Hamiltonian 

H = ~p2 _ )..2q2 

2 2 
of the pair of Lagrangians manifolds Lo. R I . Moreover the expectation of the 
process will be 

() 8M; + 0' M t xe-At -At 

m t = w(Mt.Mt) = M(O) = xe 

and its variance 
MtM; 1 ( -2at)ct( ) = =-I-e 

w(Mt,Mt) 2a� 
The backward differential equation will be� 

dyZt = ['\coth(at)Zt - Sin:(,X,t) ]dt + dWt 

If Zo is N(x. eo) then one can easily find that� 

1� 
Mt = y;:sinh('x't) + coe- at 
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dnd 
x

8* 

which will give us mean and variance 

" 1)33)� mt = [!.-2- sinh('\t) + coe- at 
]

Co ,\ 

2At(134)� Ct = 2-e-Atsinh('\t) + coe
,\ 

The backward differentia.l equation will be 
2At1 -� 2,\co + e 2'\e>.t x 

d.Zt = [,\ Zt -� Jdt + dWt
-1 + 2,\co + e2At co( -1 +'\CO + e2At ) 
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