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Abstract 

We show how to compute detenninants that appear very often in non-relativistic 

problems using the Green function technique, a method which has been successfully applied 

in the computation of one-loop effective actions of Quantum Field Theories (QFT). We 

illustrate this method by computing determinants of functional operators of the harmonic 

oscillator type with different boundary conditions. The physical meaning associated to 

each boundary condition is also discussed. 

1. Introduction 

It is well known that to compute one-loop effective actions means basically to evaluate 

a detenninant of a functional operator (for a detailed discussion on effective actions see 

W. Dittrich and M. Reuter(1»). However, there are many approaches to make such a 

calculation. For instance, in 1951, J. Schwinger(2) used the proper time method to compute 

the one-loop effective action for a constant electromagnetic field as well as for the external 

field of a plane wave. This method consists in writing an integral representation for the one

loop effective action which, apart from the integration in the proper-time, needs basically 

the computation of a quantum mechanical propagator in a space with an extra dimension, 

where the proper-time plays the role of the usual time. 

The so called (-function method, which was firstly applied by A. Salam and J. 

Strathdee(3), J. S. Dowker and R. Critchley(4) and S. Hawking(5), consists in the fol

lowing steps: one constructs the "generalized (- function" associated with ,some operator 

M (det M is the desired detenninant), that is, (s, M) =En >';", where M4>n = An4>n. 

Then, one makes an analytical extension of this series to a meromorphic function in the 

+� whole complex plane, and finally one computes detM = exp[--dd(O,M)]. When the 
0...... ' 

eigenvalues are known, this is an interesting way of evaluating one-loop effective actions. 

For instance, for QED with constant fields this procedure can be found in ref(s)[1,6-8]. IT 

one does not want to use the eigenvalues (or does not know them), an alternative procedure 

can be made, and the (-function can be computed through a Mellin transformation from 

the corresponding Heat Kernel (see for instance ref(s)[3,4,9]). 

Finally, we would like to make some comments about the Green function method, 

which is the approach we shall be concerned with in this paper. In this approach, the one

loop effective action is written in terms of the appropriate Green function in the presence 

of an external field. So, we could say that, among all methods, this one is the technique 

that best establishes the connection between QFT calculations (second quantization) and 
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the old potential theory (first quantization). Some details are given in the next section 

(this technique can be found in ref.{s) [1,10-12]. 

As a final remark about the Green function method, we should say that it is very 

convenient for solving two-dimensional models (remember that in d=2 the whole contribu

tion to the effective action comes from the one-loop term), since for these cases the Green 

function can be exactly computedt • For the Schwinger and Thirring models these type of 

calculations are discussed by H.M. Fried(10), while the Axial model was discussed by Rothe 

and Stamatescu(15). Recently, the Generalized Schwinger model was solved through this 

technique by S. A. Alves and C. A. Linhares(16). 

The purpose of this paper is to apply the Green function method for non-relativistic 

examples trying to keep as much as possible a procedure analogous to the relativistic case. 

In the next section we establish the basic formulas to be used later in section 3 where some 

examples will be worked out explicitly. 

2. Basic formulas and notation 

Consider, for instance, the one-loop effective action W(l)(A) for massless QED. It can 

be shown that 

iW(1)(A) = Tr log [D(A)] - Tr log hpa,,] , (1) 

where D(A) = 'YP (a; + ieAp) and Tr means trace on both matrix indices and configura

tion space variables. 

Taking the derivative with respect to the charge e in both sides of (1) we get 

aw(1) (A) = tr / d4xG(x, Xi elAh" A,,(x), (2) 
ae 

t We should also mention that for two-dimensional models, the path integral approach 

based in the decoupling method introduced by R. Roskies and F. A. Schaposnik(13) has 

been largely used (see ref.[14] for a good review and examples). 

where tr here means only matrix trace and the Green function G(x, Yi elA) was defined 

such that 

[1''' (~+ ieAp)] G(x,YieIA) = 0(4)(X - y). (3) 

Integrating eq. (2) we finally obtain 

e 

W(1)(A) = tr l de' / d4xG(X,Xi e'IA)'YP Ap(x), (4) 

where we used the condition that W(1)(A) must vanish for Ap = O. Last equation estab

lishes the already mentioned connection between QFT calculations and Green functions of 

the old potential theory. 

An alternative way of deducing eq. (4), but now in the path integral framework, is 

the following: using that detM = expTrlogM, it follows from (1) that W(1)(A) can be 

cast into the form 

eiW(l)(A) = det [D(A)) 
dethPa,,] 

_ f Dt/JD~ exp {f ~  hP (8; + ieAp)] t/J d4x } 
(5)- f Dt/JDt/Jexp {f t/J ['Ypa;] t/Jd4x } 

Taking the logarithm of both sides of (5) and then the derivative with respect to e, 

we get 

8W(1) = tr{ f Dt/JD~  [f d4x(t/J~hP Ap(x)] exp {f ~D(A)t/Jd4x}}  

8e f Dt/JDijj exp [f ijjD(A)1/Jd4x] 

= tr{/ d4xG(x,XielAhP Ap(x)}, (6) 

where we used that tfi1'P Ap t/J = tr[t/J~"YP Ap ], and 

G(x, Y; elA) =< t/J(x)~(y) > 
J Dt/JD~[t/J(x)t,b(y)] exp {i f -¢.D(A)t/Jd4x} 

(7) 
= JDt/JDtjiexp {i f ~D(A)t/Jd4x}  

Equation (6) coincides precisely with eq.(2), so that eq.(4) follows immediately as 

before. 
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Of course, eq. (4) is a fonnal expression for W(1)(A) due to the coincident points 

appearing in the Green function. In order to make eq.(4) useful some kind of regularization 

prescription must be adopted. 

However, as we go to lower space-time dimensions (in some sense Quantum Mechanics 

can be thought as a QFT in 1 dimension), the ultraviolet behaviour gets better. As we will 

see in the next section, the corresponding Green function in our one-dimensional problems 

Gw(t, t' ) will not diverge for t = t' . 

Let us then see the analogue of eq.(4) for some non-relativistic problems. For instance, 

suppose we want to compute the following determinant 

exp[r(w)J = det' (w 2 + an == dee (L) , (8) 

where L acts on functions that satisfy some specific boundary conditions. In the next 

section we shall make explicit examples; depending on the boundary conditions and the 

value of the power 3, which can be thought as a "statistical" parameter, the physical 

meaning of this determinant will be different. 

From eq.(8) we can write 

few) = "Trlog (L), (9) 

so that 

8 

I
8w f (w) = 2swTr (L- 1

) 

t. 

= 23W Gw(t, t)dt, (10) 
t. 

where we defined the Green function through 

(w2 +an Gw(t, t' ) = 6(t - t' ), (11) 

Integrating eq.(lO), and adopting the normalization f(O) = 0 (which means that we 

are assuming that det at = I, as we will see later), we obtain 

It. 
few) =2" 

101 

dW'W' dtGw,(t, t), (12)1o t. 

which is the analogue of eq.(4) we were looking for. 

In the next section we shall use this last equation repeatedly in many physical exam-

pies. 

3. Explicit examples 

As our first example, we shall evaluate f(w) using Dirichlet boundary conditions, that 

is, 

Gw(to, t' ) = 0 = Gw(tb' t'). (13) 

For these conditions and taking 3 = -1/2, f(w) will coincide (apart from a constant 

independent of w) with the pre-exponential factor of the Feynman propagator K(rb, r o ; T == 

tb - to) for the one-dimensional harmonic oscillator. This can be easily seen in the following 

way: taking the path integral expression for K(rb' r a ; T), and putting ret) = relet) + '1(t), 

with relet) being the classical solution and '1(ta ) = 0 = '1(tb), we get 

K(rb' r ; T) = eiSeI fO [D'1] e- t 1,': ,,(t)(w'+8:),,(t)dt (14)a 1 '0 

where we used the classical equation of motion, made an integration by parts and the 

limits of integration mean that the Dirichlet boundary conditions are assumed. 

Identifying the pre-exponential factor F(T) as the remaining path integral in the r.h.s. 

of (14), we conclude that 

10 
F( T) = [D'1] e- t J,~ ,,(t)(w'+8:),,(t)dt 

d _1.( 2 2ex: et 2 w +8t )IDirich. 

which must satisfy some specific boundary conditions on t = to and t = tb' = exp [few)] IDirich .• (15) 
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It is shown in the Appendix A that the Green function that satisfies eq.(ll) with the 

Dirichlet boundary conditions (13) is given by 

G/o/(t,t') = .1( \ sinw(t< - ta).sinw(t6 - t», (16)
wsm WT 

where t> and t< mean respectively the greatest and smallest value between t and t'. 

Taking t = t' and using that sina.sinb = Hcos(a - b) - cos(a + b)), we obtain 

G/o/(t,t) = _-.!... [COSWT - cosw(2t - ta - t6)] (17)
2w sinwT ' 

a finite expression as we had already anticipated. Inserting (17) into (12) (with s = -1/2), 

we get 

exp [r(w)) = exp _ I1t·1/o/ dw' [' _ cos W (~t - ta - t6)]}_ c~s W, T ,
{ 2 t. 0 smw T smw'T 

= I~O exp { -i I:· dt [log(Sinw;) -log e]} X 

. {11/o/ It 
•dw' 

X I~O exp 2" I Sin(W'T) t. cos w' (2t - ta - tb)dt} 

_ 1 . (1 [/0/ dw')
- X lim ex - 

yfsin(wT) 1-0 p 2 I W' 

=~sin~wT)' (18) 

which, apart from a normalization constant, coincides with the well known result of the 

pre-exponential factor for the propagator of a hannonic oscillator. 

As our second example, we shall compute exp[r(w)) using periodic boundary condi

tions. In this case this quantity will coincide with the partition function of the (bosonic, 

s = -1/2) harmonic oscillator, after we make a Wick rotation to the Euclidean space and 

identify T = -ilifJ, with fJ = KIT' This can be seen as follows: the partition function is 

defined as 

Z(fJ) = Tre-P'H = / dx < xle-P'H Ix > . (19) 

7 

However, < xle-PHlx > can be seen as the Feynman propagator K(X6,XaiT) if we 

identify X6 = Xa = x and T = -ilifJ, so that Z(fJ) will admit the following path integral 

representation 

Z(fJ) = 1 [Dx)e - t f: z(tx/o/
2

-
8:)z(t)dt 

z(P)=Z(O) 

<X det- t (w 2 
- ~) Iperiod.• (20) 

However, instead of working in the Euclidean space, we shall compute det- t (w2 +an 
with periodic conditions and only at the end of the calculations we shall put T = -ifJ 

(Ii = 1). 

The Green function that satisfies eq.(ll) with the periodic boundary condition 

G~(t +T, t') = G~(t, t'), (21) 

is constructed in the Appendix B, and it is given by 

G~(t,t')=  1 cos[w(t-t'-i)) (22)2w sin(wr i t - t' f. [0, T). 

Outside the interval [0, T), the result is obtained by periodicity. 

Inserting (22) into (12), we have 

lit. f/o/ cos(w'T!2) d '} 
exp [I'{w)] Iperiodic =exp{ - 2" t. dt 1 sin(w'T/2) w 

0 

. WT]= exp [-logsm(2) 

1 
(23) 

<X sinh(¥)' 

where we made the identification T = -ifJ (Ii = 1). Hence, apart from a numerical 

normalization factor, we have that ZBo~oflic(fJ)  = ~(I",)'
Ilnh\ TJ 

As our next example, we shall compute e:xp[r(w)] with anti-periodic conditions. In 

this case, after making the identification T = - ifJ, this quantity can be thought as the 

partition function of the fennionic harmonic oscillator(17). 
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The Green function that satisfies (11) with the anti-periodic boundary conditions 

G:(t +T, t'l = -G:(t, t'l (24) 

is given by (its construction is given in Appendix B) 

G:(t,t') = 1 sin[w(t-t'-~)] t - t'f [0, T) (25)
2w COS(III;) 

In analogy with the previous case, outside the interval [0, T) the result is obtained by 

anti-periodicity. 

Inserting (25) into (12), and following steps completely analogous to the previous case, 

we obtain (6 = +1) 

exp [I'(w)] IAnti = exp{!t. dt (III dW' sin(w''T /2) } 
t io COS(W'T /2)a 

(X cosh2 (w:), (26) 

where we made the substitution 'T = -if3, so that, apart from a numerical normalization 

constant we have that zFermionl(f3) = cosh2(¥-). Note that this result differs from the one 

given by Gibbons(17) in the quadratic power of cosh(¥-), once he considered an equivalent 

linear Grasmann oscillator opposed to the quadratic case discussed here. 

In fact, the above two examples can be presented in an unified way starting from a 

generalized boundary condition 

G~(t  + T, t'l = e-i9G~(t,  t'l (27) 

which reproduce the previous periodic (0 = 0) and antiperiodic (0 = 11") cases. Note 

also that this condition of general periodicity may be related to particles which statistics 

interpolate bosons and fermions, i. e., anyons [21]. 

Taking the constructed Green function satisfying Eq. (27) from Appendix B, we have: 

i9 /2 [ illl 'T/2f t. {III { e- e- eiW 'T/2] }9 
r (w) = 2s t dt i exp ~  sin(~)  + sin(W';-9) 

a o 

= log{ [1 - e-i(9+IIIT )] [1 - e- i(9-IIIT)] }', (28) 

9 

up to a constant normalization factor independent of W'T. It is straightforward to show that 

Eq. (28) reduces to its particular cases (23) and (26) when 8 = 0 and 0 = 11", respectively. 

Note that in this example, we left the statistics parameter 6 free. In fact, it must be 

a function of the periodicity parameter 0, interpolating between 6(0 = 0) = -1/2 and 

s(O = 11") = +1, as for example s(O) = -1/2 + 3/2/(0), where /(0) may be any function 

which satisfies /(0) =0 and /(11") =+1. This factor should be obtained from the functional 

integration of a generalized variable, with arbitrary commutation relation, interpolating 

the cases of bosonic (c-number) and Grasmanian variables, as a kind of a q-deformed 

calculation [22]. 

As our next example, we shall evaluate det - t (w2 + an, but without imposing any 

boundary condition, that is, we will make ta = -f and t" = +f and will take T so 

large (but finite) that the boundary conditions will become irrelevant. The corresponding 

Green function for this case reads (see Appendix C for a non-usual deduction using the 

proper-time method) 

G( t, t'l = Vi e- lIIlt - c'l (29)
2w 

Hence, using (12) we get 

j +T,21111 
.;:;

few) = - dw'w'-, (X wT, (30) 
-T/2 0 2w 

2as expected (this result is the very particular case of -!logdet(a2 +m ) considered in 

only one dimension, where w2 plays the role of m 2 ). 

As our last example, we shall discuss a kind of fermionic determinant in Quantum 

Mechanics, that mimics in some sense the fermionic determinant for the first order Dirac 

operator. This problem was discussed by R. Jackiw(18), who considered the following 

Lagrangian 

L = at(t) (i :t - eA(t») aCt), (31) 

where aCt) and at(t) satisfy an anti-commutation relation. This Lagrangian is invariant 
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under the gauge transformations 

cat = iw(t) j ca = -iw(t) j 6A((t) = - ~w(t). (32) 
e 

Here, using the Green function approach we shall compute the following fennionic 

determinant 

eir(A) == det (i:t -eA(t)) 

=expTrlog (i :t - eA( t)) , (33) 

but without imposing any boundary conditions (a (-function computation for the case of 

periodic and anti-periodic boundary conditions can be found in ref.[18]). 

As before, deriving with respect to e the logarithm of both sides of eq.(33), we get 

a /+00-[if(A)] =- dt G(t, tj eA)A(t) , (34)ae 00 

where we defined the Green function 

(i :t  eA(t)) G(t,t'jeA) =5(t- t'). (35) 

Hence, we have (this is the analogue of (4)) 

if(A) =-Ie de' /00 dt G(t, tj eA)A(t). (36) 
o -00 

The computation of f(A) depends, basically, on the evaluation of the complete Green 

function G(t,t'jeA). A convenient procedure is to consider its integral equation, 

G(t, t'j eA) =< tIlT , ~_"., Hit' > 

=G(t - t') - ie L: G(t - t')A(t')G(t' - t)dt' + ..., (37) 

where we defined the free Green function t 

d 
i dt G(t, t' ) = 5(t - t') -- G(t - t') = -iO(t - t' ) (38) 

t The expression for G(t - t/) could have been anticipated from the definition 

< 0IT (a (t)a t (t' )) 10 > and the fact that for this problem there are only two states, the 

zero fermion state and the one fermion state. 

Substituting expansion (37) into (36), and using (38) (as well as the assumption 

8(0) = !), we get 

det (i :t - eA(t)) = eir(A) =exp { ~e i: dtA(t)}, (39) 

in agreement with R. Jackiw(18). 

4. Final Remarks 

We have shown how to use the Green function approach for computing detenninants 

that usually appear in non-relativistic problems. Since the corresponding Green functions 

can be evaluated without a great effort, this method seems to be a convenient one. 

However, the correct answer for f(w) is obtained only up to an additive constant 

of integration which is independent of w, but which can, in principle, depend on T (or fJ 

depending on the example). In any case, the w-dependence (w characterizes the interaction 

for these cases) is completely obtained by this method. 

Another interesting remark is to establish a connection with an unusual way of using 

the (-function. Observing that ((a,L) = Tr(L-'), we can write 

I
tt 

dtGw (t, t) =Tr(L -1) 
t. 

=((a = I,L), 

so that 
a 

aw f(w) = -w((a = I, L). 

The (-function associated to the operator (w2 + an can be constructed explicitly and 

((I,L) can be computed without any problem (see G.W.Gibbons(17) for explicit results). 

Of course the result must coincide with the one given here by the Green function approach. 

As a final remark, we would like to observe that the infinite present in det(w2 + an 
is factorizable. In fact, it is already contained in det(a~),  so that, de~~::~~:)  is finite (the 
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same can not be said in fOUf dimensional QED; for instance, even for constant Flu" the ratio 

det["':"U\~ie:4")]  is stilJ divergent and needs a renormalization procedure. In our approach, 

this infinite was absorbed when we made the normalization f(w =0) =0 (det(8f) = 1). 

One of the authors (C.F.) would like to thank to M.Asorey and A.J.Seguf- Santonja 

for enlightening discussions and to the Theoretical Physics Department of the Univer

sity of Zaragoza for hospitality during his stay in Zaragoza, where part of this work was 

done. This work was partially supported by MEC-CAICYT and Conselho Nacional de 

Desenvolvimento Cientffico e Tecnol6gico (CNPq). 

Appendix A 

In this Appendix we shall briefly construct the Green function Gw(t, t') that satisfies 

(w2 +8l)Gw(t, t') =5(t - t'l (A.I) 

as well as the Dirichlet boundary conditions Gw(ta, t'l = 0 = Gw(tb, t'). Starting with 

t :f; t' , it is easy to show that 

Gw(t, t') = A(t')sinW(tb - t) ; for t> t'� 

Gw(t, t'l = B(t') sinw(t - ta ) ; for t < t' (A.2)� 

Using symmetry arguments (Gw(t, t') = Gw(t' , t)), and imposing continuity in t = t', 

we get 

A(t) B(t/)
~..:..-~ = = ~ = const., (A.3)

sinw(t - ta ) sinW(tb - t" 

so that Gw (t, t/) takes the fonn 

Gw(t,t') = ~sinw(t<  - ta).sinW(tb - t», (A.4) 

where t>, t< are respectively the greatest and smallest values of t and t' . 

In order to compute ~,  we shall use the discontinuity of itGw(t, t'l in t = (', that is, 

integrating both sides of (A.I) from (' - t to t' + ~ we have 

8tG",lt'+r - a,Gwltl_ r = 1. (A.5) 

Substituting in (A.S) the corresponding solutions for t > t' and t < t' , we obtain 

1 (A.G)~=  WSin(WT) ; T == tb - ta , 

so that 

I 
Gw (t, t'l = --sin wet t)' ( (A.7)wSinlWT\ < - a .smw tIl - t». 

Appendix B 

In this Appendix we shall construct the Green function associated with the same 

differential operator (w2 +an, but now using generalized periodic boundary conditions 

G~(t,  t') = G~(t - t'l = ei9G~(t - t' + T), (B.I) 

where G~(t,  t') is the desired Green function, which satisfies 

G~(t,  t') = (w 2 +al)-lo(t - t'l ; t - t'f [ta, tb)' (B.2) 

It is easy to see that this reduce to the periodic and anti-periodic cases Gw (ta, t') = 

Gw(t,t') and Gw(ta, t') = -Gw(t,t/), for e = 0 and e = 11", respectively. The following 

discussion is very similar to that found in H.Kleinert(l9), when restricted to these particular 

cases, so that we shall omit non-important mathematical steps. 

The spectral representation for G~  (t) is then given by 

00 -iwm' 

G~  (t) = -:;:
1 L w2 

e
_ w~ 

m=-oo 

1 00 {e-iWm
, [i i]}-- ----+-

- T L 2iw w - W W+ Wm m m=-oo 

= 2~i  { G~(t) + G~(t)}, (B.3) 
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where Wm = (21rm + e)/T and we identified the spectral representation of G~  (t), which 

are respectively the Green functions associated to the first order operators (i8, ± w) with 

generalized periodic boundary conditions (G~  (t + T) = e-·8G~  (t». 

Using the Poisson summation fonnula 

00 [00 00 
2L f(m) = J_ dlJ L e ,.a"n f(IJ), (BA) 

m=-oo -00 n=-oo 

we can write for G~  (t) 

. 00 e- iwm ' 
I~

G~  (t) = -; L.J W ± W 
m m=-oo 

~00 [ 00 I ( • )= dWe-a(w"-nw'T+n8) __1_ . (B.S)
L.J J_ 211" W ± w' 

n=-oo -00 

Identifying 

00 dW' . I, ( i (B.6)G± (t) = 1-00 2;"e-
1W 

W ± w' 
) 

as the Green functions associated with the first order operators (i8, ± w), but this time 

valid for an infinite time interval, we may cast (B.S) into the form 

G~(t)=  L
00 

e-an8G*(t-nT). (B.7) 
n=-oo 

Hence, to obtain G~  (t)' we need first to compute G* (t). By residue calculations this 

can be made after setting w - w - iT1. With this prescription, it can be easily shown that 

G± (t) = -O(=ft)e±'w,. (B.8) 

Substituting (B.8) into (B.7), we get� 

00� 

G~(t) =- L e-an80(=ft± nT)e*aw('-nT). (B.9) 
n=-oo 

+00 

G~(t)  = _eaw' L e-·n (WT+9) 
n=1 

= _eaw' {e-a(WT+8) +e-2i(WT+8) +...} 

e- iw'e- a(WT+8) 
(B.IOa)= - 1 - e-a(wT+8) .� 

Analogously, for G~(t)  we have� 

-00 

G~(t)  = _eiw' L e- an(wT+8) 

n=O 

= _eaw' { 1+e- i(WT-8) + e- 2i(WT-8) +...} 
e- iw , 

(B.IOb)
I - e- i(WT-8) . 

Of course, outside this interval, the result can be obtained by periodicity. Substituting 

(B.IOa,b) into (B.3) and substituting t by t - t', we finally obtain 

e-a8/2 [eiW('-"-T/2) e- aw('-"-T/2)]
G8 (t - t'l - -- + . t - t' t: [0 T) (B.ll)W - 4 . (wT+8) • (101.,.-9)' , •w sm 2 sm -2

For the particular case of periodic boundary condition (0 =0) we have 

G~=O(t  _ t'l == G~(t _ t'l = I cos[w~t  - t' - T/2)]. I (B.12)2w sm(wTI2\ ,t - t t: [O,T) 

and for the anti-periodic boundary conditions (0 = 11") 

G~=1r(t  _ t' ) == G:(t _ t'l = ~ sin[w(t - t' - T/2)] t-t't:[O,T). (B.13)
2w cos(wT/2) 

Since this expression has a period T, we can restrict ourselves to the interval tt:[O, T). 

Hence, the sum appearing in the r.h.s. of (B.9) can be easily done, yielding for G~(t)  
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Appendix C 

In this Appendix we shall construct the Green function that satisfies 

(w2 + 8l)Gw (t, t'l = 6(t - t'l, but which is valid for an infinite time interval. There 

are many standard ways or obtaining this result (by Fourier transform, etc.), but we shall 

present a non-usual one. 

Defining the operator Pt so that P, = -i8t in "coordinate representation", we can 

write Gw(t, t') as the matrix element 

Gw ( t, t' ) =< tIw2 ~ p2 It' > 
t 

2=i loo dse- i ,(w -ic) < tle- iP;, It' > . (C.1) 

However, < t1e- iP;, It' > is like a "free particle propagator" , with m = !' and t and 

t' playing the role of x andx' respectively, so that 

'100 

G� (t t') - d -i.w' 1 i{'i"I'w, -I se --e· 
o J41ris 

00

1 1 du { (t -
l )2}2 t=-- -- exp -uw - --- (C.2)

-f4; 0 .,j(i 4u ' 

where instead of using the prescription w2 - w 2 - it: we preferred to use the equivalent 

prescription s = -iq. 

Using the well known result for this integral(20) we obtain 

Gw(t, t') =-Iie-w1t-t'l (C.3)
2w 
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