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Abstract 

We show how the extension of the Faddeev-Jackiw sympletic quantization (includ­

ing true constraints) can be used to superspace. We first deal with supersymmetric free 

field theory in the component language. After that, we consider the method aplied to 

superfields, taken as canonical variables. We also use the formalism. directly in superfield 

formulation, to the supersymmetric nonlinear sigma model. 

PACS: 02.40.+m; 11.10.Ef; 11.30.Pb. 
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1.� Introduetion 

The consistent treatment of constrained systems was given by Dirac a long time ago [1]. 

The Dirac method is a Hamiltonian formalism where the goal is to find out generalized 

Poisson brackets (Dirac brackets) which are the bridge to quantum commutators (after 

problems with ordering operators have been solved) [2]. 

In a more recent work, Faddeev and Jackiw (FJ) [3] have shown how to obtain the 

Dirac brackets for some systems in a geometric approach, based on sympletic structures [4]. 

This was achie\'cd for systems which are constrained in the Dirac formalism but are not 

in the geometric point of view. As examples we mention the Dirac spinors [5] and selfdual 

fields in two space-time dimensions [3,6,7). 

Unfortunatelly, a great part of the constrained systems is also constrained in the 

geometric formalism (we shall call these constraints true constraints). For this kind of 

system, direct use of the elegant method proposed by Faddeev and Jackiw cannot be 

made. Of course, a natural way to circumvent this problem is to try to eliminate the 

superfluous degrees of freedom by means of the true constraints and, after that, to use the 

FJ approach. Incident ally we mention that this procedure was followed in a recent work 

hy Kulshreshtha and I\Iiiller-Kirsten [8] to deal with FJ quantization in superspace. 

In a recent couplc of papers, one of us and a collaborator [9] have proposed a way of 

consistently extending the F.J approach for systems where true constraints are involved [10]. 

The main result s of these works are here summarized in Sec. 2. 

The purpose of the present paper is to use the ideas introduced in the works of 

reference [9) for superfields. First we deal with supersymmetric field theory in a two­

dimensional space-time for free fields. In Sec. 3 we work with component fields. This 

is done to muster conldence toward the results that shall be obtained in Sec. 4, where 

superfields are directly considered as canonical variables. We shall see that it is not possible 

to consistently obtain the sympletic matrix in the superfield language. This is so because 

the presence of Grassmanniall variables makes the corresponding matrix singular. However, 

as was pointed out in our work mentioned in ref. [10), the brackets can be consistently 

obtained by just considering part of the inverse of the (singular) matrix. In Sec. 5 we 
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directly in superficld language, the supersj'nuuetric nOlllinear sigma model. \ "(. lea"l' 

Sec. 6 for some concluding remarks. \Ve also include an appendix with some details of the 

calculat ions. 

2. Sympletic formalism 

Let us consider a dynamical system evolving in a phase space and described by the 

canonical set of variables (qi, pd (i = 1, ... ,N) (*). lfthese variables are not constrained, 

they satisfy the fundamental Poisson brackets, namely 

{qi' qj} = 0 = {pi, Pj},� 

{qi, pj} = fl ij . (2.1 )� 

Considering that the brackets of some quantity, defined in the phase space, A(q,p), with 

anything satisfies the relation 

{A(q,p), .. .} = ~A {qj,"'} + ~.-l {Pll"'} , (2.2) 
vq, vj), 

and using the fundamental brackets (2.1), one can write the usual Poisson bracket relation 

involving two arbitrary quantities, say A(p, q) and B(p, q), as 

a.4 aB 0.4 oB 
{.4(q,p), B(p,q)} = ~ {(]j, qj} ~ + ~ {q" Pj} ~ 

vq, vq) vqi vp) 

0.4 oB aA oB 
+ -a {pi, qj} ~  + ~ {p" p)} a'

PI vq) vp, JI) 

a.4 oB 0.4 oB 
(2.3)

aqj up, up, uqj 

(*) In this section, for the sake of simplicity, we only deal with bosonic coordinates. The 

extrapolation for fermionic ones and fields can be done in a straightforward \\'a~·.  as we are 

going to see in the next sections. 

3 

just (me ::id of '2N gClwra.lized coordillates which we dellote by yO ((( 1,···,2N),1ll 

such a way that 

yl = q., 

yN+i = Pi. (2.4) 

Now, the fundamental Poisson brackets simply read 

{vO, vP } = coP, (2.5) 

where the antisymmetric tensor cop is given by the matrix 

(fOP) = (~I ~), (2.6) 

and I is the N x IV idellt ity matrix. The inverse of this matrix, (coj3), defines the symplctic 

tensor [4] characteristic of this unconstrained system. It is easily seen that the Poisson 

bracket involving two arbitrary quantities A(y), B(y) can be directly obtained in terms of 

the tensor cOP. This is given by 

aA iJ BB 
{A,(y). B(y)} = ov {yO, y } GYP' 

0;3 0.4 oB 

o 

(2.7)= c oyO oyP . 

The advantage of this notation is that it permits us to directly write the general form 

of the brackets in the case where constraints are involved. These are given by 

{yO, yl1} = rl1(y). (2.8) 

The important point to he emphasized is that the tensor fOP is nonsingular. Its inverse 

is the sympletic tensor corresponding to the considered constrained system. We mention 
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that the sympletic tensor cau be used as a metric (sympletic metric) that raises and lowers 

indices in the sympletic manifold. 

As is well-known, the conventional way to reach the expression (2.8) for a constrained 

system is to make use of the Dirac formalism [1,2], where constraints are classified as 

primary, secondary, tertiary etc., or first and second-class. Also. COllst raints can be weak 

and strong. 

The FJ formalism deals with first-order Lagrangians. It is opportune to mention that 

this is not a serious restriction because all systems we known, described by quadratical 

Lagrangians, can always be set in the first-order formulation. This is achieved by extending 

the configuration space with the introduction of auxiliary fields. These are usually the 

momenta, but this is not necessary [9,10]. 

Let liS consider a system described by a first-order Lagrangian Ii ke 

L = ao(Y) yO - V(y), (2.9) 

where yO is a set of 2N coordinates. yi+N can be the momenta or other auxiliary quantities 

(or may even not exist) in order to render the Lagrangian the first-order condition. From 

the expression above, the Euler-Lagrange equation of motion reads 

fo{J 1/ = 00 l' , (2.10) 

where 00 == D/ oy" and 

foil = oou;J - o{Ja o . (2.11 ) 

If det(.foil) f. 0, one can solve (2.10) for the velocities yO, i.e. 

yO = f0 8 oJF, (2.12) 

where fOil is the inverse of fo/3. This is the symplet.ic tensor reported earlier and. in fact, 

one call show that. f oJ are the Dirac brackt't betwecn the coordillntes yO, yd [5.7]. 

An interesting and instructive poi lit occurs when the quantity f od is singular. In 

this case one cannot identify it as the sumpletic tensor and. consequently, the brackets 

structure of the theory cannot be consistently defined. This means that the system, even 

in the FJ approach, has constraints. One way to solve this problem is to follow the old and 

standard Dirac formalism. However, this can also be achieved by working in a geometric 

manner. In this case. we use the constraints to conveniently defonn the singular tensor 

quantity in order to obtain another tensor that may not be singular. If this occurs, this 

new quantity can be identified as the sympletic tensor of the theory. Let us briefly review 

the developments of the sympletic method when there are true constraints involved [9,10] 

Let us denote the above mentioned singular quantity by f~~,  and let us suppose that 

is has, say, !II (111 < 2N) zero modes v!~),  m = 1" . " M. From equation (2.10), it is easy 

to see thnt 

v~,~)DmF=O. (2.13) 

This may be a constraint. Let us suppose that this actually occurs (we shall discuss the 

opposite case soon). Usually, constraints can be introduced in the potential part of the 

Lagrangian by means of Lagrange multipliers. Here, in order to get a deformation in the 

tensor f~j  we introduce them instead into the kinectic part. This is done by taking the 

time-derivati"e of the constraint and also by using some Lagrange multiplier to introduce 

them in the Lagrangian (*). 

These Lagrange multipliers, which we denote by ,\~~), enlarge the configuration space 

of the theory. This permit us to identify new vectors a~)J)  and a~~)  as 

a~.l)  = (/~,O) + ,\~~)  Dnn~)~)  , 

a~/~) = o. (2.14) 

where n~/~)  are the con3traints obtained from (2.13). In mnsequence. one can now introduce 

the tcnsor quantities 

(*) It is wcll-known that cOllstraints satisfy the consistency cOlloitioll of not evolving ill 

time, that is to say, if n is a constraint ,ve havc that nis also a constraint. Another point 

is that one could. instead. take the time derivative of the Lagrange multiplier. 
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f (1) -- ') (I ) a (1)
0{1 - I,. IIp - paC} , 

f~~~  = ao a~~) - Dm a~,l)  = -Dill a~I), 

f,~:~ = Dm (J~lll  - DII a~~)  = 0, (2.15) 

where D = ajf).lIl. If detf(l) =I- 0, where f(l) is a matrix which also involves them 

Lagrange multipliers, t.hen we have succeeded in eliminating the constraints. If not, one 

should repeat the procedure above as many times as necessary. 

It may also occur that we arrive at a point where we still obtain a singular matrix 

and the corresponding zero modes do not lead to any new constraint. This is the case, 

for example, of gauge theories. At this point, if we want to define the sympletic tensor, 

we have to introduce some gauge condition. For details, see reference [91. In the case of 

superfields taken as canonical variables, a new fact appears. \Ve shall see that we find a 

tensor that is singular (and there is no gauge freedom to be fixed). This occurs in virtue of 

the Grassmannian degrees of freedom of the superspace formulation. This means that it is 

not possible to consistently define de sympletic matrix in this case. However, we shall see 

that it is possible to obtain part of the inverse and this is precisely the bracket structure 

of the theory. Further details shall be reported in the examples. 

3. N=l, D=2 snpersymmetry 

Let us consider the following supersymmetric Lagrangian density for free massless 

fields 

1 ­
£=_-DqlDiJ>, (3.1 ) 

2 

where <II is a real scalar superfield whose gellcral forlll is ( ,. ) 

(*) The convention and notation we use throughout this paper is h/' ,1"]+ = 2,/ ,11;; 1'1~/'; = 

( 0 1) (0 1)11 0J 1 0 177 JlIl1 +€I'''l's; 1Joo = -11 = -1; 1/ = 1110 = 0; 1° = -1 0 ; I' = 1 0 ; 15 = I I ; 

etc. 

- z ­
cf>(x,9) = ¢(x) + i91,b(x) + "299F(x). (3.2) 

Here, ¢ is a real field; B, J/; are Majorana spinors and F is an auxiliary field. The covariant 

derivatives Do and Do are defined by 

f)
--!- - ihl'9)o axl' 'Do - aBo 

oDo =D>,I>.o' f) 

~ + i( (hl')o axl' . (3.3)= - aBo 

In this section we shall work with component fields. Using (3.2) and (3.3), we obtain 

from (3.1) that the Lagrangian density in components reads 

1 i - 1 2 
£ = -2 al'¢f)II¢ + 2J/;;N' + "2 F . (3.4) 

In order to use the sympletic formalism, we transform this Lagrangian to the first-order 

notation. This is achieved by extending the configuration space as 

1 1 .. 1
-2 a,,¢>f)I'¢ =2 ¢¢> - 2¢/¢>' I 

1 2 . 1 I 

----t - 2p + pr/J - 2r/J 
I 

r/J , (3.5) 

where ¢' == aJ ¢. Here, the auxiliary quantity p is the momentum conjugate to ¢. Intro­

ducing this result into (3.4) I we get 

. 1· 
£(0) = dip + -II!!!.' +V( 4>, p, t,!" F), (3.6)

2 

where 

1 2 1 -1.." i,l ?1. 
= - P + - 'I-' ¢ - - If'15~'  - - F- . (3.7)

2 2 2 2 

The relati\'e position of the velocities in (3.6) is due to the adopting of the left-derivative 

convention for fermionic fields. The Lagrangian density (3.6) permits us to identify 
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a(O) - p'" - , 

a~O)  = 0, 

(0) 1, 
0", = 211-',� 

a~) = O. (3.8)� 

The nonvanishing elements of the matrix flO) are 

/
(0) , _ 6a,,(x ) _ fJa",(x) = -fJ(x _ :r/),

I",,. (.T,X ) - 64>(x) 6p(x') 

(0) , ba".(x')_" ball'(X) __ -ib(J' _ x'). (3.9)Il/-") X ,:r ) = - bt!,(x) 6~,(X/) 

The quantities above, considered to be at Xo = J:~ = t, are the natural extension of the 

coordinate case that we have seen in Sec. 2. In the case of f1/Jll" both signs are equal in 

virtue of its fermionic nature and are negative in virtue of the left-derivative convention. 

Thus the g('l}eral form of the matrix flO) is 

-1 o 
o o 

(3.10)f(OI~ Go -1 
Do(x -x'), 

o o 

where the elements of rows and columns follow the order ¢, p, 1/', F. 

This matrix is obviously singular. This means that the theory described by the La­

grangian (3.6) is constrained in the FJ formalism (there are true constraints). We shall 

see that this constraint is related to the equation of motion of the auxiliary field. It is 

opportune to mention that there are no constraints related to the fields li'o and p. as would 

occur in the Dirac formalism. 

From the matrix (3.10). one immediately obtains the follm\"ing zero-mode 

(3.11)"I")~ (D� 

and a contraint may be obtained from 

j  dX~FfJ  jdxIV(XI,t) =0, (3.12) 
CJ (x, t) 

which is the generalization for fields of expression (2.13). Considering (3.7), we obtain the 

well-known flllxiliary fidd constraint of supersymmetric theories, namely 

F=O. (3.13) 

Following the procedure mentioned in Sec. 2, we now take the time derivative of this 

constraint and introduce the result into the previous Lagrangian by means of a Lagrange 

multiplier ,\. The result is 

(II . l' .
L . = ¢p + 2~'lj>  + FA - F. (3.14) 

The Lagrangian (3.14) permits us to identify the quantities 

(I) 
(It;> = p, 

0:,1) = 0, 

a(l) = !.-,I, 
~, :2 'r , 

aV) = A,� 

(/~J)  = O. (3.15)� 

and besides (3.9) we have the following nonvanishing element 

, OOF(.l:') _ oa,x(:r) = 6{J' _ x'). (3.16)f>.FlJ.·,.r ) = bA(x) fJF(x') 

Th(' matrix I( 1) then reads (the clements follow the Older rj>, p, 1/.'. F, A) 

-1 0 0 
0 0 0 0 

Itl) = (U~ 0 -I 0 o(I 16(:r - J"). (3.17) 
0 0 0 0 -1 
() 0 () 1 0 
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This matrix is not singular. This Ilwans that there are no more constraints. 'Ve can thus 

identify 10 ) as the sympletic matrix of the theory. Its inverse reads 

0 1 0 0 0)�
-1 0 0 0 0 

1(1)-1 = 0 0 i 0 0 6(:1' - x'), (3.18)
( o 0 0 0 1 

o 0 0 -1 0 

and considering (2.8) we immediately identify the nonvanishing brackets 

{4>(:1'), (kr')} = 6(:r - x'), 

h'(:r), lj·(.l·')} = i 6(1' - x'), 

{F(:r). ,\( .1") J = 6(.1' - .1") . (3.19) 

In terms of the original fields of the theory, we just have 

{¢(x), ~(1.')}  = b(:r - :1"), 

{t/'{:r), tb(;r')} = i 8(1' - x'). (3.20) 

These are the same brackets which we would have obtained if the Dirac formalism had 

been used. vVe mention that the bracket involving F and ,\ is not a Dirac on(' (this would 

be zero). It just appears to render the matrix PI) the condition of nonsinguL,rity. 

4. Using snperfields as coordinates 

Let us now wOlk in the superfit'!d langnage by directly using tllf' Lagrallgian (3.1). 

Considering the expressions of the covariant derivatives. we rewrite (3.1) ,IS 

1 - .. - iNI. 1 ocJl DcJl· o~  1 ­
£ = - 08q,cJl - iO -ll· + - - ~ - iO~/r  - q.' - - BOll)/eII/. (-l.1)

2 DO 2 D8 DO " of) 2 

In order to have a first-order Lagrangian, we linearize the first term of the equation abow 

by setting 

~  eO 4>4> --+ eo( II 4> - ~IlIl) . (4.2) 

It is opportune to mention that here II is not the momentum conjugate to~.  The first­

order Lagrangian then reads 

£(0) = (BOil - ie~:) 4> - V(~, II), (4.3) 

where 

l' _ 1 o~ 0<I> .- o~ 1 ­
- -2 00 oe + 70/'5 00 ~'  + 200 (~'<I>'  + IlIl). (4.4 ) 

From the Lagrangian above one identifies 

a(O) _ - !:l 
<I> - 00 II - iB ~ 

(0) 00 ' 
an = O. (4.5) 

The nom'anishing elements of the matrix flO) are directly calculated 

f~~(  8, x; 0', .1.') = ha~O)(O', x') t5Q~)(O,  1') 
64'(O,x) - 6<I>(O',x') , 

=4iOO'6(x - x'), 

8a(0)(O',x') 6a~)(0,x)  

(0) 0 n") n _ ,
f4>n( ,x;u.x = 6<I>(O,x) hIl(O', x') 

= - eOrlo' h(x - x'). (4.6) 

The matrix f(lJ) rc·ad.~  

4i(}{i' -B(I{)'(}' ) 
f(lJ)­ o 6(.1' - .1"). (4.7)

( 988'(}' 

This matrix is singular. It is easy to sec that there are two zero-modes 
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v~O) = (0:) , (0) (0) (4.8)
V2 = be ' 

where b is some constant spinoL To calculate the corresponding constraints, we proceed 

as usual. Considering v~O)  we have 

2 2Jd 6 00 t54>:x, 6 Jd 0'l! = 0, 

82 
==::} (4.9)8800 ~  = o. 

This in components is nothing more than the equation of motion for the auxiliary field. 

The use of 11~OI  gives 

d2 0 bo _b_'-- Jd28' F = 0,J t5n(J',O)� 

==::} 0=0. (4.10)� 

As one observes, the second zero-mode does not lead to any constraint, it just gives an 

identity. 

The next step is to introduce the constraint (4.9) into the kinf'ctic part of the La­

grangian (4.3). Here. we choose to take the time derivative of the Lagrange multiplier. 

The Ilt'W Lagra\l~ian  [( I) then reads 

(4.11)£0) = (oon - iO ~:) cj, + o~~o ~A  - \'. 

Now, besides (4.G) we also have 

(l) " (I) ba~l)(.r,  0) ..\<j>(.r,O;,r'O') = (:/lcj> (.1",0')r t5A(x,B) b~(x',f)')  , 

= - 4 6(1' - 1.') . (4.12) 

The matrix f( I) is 

13 

4i66' -060'6' 4)
Ill) = eoo'6' o 6 6(x - x'). (4.13)

( -4 o 0 

This matrix is again singular. The corresponding zero-mode is 

(4.14) "f1' ~ (c; ) 
where c is another constant spinor. One can easily see that the use of this eigenvector in 

the expression (2.13) just leads to the identity 0 = O. No more constraints can be obtained 

in this way. 011 the uther lwnd, since this is not a gauge theory there are no constraints 

arising by gilllc;,·-tixing. This means that the sympletic tensor cannot be consistently 

defined whcn w{' work in the superfield language. Incidentally we mention that this is not 

a particular problem of the FJ formula tion. In the case of the Dirac treatment we also have 

problems when we try to obtain the inverse of the matrix formed by the Poisson brackets 

of constrainh. For details of the use of the Dirac formalism with superfields, see references 

[11,12,131· 

The way of circumventing this problem was given in 110], and we briefly review it here. 

We first lIwnl ion that the inverse of f(l) would have to satisfy the relation 

~fl'  1" rll) . (I . .' LJI) t·(I)-I ..' LJI •. " LJ") _ '2(LJ Il") C(.. ,')
•( I l ,.I. 1.1, ..1.[7. (.1.(1,.1 ,l7 - b (1- (7 1'.1 -.1 , (4.15) 

The impossibility of obtaining f(I)-1 is because some terms of ()2(f) - Oil) cannot be gen­

erated. \Vltat WI' Ita\'{' to do is to calculate a matrix, which we call /, in order to generate 

the maxinHlIll possible Humber of terms of P (0 - (lll). To do this, we consider that the 

lIlat rix .i llil~ till' follo,\'ing general form 

A B 
D ~)  . (4.16)

f = ( =~ -I;, F 

where 11.1.1'. H: .1". (I' ) = B( .1".8' : :1', (}) etr. \\'e thus obtain the equations 
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5. Supersymmetric nonlinear sigma-model 

BIIJd2 
(}' (4i(}B' A + iJa{}'()' ll- 4Q) == 62

((} - ), 

.f d20' (4iOO' B + iMilo' D - 4t;:) == 0, 

Jd2
(}' (4iBO' C + {}(}[}'()' E +4F = 0, 

Jd2 
()' BOa'(}' A == 0,� 

J(z2o' BOB' ()' B == BO ,� 

J(Po' {}(}{}'O' C == 0,� 

JIfo'.4 == 0,� 

J({lo' B == 0,� 

Jd20' C == - ~{}lIell (4.17)
4 ' 

whose solution is easy to obtain and tile matrix .i reads 

lOB' _!{}O~O'l  

o 4 0 b(l' _ x'). (4.18)1(·1'.0;:r',0') == -1 
( 

!BOB'()' () 0 
I 

This manix pcnui t S lb to ident ify the following llunYanishillg brackets 

{<I>(x,8), <1>(.r',O')} == i(}(}' 6(:1' - :2"'), 

{ <P(.r, 0), II( :1", B'l} == b( .1' - x') , 

1- c

{<Il(.!", B), A( .1", (}')} == - 4gRO'e' ~(.r - .r'). (-l.10 ) 

If one writ.es the:-;p. bnl<:kP.t.s in CO\lI!'Olwllt:-; OIW obtains 'the same results of the prc\"ious 

section. 

The main purpuse of this section is to check the ideas presented before in a more 

subtle system. Let us then consider the supersymmetric O(N) nonlinear a-model in 1 +1 

spacetime dimensions, The Lagrangian density for this theory reads 

(== -~  ])4> i D4>' + ~ A (4)i4>i -1), (5.1) 

where i = 1,"" 1\i is the index related to the O(N) symmetry group. 

In this section WI' shall directly work in the superfield language. Using the same 

development to obtain (4.3), we get 

£(0) == (jjO II' - i8 8 <I> I ) ci ' - \'(4) II A) (5.2)8B " . 

Here, F is given hy 

18<I>'Dq" '0- 84>' ...." - (,i i i) A( i i )II\,' == - - - -., + 1 1'5 -~'  + -1 00 4> 4> + II II - - 4> <P - 1 (5.3)
2 DO Df} DO 2 2' 

From the Lagrangian (5,2) one identifies 

(u); ­
(1<1> == BOll' _iO°<I>' 
n(O); DO ' 
un == O. 

0.\ 
(01 

== o. (5.4) 

The elements of the lIlatrix flO) are obtained as before and we have 

4iBB'tJl) -BOO'O'b') 
flO) == (}08'~'6i) o h(x-x') (5.5)n

( o 

This matrix has tlll('(' zero-Illodes ",hicll are 

CliJO)
,( 0 ). - 0 

t) - , (5.6)
( o 

"l"" ~ (b~8 ) vl"" = (D 
1G15 



The use of the eigenvector v~O)i  into (2.13) gives 

j  d20BB~  jd20'F==O
6cI>' ' 

:::=:::} j d2(J iH} (02cI>~ - AcI>') == 0aOo() , 
:::=:::} 02clJ~  [B(}(02clJ~ -AclJi)] ==0 

0000 0000 ' 

~  ~;:~ - A(O)~i(O)  == o. (5.i) 

The use of v~O)i  leads to the identity 0 == 0 <md it is easily SCCII that l'~O)i  givcs the 

characteristic constraint of the nonlinear a·model theory, namely 

cI>i 41 , - 1 = o. (5.8) 

Introducing both ronstraints (5.7) and (5.8) into the kinectic part of the Lagrangian (5.2) 

we get 

£(1) == (OOIl' _ iB oip' + 1JcI>') 4>i + (02 clJ: _ !\(O)4I i (O)) p' - l'. (5.D)
00 oOoB . 

From the Lagrangian above we obtain 

(I), - - 0<1>' 
(t<j> = ­00 II' iO DB + 17 41 ' , 

a~)'  = O. 

(L~\I) == O. 

0(1)
'1 = 0, 

0(1). _ o2cI>'
(. - DODO - A(O) (1)'(0). (5.10) 

The matrix PI), whuse rows and columns are disp1<lyed in the order 11>. II. 'I, p . •\, is given 

by 
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4iO(J'b'l -600'O'tJ'J -<l,i62(0 - 8') (4 - BOA)b iJ 0 

BOO'O'f,'l 0 0 0 0 

f(J) == <1>1 ,,2( 8 - 8') 0 0 0 0 I 6(x - x'). 

(-4 + eOA )b'J 0 0 0 B'O'clJ i 

0 0 0 -BOipl 0 
(5.11) 

The only zero-mode which may lead to a new constraint is 

9 (5.12)
"II) ~  ( 1) 

Using this eigen\'l'ctor in the equation (2.13) we get 

q,'(O)Il(O) == O. (5.13) 

\Ve nm,' illcmporate this cOllstraint into the kinectic part of the Lagrangian (5.9) by 

means of a Lagrange multiplier (. The result is 

[('2) =(OOIl' - iO °o~' + 1/<1") 4>' + (~;:~ - A(O)l1>i(O)) I>' 

+ q"(O)Il'(O) ~  - \ .. (5.14) 

Ideutifying: the 11e\\' q\lantities (pl. \n' cOllstrud the matrix f(2l (whose order of elements 

is (I', II, 1/. I'..\. () 
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any new constraint. Following the saull' procedure of the preYious section we also construct 

a matrix .i which giws the maximum umnber of the elements of [,'1.( (J - 0') (see appendix 

for details). The e1emcuts of .i permit us to identify the following nonyanishing brackets 

{cll'(l',O), <1>}(:r',B/ )} =i [OB'(li l
) - <1>i(O)<I>}(O))� 

1 (~ B1>'· - 0<1') )]�+ - R'B'8 --1»(0) - 000' --1>'(0) b(.r - .1"),
2 De . D~ 

OR. ( .. . ~ D<Jl) ]
{<1>i(;r, 0), il)( :1". O')} = [�(1 + 4) b'} - <1>'(0)<1>1(0)) + Rao1>I(O) <5(1'- .r') , 

1 _.. D<1» D<I» )
{<!>'(l·,H),II(./.tJ'J}= -()He'fi'--~  +1)'2(8-0' ) <1"(0)15(.1'-.1").( -! DO De� 

{'I>'(l',O), pl(.r',R')l = - ~ flBe'R' ((il) - <1"(0)1>1(0)) b(.1 -1"),� 

D1>i Bcll i )�
{II'(.r,O), II)(.r', O')} =(-<1>i(O)II)(O) + <];t1(O)II i(O) +i tii DO- 0(.1' - .r') . 

il .' il' } _ ('YR'I D<1
r
' iJlilII I (()\) ((. .'){II i(.1',(7),11(.1 .(7) - - _I ----00 + U 17 ,(1.1 -.1 . 

{ (( .1' , 8), II' (.r' . 0' )} = - ij' 8' <Ir' ( 0 ) b( .1' - .1" ) • 

{ 7/(.1' , H), 7/( .1". R' )} =4i Hfi' b( .1'- .1" ) .� 

{A(:r,O), I/(./,fi')} = - 46(.1' -.r'),� 

{((.r,O), Il( .1". fi' J} =800'(J' 1l(.1 - .1").� 

{A(;r,O), p'(,r/,fi')} = -� OM"(O)o(.r - .1"). (5.IG) 
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In terms of the initial field <1", we just have 

{<I>'(X,O), <1>'I.I",O')} =i [00' (<5 i) - <I>(O)clli(O) 

+ ~ (tJ'O'(J DB~i <1'}(O) - tJOB' ~~: q,'(O»)] b(.r -1.'), 

~  . . } ~ ( e8)fi'O' {<1>'(.1', 0), '1"(:1". G')� = (J'8' 1 +"'4 (Ii') - 41'(0)<1')(0)) b( x - .1"). (5.17) 

Here also, if we write the brackets above in components we will obtain the usual brackets 

of the s1\persymmetric nonlinear sigma-model theory. 

6. Conclusion 

we have used tlie extension of the Faddecv-Jackiw s)'mpletic formalism to superspace. 

First we have considered a stlpersymmetric field theory in a two dimensional space-time 

for free fields, both in components and in superfield formulations. In this last case, we 

have seen that it is lIot possible to define a sympletic matrix because the final matrix is 

singular. 'Vf' have shO\m that the brackets can be consistently obtained by just considering 

part of til(' singular llI"trix. Finally, we have studied the supersynunetric IllJIIlincar sigmu­

model directly ill SUIJlTocld forl1lulatioll and the results are also in agreement with those 

in COI1lJ'Ol1<'lItS, hy w,ilJ~ tllC Dirac formalism. 

Acknowledgments 

This \\'ork \\-"S slIppor!ed in part by COllselho Nacional de DesellvolvinwlIto Cielltffi­

co e Tecno1<'lgico - ('~.,zp,!  (Draziliclll Hcscrach Agency)_ 

Appendix 

Due to the pres('lIcc of the fermionic variables 00:, it is not possible to obtain f(2)- > 

which would have to satisfy the relatioll 
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JJlO'd:r' /(2)(T,(J:X',0')jl2)-I(X',0';x",9") = b2(9 - O")c5(x - x'). (A.1) 

As was done in Sec. 4, we cunsider instead of /(2)-1 a matrix j in order to generate the 

maximum possible number of terms of 62 (0 - 0"). \Ve consider that .i has the form 

BJk CJ DJk EJ 
[ AJ' HJ jJ_BJk Gjk pk 

_ _Ck lhF')_H k L M" N 
.f = -iijk _pI.. -MJ pJk QJ RJ ' (A.2) 

_~k  -1" -li Q" s T 

-Ek 
-...l.r" -Q ~k  -T. U 

where rows and columns follow the same order of /(2). Introducing this matrix in the place 

of /(2)-1 and using the arguments given above we obtain the following sets of equations 

Jd2 B' (4iOB'A i" +OOB'O'Il,k +62 (0 - O')l)i(O)(2" - (4 - 80A(O))lt" 

- 80ll i (01£k) = 6i"[,2(0 - 0") (A.3a) 

J<f2 B' (4iM'n i
l; - BBO'O'G i

" + 62 (0 - 0/) if>i(O)H..'" - (4 - O{}A(O))!'k 

-80ll'(0)K"')=0 (A.3b) 

J(PB' (4dIO'C' - BBO'B'lL' - [,2(0 - B')«Jl'(O)L - (4 - BO.\(O))M,k 

-O(lll'(O)Q) =0 ( ..1.3(') 

I d'l.O' (4iOO'D ik - BOB'O'I,k - 62 (B - O')4>i(O).U k + (4 - OOA(O))pik 

- BOIT'(O)flk) = 0 (.-i.3d) 

I(/2B' (-liBO' £' - 8t1B'B'.!' - ('.l( H - H') {P'( O);V + (-1 - tlB.\( 0) )Q' 

-OOll'(O)l:) =0 (.4.3(;) 
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iJd'l.O' (4iOO' F i - 006'0' ]\i - 62 (0 - 0') l)i(O) 0 +(4 - 88A(O» R

+ 90 IT i ( 0) U) = 0 (.4.3f) 

(..l.4a) 

J{fB' (iJef}'B' nil, - iHI<I>'(O)K") = 80c5 ik 

Jd2 (j' (eH(I'H' .-1..1: - OO<I>'(OI£k) = 0 

(..lAb) 

(..lAc)J(Po' (000'0' ci 
- 00 tl>'(O)Q) = 0 

(AAd)J(Po' (oe8'O' D ik 
- 9B tl>'(O)J1") = 0 

i (A.4e)Jd2 H' (OB8'O' £' - 00 <1I (O)1:) = 0 

(AAf)J(fB' (HOO'O' pt - BOtl>'(O) u) = 0 

(A.5a) 

<I>J(t}) Blk( H. 8") = 0 ( .4.5b) 

(I,J ((I) (') (H. B") = [,'1. (B - (III) (.4.5c) 

q,J(lI) Dlk(B.B") = 0 (A.5d) 

q,l ((I) £1 (H. (I" ) = 0 

q.1(tI) AJk( B. 0") = 0 

(A.5e) 

<I,I ((I) FJ (H. B" ) = 0 (A.5f) 

(A-6a)I(FfI'[tI'B' (.\(OIA,k - q"(OI~k)  - 4A'k] = 0 

I rl~H' (tI'H I (.\(0) n'" - (1)I(O)lk 
) - -1 nik] = 0 (.-I.Gil) 

(.-1.Ge).I (/2(-/' [fI'H' (.\(0) (" - (]"(O)~) - -1 C'] = 0 

.I (PH' (H'{I' (.\(()) Dik - (]"(O)Qk') - 4 Dik ] = ,Po"O" (A.Gd) 

(.4.6e).I (/2H' [iI'fI' (.\(0) E' - (1"(0)5) -. --1 E I
] = 0 
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•� 

Jd2 0' [a'B' (A(O) Fi 
- tJ)'(O) T) - 4F'] = 0 

Jd2 0' Of! <P'(O)!2/k = 0� 

.I d'2O' (;f} ql/(O)!.}k = 0� 

Jd'2O' Bf} q.l(O)MJ = 0� 

.I el'2o' BfI<I,J(O)PJk = 0� 

Jd'20' Be <pl(O)Ql = 8e� 

f d20' BO q·j(O)Rj = 0� 

.I (Fo' (;'0' (-TI1(0)AJk + q»)(0)11,11.) = 0 

.I (pgl 8'H' (TIj(O)Bl k + <}>J(0)G11.) = 0 

.I ((l·g'fl'R' (TI1(O)C j + <}>l(O)HJ) = 0 

J(PO' fl'R' (TI1(0)Dl k + q·)(O)[1I.) = 0 

J(/'20' fi'e' (TIJ(O)£1 +1»(0)]1) = 0 

f tI~H'  fl'/-I' (-TI1(O)FJ + <I>I(O)I~'J) = Ol/H" 

A carefull solution of these equations lends to tlte brackets (5.16). 
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