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.Abstract 

The QCD analysis of the fragmentation functions obtained from the process of 
inclusive hadron production e+ e- -+ h + X shows a strong scaling violation. The 
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large z: 196 ~ Q2 .~ 8312 GeV 2 and z(= E h / Ebeam) >0.2. This data have been 
used to extract the strong coupling constant in second order QCD, which was found 
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1	 Introduction 

In the Quark-Parton model one expects scaling, i.e. the momentum distributions 
expressed as· fraction of the maximum kinematical allowed value are independent of 
energy. In Quantum Chromodynamics (QCD) gluon radiation changes the kinemat­
ics, which leads to logarithmic scaling violations. They have been observed, both in 
the space-like regime iIi deep inelastic nucleon scattering[1]-[3] and in the time-like 
regime, e.g. in e+e- annihilation[4]. From the scaling violations the QCD coupling 
constant can be extracted. For example, in deep inelastic scattering one finds[5] 
-[6]: a.(Mz) = 0.113 ± 0.005, which is somewhat lower, but not in disagreement 
with direct a. measurements at the ZO mass from shape variables, jet rates and 
total cross sections at LEP[7]. 
Until now a. has not been determined from the scaling violations in the timelike 
region, since this requires precise data at two energies far enough apart to observe 
a significant scaling violation. At PETRA energies[4] the data were only precise at 
a single energy (Vi = 35 GeV). 
In this paper we present preliminary data of the inclusive hadron spectra, as mea­
sured with the DELPHI detector at LEP and present the first a. determination 
from the scaling violations in the fragmentation functions by combining the data at 
LEP with data from PETRA, i.e. data for 196 ~ Q2 ~ M:( '" 8312) GeV2 • The frag­
mentation functions D(x, Q2) are directly related to the scaled hadron momentum 
distributions: 

-	 2 _ ~ 2 - 2 _ 1 du +_
D(x, Q ) = L.J Wi(Q )Di(x, Q ) = --d(e e -+h + X), (1) 

i=l	 Utot X 

where h is any charged hadron and x = PhiEb is the hadron momentum divided by 
the beam energy.D(x,Q2) is the sum of fragmentation functions Di(x, Q2) of all five 
flavours, each having a weight Wi ( Q2) given by the electroweak theory. Note that 
the range of Q2 studied here is much larger than the one studied in deep-inelastic 
scattering, which makes the so~called higher twist effects negligible. 

2	 Differential cross sections for inclusive multi­
hadron production 

The data have been collected during 1991 at energies near the ZO mass. The good 
multihadronic events inside the acceptance of the detector were selected according 
to the criteria given in Ref.[8]. The selection requires that there were at least 5 
charged tracks with momenta above 0.2 GeVIc, the total charged energy seen in 
both hemispheres (z > 0 and z < 0) together exceeded 15 GeV (pion mass assumed), 
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each of the two hemisphere contained a total charged energy larger than 3 GeV, and 
the polar angle of 'the sphericity axis was in the OD range. In addition we selected 
"momentum balanced" events which have the absolute sum of the three-momenta 
of charged particles less than 20 GeV/ c. 
After these selection criteria about 195000 events at a mean center of mass energy of 
~1.2 GeV are kept. The background due to beam-gas scattering and ,,-interactions 
IS less than 0.1% and the r+r- events contribute to 0.2% of the selected samples. 
The scaled inclusive momentum spectrum has been obtained by correcting the z 
distribution of all charged particles for initial state radiation, particle decays, detec­
tor effects, and selection cuts. This was achieved by multiplying the data in each 
bin of the histogram by a correction factor defined as 

(i)
(i) _ Ngen 

c - (i)' (2)
N.im 

where N(i) is the content of the ith histogram bin either on the generator level (i.e. 
charged hadrons) or after the detailed detector simulation. In Ngen we kept all 
primary produced particles with an averaged lifetime smaller than 3.10-10 s. The 
corrected distribution is simply: 

N(i) = c(i) • N(i) 
corr Da.ta· (3) 

The corrections are less than 35% for x below 0.8 (see Fig. 1a). For larger x 
values the momentum measurement errors ( momentum resolution of the detector 
6p/p = O.002p for muons) cause a smearing towards lower momenta, which results 
in a correction factor of 0.4 near x=l. The corrected spectrum has been displayed 
in Fig. 1b and tabulated in Table l. 
The integral under the x distribution is equal to the total charged multiplicity, 
since for each event one has Nch entries, so a systematic error in the multiplicity 
after detector simulation translates in an uncertainty on the normalization of the x 
distribution. The resulting overall normalization errors is estimated to be 2%. In 
principle, the uncertainty could be larger at small values of x, because of photon 
conversions and nuclear interactions in the beam pipe. However, the amount of 
material before the charged particle detectors is small and the number of photon 
conversions is well described by the Monte Carlo. Therefore, each point was assigned 
the same systematic point-to-point error of 2%, which was added in quadrature to 
the statistical error. 
If we compare the spectrum at 91 GeV with the data from TASSO[4] at lower center 
of mass energies, one observes a significant scaling violation (see Fig. 1b). The data 
at lower energies have been measured precisely only at a center of mass energy of 
35 GeV. As shown in Fig. 2, this data deviates about 30 % from the data at 91 
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GeV for the small - as well as the large z range. The horizontal line corresponds to
 
the expectation of the Quark-Parton Model without gluo.n radiat.ion,. i.e. witho~t
 
scaling violation. The deviation of the data from the horIzontal lin~ In eac~ z bIn
 
is proportional to the strong coupling constant a., so each data pOInt provIdes an
 

independent measurement of a •.
 
In Fig. 3 we plot the Q2 dependence for several z intervals from various
 
experiments[4, 9, 10, 11]. Clearly, at small z values the fragmentation function in­

creases about 30%, while at high z values it decreases by roughly the same amount.
 
This is exactly what one expects: the higher the energy, the more phase space one
 
has for gluon radiation. Since the primary quarks lose now more energy due to
 
radiation, this depopulates the highz region. The radiated gluons tend to populate
 
the small z region, thus increasing the spectrum here.
 

3 Determination of the strong coupling con­
stant 

The inclusive production of charged hadrons in the reaction p) e+e- -t h + X can 
be described by two kinematical variables: 

•	 The square of the momentum transferred from the leptonic side ( e+ e- ) to 
the hadronic one (h +X), i.e. Q2 = q2 = (ke+ +ke-)2 - s(= 4ECearn in c.m.s.) 

•	 The fraction z of the beam energy Eb carried by the hadron h ,i.e. x = 
2pq/Q2(= Eh/ Eb in c.m.s.). Instead of Eh the momentum Ph will be used, 
which is experimentally easier accessible and contains the same information 
concerning the scaling violation. 

The scaling violations in the fragmentation functions, defined by Eq. 1, are described 
by the coupled integro-differential evolution equations[13]' which in leading order 
can be written as: 

The splitting functions Pij(z) are the probabilities of finding parton i with momen­
tum fraction x from a parent parton j with momentum fraction y, where x = zy. 
These probabilities can be obtained by integrating the exact QCD matrix element. 
In order to obtain the probability of finding a hadron with momentum fraction x, 
one has to integrate Pii ( z) between x and 1 and convolute this with the probability 
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Df(z/z, Q2) that the parton with energy fraction z fragments into a hadron with 
momentum fraction z. This is meant by the symbol ®: 

P(z) ® fJ(z, Q2) =J1 

dz P(z) . fJ(~, Q2)	 (5)
Z Z 

z 

In the evolution equations the subscribt G refers to the fragmentation function of 
gluons and i to the fragmentation function of quark flavour i. Note that a gluon 
can split into a quark-antiquark pair of any flavour, hence the summation and the 
factor two in front of PqG • 

The evolution equations describe the energy dependence of the fragmentation func­
tions. In principle , for any function Df(z, Q~) chosen as the boundary condition 
at a reference point Q2 = Q~ they define its evolution up to the point Q2 > Q~ . 
The solutions have not yet been found in an explicit analytical form. The meth­
ods of their numerical solution, which allow to take into account the second order 
corrections to the splitting functions or to the anomalous dimensions have been 
developed in papers[14]-[17]. 
In principle, the extraction of a" from the observed scaling violations is straight­
forward: one parametrizes the x dependence at a given reference energy and the 
evolution to higher energies is predicted from the Altarelli-Parisi equations and 
compared with the observed fragmentation functions at higher energies. This can 
be done for every value of z, so one obtains a value of a" for every z interval, which 
of course all should be consistent, if the procedure works. 
We will first discuss the parametrization of the z dependence of the fragmentation 
function and then study the Q2 dependence. The fragmentation functions have 
been studied in great detail in e+ e- annihilation. Even such fine effects as the 
"string effect" , predicted in QeD by the interference effects of multiple gluon emis­
sion, have been observed[18} and can be well described by the string fragmentation 
model[19]. Therefore we have used the fragmentation function inside the string 
model to parametrize the z dependence. Although any other parametrization of the 
x dependence at a given Q2 would do as well, we have choosen the string model for 
the following reasons: 

•	 The quark and gluon fragmentation functions are described by the same string 
with the same parameters, thus reducing the number of free parameters con­
siderably. 

•	 The model is infrared safe in the sense that soft gluons are automatically 
"absorbed" in the string. Else the fragmentation of soft gluons is problematic 
and one would not expect the functions D~(x, Q2) to be independent of the 
incoming gluon energy. 
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•	 Quark mass effects, e.g. in the splitting of gluons into qq pairs, are taken into 

account in the string model. 

•	 The concept of independent fragmentation is somewhat questionable in QeD, 
where one expects the hadrons to be produced along colour strings. These 
"distortions" of the independent fragmentation functions D?(z, Q2) are taken 
into account in the string model. For the light quarks the LUND symmetric 
fragmentation function[22] was used: 

(1 - z)G (b. mi)
f()z = exp - ,	 (6) 

z	 z 

where ml. = Jm2 + pi is the transverse mass of the hadron, z = (E + 
PI )hl(E +PI)p determines the fraction of the primordial parton energy taken 
by the hadron and a and b are two free parameters. The longitudinal spectrum 
depends mainly on a - b ex: N, where N is the total multiplicity, so one effec­
tively has one free parameter. For the heavy quarks (b and c) the Peterson 
fragmentation function[23] was used: 

1 [ 1 E.]-2f(z) = - 1- - --'	 (7)
z z 1- z 

Here one expects the free parameter €i to vary as 11m:, so we have taken 
Eel Eb = 9.4. We are then left with only two free parameters to tune the 
momentum spectrum (a and Eb)' The parameters determining the transverse 
momenta, the fraction of strange quarks picked up from the vacuum, the ratio 
of vector - to pseudoscalar mesons, the fraction of baryons, as well as the decay 
parameters were left at their default values, since we are only interested to get 
a good description at the reference energy Q~ and this was possible with the 
default values. 

In principle the fragmentation of quarks involves an infinite amount of soft and 
collinear gluons. In order to avoid these infrared divergencies and separate the 
fragmentation of quarks and gluons, we require the minimum invariant mass between 
quarks and gluons to be above 9.1 GeV. Below this cut the quarks and gluons are 
considered to fragment into a single jet, i.e. they are considered to belong to the 
non-perturbative regime in the model and are recombined beforehand. This cut 
is a rather arbitrary definition of quark and gluon jets, but it has to be made in 
any analysis of the scaling violations and will be varied, if we study the systematic 
uncertainties. 
Such a cut defines the cross section at Q=35 GeV as consisting of 24% 3-jet events 
(qijg) and 76% 2-jet events. The fraction of 4-jet events is negligible. At 91 GeV 
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the larger phase space for gluon radiation yields 74% 3-jet events, 16% 2-jet events 
and 10% 4-jet events, if the same cut of 9.1 GeV in invariant mass is applied to 
separate the perturbative and nonperturbative regions and if the evolution of a. is 
taken into account. Note that the running of a. to lower values at higher energies 
has the opposite effect on the parton densities as the change in phase space. These 
numbers have been calculated for a renormalization scale Q = Mz. 
The large increase in the 3-jet rate due to the increase in phase space is the dominant 
source of the Q2 dependence of the fragmentation function. It can be derived either 
from the evolution equations or from a direct numerical integration of the exact QCD 
matrix element. Since the splitting functions are derived from the integration of the 
matrix element, both methods are in principle equivalent. However, higher order 
differences may occur, since the integration of the evolution equations can be done 
numerically in small steps. At each step a gluon can be emitted. This corresponds 
to summing up all higher order terms a.n Inn Q2, which appear as leading terms in a 
calculation to order n. In the integration of the second order matrix element at most 
two gluons can be emitted. However, since the relative change in energy is only a 
factor 3, the exponentiated form of the leading logarithms is close to its second order 
expansion. Therefore, we expect no large difference between the methods and have 
determined the Q2 dependence from the integration of the exact second order QCD 
matrix element, using the formulae from Ref.[20], which have been implemented in 
the LUND string model[19J. This method has the advantage that the convolution 
of the splitting- and fragmentation functions is done in a consistent way, Le. the 
cuts to separate the nonperturbative infrared region from the perturbative part is 
the same for the splitting- and fragmentation functions. Furthermore, the weights 
Wi ( Q2) in Eq. 1 from the electroweak theory have been incorporated in this model. 
Two ways to extract a, have been tried. First the x dependence at a center of 
mass energy of 35 GeV was parametrized by fitting the a parameter and fixing €b 

to 0.0075. The latter value is the one which yields an averaged B-meson energy of 
0.70, as required by the semileptonic b-decays[21]. One cannot fit both parameters 
simultaneously from data at a single energy because of the strong correlation. After 
obtaining a good fit of the xdependence at the reference energy, A<;/s was fitted from 
the inclusive spectra at 91 GeV keeping the parametrization for the x dependence 
found at the reference energy. The result was A~s = 200 ± 10 MeV for x above 0.2. 
However, such a fit does not include the correlations between the parametrization 
of the x dependence and A<;)s. In order to take this into account a simultaneous fit 
of all parameters at all energies was made. We minimized the X2 defined as: 
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where f· is the normalization factor for experiment j with data D(i) in a given 
x bin a~d an overall normalization error Un' The fitted function T( i) is the x 
parametrization from the string model convoluted with the Q2 dependence from the 
integration of the exact QCD matrix element and the Q2 dependence of a •. Fitting 
simultaneously all data of Fig. 3 in the range 0.18 < x < 0.8 and 292 < Q2 < 91.2

2 

GeV2 , as indicated by the dotted lines, yielded: 

A(5) _ 
MS 200 ± 15 MeV
 
a 0.89 ± 0.02 (8)
 

0.008 ± 0.001 

The correlations between A<;}s and the fragmentation parameters are less than 40%. 
These values were obtained for a value of b = 0.283 in the LUND symmetric frag­
mentation function§ and a renormalization scale Ecm /10 as argument of a •. 

The fit results are shown as the solid lines in Fig. lb. A good agreement is observed 
for all x values above 0.1 with the same fragmentation parameters at both 35 and 
91 GeV, so the difference between the energies is determined by A<;}s only. 
The results include all errors from the data, both the systematic and statistical 
errors, as well as the errors from the correlation between the fragmentation uncer­
tainties and A<;/s' In addition there are theoretical uncertainties from the unknown 
higher order corrections, which are usually estimated by varying the renormalization 
scale. To get the complete error estimate, we have investigated the following: 

• The renormalization scale uncertainty. 

The argument of a. was varied between Ecm /10 and Ecm • A<;}s should be 
independent of the choice of this scale, if all higher order corrections would be 
known. However, in fixed order a lower scale implies a larger value of a •. For 
the 3-jet cross section the change in the Born cross section can be compensated 
by a different coefficient in the higher order correction. However, the 4-jet cross 
section is only known up to the Born term in second order QCD, so a lower 
scale for the argument of a" implies a higher 4-jet rate. This change in the 4-jet 
rate can be compensated by a change in the fragmentation parameters, which 
parametrize the contributions of the non-perturbative soft gluons causing the 
hadronization. The X2 of the fit does not change significantly by changing the 
scale, but A<;is varied 200 to 280 MeV, if the scale was changed from Mz/IO 
to M z . This error, originating from the unknown higher order corrections, was 
found to be the dominant error, as in all other a" determinations. The scale 
dependence is still relatively small, since we study the difference between the 

§Although a and b are strongly correlated, one cannot leave b at an arbitrary value and just fit 
a or vice-versa. A good parametrization is only obtained, if b is choosen in the range around 0.3. 
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spectra at different energies, so higher order contributions and fragmentation 
effects partly cancel. Similar observations have been for other "difference" 
variables, like the Asymmetry in the Energy-Energy Correlations (AEEC) or 
the difference in jetmasses [7]. 

•	 Differences between experiments. 
In contrast to the deep inelastic lepton scattering experiments, which measure 
the Q2 dependence in a single experiment, we have to combine the data from 
experiments at different accelerators. In this case one has to worry about 
possible systematic effects from differences between the experiments. Since 
we have several experiments at various energies, one can check for such effects 
by comparing the results of different combinations. Recently, the ALEPH 
collaboration has published the inclusive spectrum at 91 GeV for a fraction 
of their event sample[12], which we have used in the various combinations. 

As shown in Fig. 4, we find the spread in A<;}s to be about 20 MeV, so we 
attribute an error of ± 10 MeV to this systematic uncertainty. The reason for 
this surprising small error is simple: all experiments use large 47[' solenoidal 
detectors, which implies well understood corrections, both for detector effects 
and initial state radiation. Furthermore, it is the change in the shape of 
the z spectra which is important, not the absolute normalization, and all 
experiments measure the shape well over the whole x range. 

•	 x-dependence. 
At small x values the contribution from soft gluons dominates, in which case 
one has to worry about higher order corrections and infrared divergencies. 
Furthermore the gluon fragmentation contributes mainly below x=O.4. 

To estirnate the uncertainty from the small z range, we fitted between Xmin 

and Zmaz and varied Zmin between 0.18 and 0.5. For lower values of Xmin the X2 

of the string model parametrization becomes worse (see Tablel), as expected 
from the cuts introduced to remove the infrared singularities in the gluon 
emission. Nevertheless, including the lower x bins does not change the value 
of A<;/s' It only increases the X2

• X maz was kept at 0.8, since the experimental 
correction factor becomes large for x > 0.8. Within the statistical error no 
variation in A<;}s was seen for the varied range of Xmin' so we did not attribute 
an additional error for the uncertainty from the small z range. 

•	 Fragmentation effects. 
As mentioned before, the fragmentation effects largely cancel in the difference 
between the spectra at different energies. However, since the primary quark 
composition changes with energy, one has to worry about the difference in 
fragmentation between light and heavy quarks. The latter have a much harder 
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fragmentation function, although after decays the spectra look rather similar 

agaIn. 
It turns out to be impossible to mimick the characteristic change in shape 
expected from the QCD scaling violations by the difference in quark compo­
sitions. This is expressed by the small correlations between the QeD scale 
A(5) and the fragmentation parameters, as quoted above. 

MS 
Actually, fitting the z spectra at 35 and 91 GeV simultaneously turns out to 
be a good way to determine the fragmentation of both light and heavy quarks, 
since the different quark composition at the different energies combined with 
the somewhat softer z spectrum of the heavy quarks after decay Yields only 
a moderate correlation of 0.6 between the fragmentation parameters a and fb· 

The quoted value of the latter parameter gives an average energy of the B­
mesons ofO.70±0.0I, which is in good agreement with the value obtained from 
the lepton spectra in semileptonic B decays[21]. Note that the determination 
of fb from the inclusive hadron spectra includes all decays and is therefore 
practically independent from the value determined from the lepton spectra. 

•	 Experimental uncertainties. 
The experimental systematic uncertainties are twofold: 

An overall normalization error of typically 2%. 

A point-to-point systematic uncertainty, which may vary from bin to bin 
due to the fact that the Monte Carlo simulation has larger uncertainties at 
very small and large z values. These effects are more difficult to estimate 
and are typically of the order of 2 %. 

We varied both errors by a factor two compared with the values quoted by 
the experiments or if not quoted, assumed the typical values. The value of 
A<;}s turned out not to be sensitive to the overal normalization factor, since 
the scaling violations are determined by the change in shape, not by the nor­
malization. The point-to-point errors Uptp change the error on A<;is and the 
quoted error of 15 MeV corresponds to Uptp = 0.02. This point-to-point error 
was added in quadrature to the statistical error and leads to a X2 of 74 for 71 
data points (using a common normalization error of 2% for each experiment). 
Increasing all systematic errors by a factor two reduces the X2 to 43 and in­
creases the error on A<;}s from 15 MeV to 20 MeV, but leaves the central value 

of A<;)s practically unchanged. It should be noted that the fitted normalization 
factors were all consistent with one within the normalization errors. 

•	 Cut-off dependence. As mentioned above, a cut on the invariant masses of 
9.1 GeV between quarks and gluons has been applied to avoid the infrared 
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divergent region of soft and collinear gluons. The scaling violations are not 
very sensitive to this cut, since they just require a different parametrization 
of the nonperturbative part for a different cut. The only important thing is 
that one gets a good parametrization of the z dependence at the reference 
energy. Of course, if the cut becomes too high, one cannot describe the data 
anymore over the whole x and Q2 range with the same parameters. However, 
this effects mostly the small x range, since the cut eliminates soft and collinear 
gluons. From a Monte Carlo study we know that the gluons contribute mainly 
below x=OA. Increasing Ymin =Q:jls by a factor two (0.02 instead of 0.01 at 

91 GeV) results in an increase of A~s of 60 MeV. Therefore we attribute an 
error of ±30 MeV, although part of this contribution is presumably already 
absorbed in the scale error, since in both cases the higher order contributions 
are varied. 

We see that the observed range of A<;}s varies between 200 and 280 MeV. Tak­
ing the average as the central value and combining the various experimental errors 
in quadrature (15 and 10 MeV from the fit and the comparison between experi­
ments, respectively) and adding the non-gaussian errors from the cut-off and the 
renormalization scale (30 and 40 MeV, respectively) linearly, results in 

a.(Mz ) = 0.119 ± 0.006 

This corresponds to AC;;s = 240~~g if we assume symmetric errors in a,.
 
These results in the tirnelike region are in good agreement with the results on scaling
 
violation in the spacelike region (a. = 0.113 ± 0.005 )[6] and with other a. determi­

nations at LEP from jet rates and shape variables (a.. = 0.122 ± 0.007)[7].
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Bin X2 Data O"-tat O".y.t Generator 
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0.05 - 0.06 0.19 105.30 0.365 2.106 105.3-9 

0.06 - 0.07 0.23 83.57 0.327 1.671 82.09 

0.07 - 0.08 1.26 68.35 0.298 1.367 66.24 

0.08 - 0.09 6.35 56.88 0.274 1.138 53.50 

0.09 - 0.10 3.94 47.20 0.250 0.944 44.90 

0.10 - 0.12 4.77 37.08 0.157 0.742 35.15 

0.12 - 0.14 2.19 27.61 0.136 0.552 26.56 

0.14 - 0.16 0.98 20.90 0.119 0.418 20.30 

0.16 - 0.18 3.84 16.59 0.108 0.332 15.78 
-0.18 - 0.20 0.75 12.92 0.095 0.258 12.58 
0.20 - 0.22 0.51 10.37 0.086 0.207 10.13 
0.22 - 0.24 1.16 8.36 0.077 0.167 8.09 
0.24 - 0.26 0.65 6.72 0.069 0.134 6.79 
0.26 - 0.28 0.62 5.67 0.064 0.113 5.52 
0.28 - 0.30 0.23 4.61 0.057 0.092 4.63 
0.30 - 0.32 0.75 3.85 0.053 0.077 3.90 
0.32 - 0.34 0.62 3.19 0.047 0.064 3.23 
0.34 - 0.36 0.14 2.70 0.044 0.054 2.66 
0.36 - 0.40 5.43 2.09 0.027 0.042 2.19 
0.40 - 0.44 0.13 1.50 0.024 0.030 1.47 
0.44 - 0.48 0.23 1.08 0.019 0.022 1.00 
0.48 - 0.52 0.00 0.75 0.016 0.015 0.76 
0.52 - 0.56 0.07 0.56 0.014 0.011 0.56 
0.56 - 0.60 1.18 0.40 0.011 0.008 0.38 
0.60 - 0.66 1.17 0.27 0.007 0.005 0.26 
0.66 - 0.72 0.62 0.16 0.006 0.003 0.16 
0.72 - 0.78 4.16 0.10 0.004 0.002 0.09 
0.78 - 0.84 7.35 0.05 0.003 0.001 0.05 
0.84 - 0.90 7.80 0.02 0.002 0.0005 0.02 
0.90 - 1.00 5.06 0.006 0.0006 0.0001 0.005 

Table 1: The inclusive hadron momentum spectrum as measured by DELPHI 
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tion ~~:' where x = Phadron/ E"eam from TASSO data at 35 GeV and DELPHI data 
at 91 GeV. The solid curves are results of the fits to the second order QCD matrix 
element Monte Carlo. 
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