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Abstract 

We introduce a model of "dynamical geometry". It involves ideas of noncommuta­
tive differential geometry and aims at a derivation of field equations from a single 

universal dynamical law. The basic structure is a deformed differential calculus on 

the commutative algebra of smooth functions on a manifold. The deformation is 

"dynamical" in the sense that the differential of a function has an additional part 
which involves a second order differential operator. With it we develop a general­

ization of gauge theory and a generalized tensor calculus related to gravity. 
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According to a wellknown result of algebraic geometry, commutative algebras correspond 

to topological spaces (see [11 for the corresponding results in the case of C-·algebras). 

This means that the algebra can be realized as the algebra of functions on such a space. 

Manifolds are in this sense just commutative algebras and a differential structure - as 

well as other notions of differential geometry - may be regarded as an algebraic structure 

on such a commutative algebra. Quantization may be viewed as replacing a commutative 

algebra corresponding to some classical phase space by some noncommutative algebra. 

Noncommutative differential geometry [2] generalizes the calculus of differential forms 

on manifolds to arbitrary (not necessarily commutative) algebras. Such a differential cal­

culus then provides means of introducing geometrical structures on these noncommutative 

algebras. In particular, there are corresponding applications [3, 4, 5] to "quantum groups" 

which are Hopf algebras. By now there are numerous applications of noncommutative dif­

ferential geometry in physics (see, for example, [6, 7, 8, 9, 10, 11, 12, 13]). 

Even if the algebra itself is commutative, there are in general consistent differential 

calculi which deviate from the classical differential calculus. 1 In this paper we present 

an example which exhibits surprising relations with the dynamical laws of gauge theories 

and gravitation. 

The differential calculus which we study in this work is formally obtained from the 

canonical commutation relations (CCRs) of quantum mechanics. A deeper analysis of its 

relation to quantum mechanics is contained in section 3. In the CCRs 

[x~,pv] = i1;.g~V (1.1) 

we express the momenta as 

Jzv 
(1.2)pI' = dT 

with some "quantum" exterior derivative operator J and an "evolution parameter" T. 
{. ;rhe appearance of the extra "time" parameter T provokes some discussion and section 2 

~~s  reserved for this purpose. The CCRs are now transformed into 

[x~,  Jz"] = i 1;. g/UIdT (1.3) 

(assuming that dT commutes with x14 ). These are commutation relations between the 

algebra elements x~  and the "quantum differentials" dx". The rules can be completed 

lSee [14] for examples of consistent deformations of the classical differential calculus on a Lie group. 
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to a consistent differential calculus (section 4). This differential calculus (and thus in 

particular (1.3) ) is covariant with respect to general coordinate transformations (see 
section 6). 

In section 2 we reanalyse the notion of time in physics and give arguments in favour 

of two (at least a priori) independent concepts of time. We are led to the idea of a 

universal dyna.micallaw from which the specific field equations for physical fields can be 

derived. Section 3 then explains, how these ideas can be realized and how noncommutative 

differential geometry enters the stage. The corresponding mathematics is developed in 

sections 4-7. In section 4 we introduce the differential calculus for a fiat metric and 

show in particular that the Klein-Gordon equation (in the proper time formulation [15]) 

naturally arises from it. Section 5 is concerned with charged fields and a generalization 

of (Yang-Mills) gauge theory. Covariant derivatives are introduced which involve the 

deformed exterior derivative d and generalized connections. In a similar way, generalized 

linear connections and covariant derivatives are defined in section 6 and contact is made 

with gravity. In section 7 we show how geodesic motion and the motion of bosonic strings 

can be described in our framework. Some conclusions and further remarks are collected 

in section 8. 

From a purely mathematical point of view we think our work gives a version of 

noncommutative~  gauge theory and noncommutative tensor calculus which according to 

our knowledge has not been discovered previously. The reader who is just interested 

in these mathematical structures should skip the following two sections and start with 
section 4. 

The reader who quickly wants to grasp the physical ideas underlying our work should 

read sections 2 and 3 first. We have to stress, however, that the material presented in 

these sections is partly of a rather sketchy nature and far from a fully elaborated and 

completed picture. 

From Time to Time 

In order to describe the evolution of a physical system one first has to determine a space 

of possible configura.tions which the system can take during its process of changing. A 

possible motion corresponds to a sequence of configurations. If the configuration space 

carries a topological structure, this sequence ma.y be a continuous curve. There are many 

ways of parametrizing this (oriented) curve and such a parameter gives an intrinsic notion 

2The algebra itself is commutative in our cue, but differentials do not commute with algebra elements. 
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of time peculiar to this specific motion. 

In classical mechanics the changes we are interested in are the motions of particles. All 

possible particle motions are assumed to take place in the same three-dimensional space 

which is therefore a common configuration space for a.ll mechanical systems. There is 

then a natural choice of intrinsic time for each particle, namely the length of the particle's 

trajectory between two subsequent positions (measured with the Euclidean space me~ric).  

Although this is a uni11ersal prescription, i.e. the same prescription for all particles, it does 

not yield a common notion of time for all particles (as will be explained in the following 

paragraph). The problem of mechanics was to find a general dyna.micallaw which when 

restricted to a specific mechanical system correctly describes its motion. This necessitated 

the comparison of different motions and the reduction of the intrinsic times to a common 

notion of time. Newtonian mechanics achieved this by introducing the concept of inertial 

mass. 

To illustrate this let us recall one of the most fundamental observations in classical 

mechanics. In a fixed inertial frame of reference3 we consider two particles at rest having 

(almost) the same position, say A. We then push them simultaneously in the same way. 

Assuming free motion (i.e. neglecting other forces) the configuration space may be taken 

to be the straight line passing through A in the direction of the motion. In order to 

compare the two motions we have to compare the positions of the two particles as they 

move. In general the particles will not pass through a point, say B, simultaneously. The 

traversed length llX is therefore not a common time parameter, although it is defined 

in the same way for both particles. Only after rescalings by factors characteristic to the 

particles we obtain a time variable common to both processes. If p is the momentum 

which the push transmits to the two particles, then att!ml = ax/p = at'l/m'l so that 

atl ::f:. at'l if ml ::f:. m'l' The variaple t can now take care of the fact that the two particles 

do not simultaneously pass through the same point. The proportionality factor between 

the intrinsic ~ime  parameter of a particle and the common time variable t is essentia.lly 

the inertial mass. Of fundamental importance in this analysis is the identification of the 

configuration spaces for the two particles. 

The common time parameter t extends the spatial frame of reference to a spatiotem­

poral reference frame. 

In the above analysis we still have to discuss the dependence on the frame of reference. 

Since motion is only relative we do have to consider an arbitrary inertial frame. Newton 

got out of this problem by postulating that the common time variable is independent of 

the frame, it is an absolute time. It is striking that this time parameter turned out to 

3We mean a. sp4ti41 frame of reference. 
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be universally applicable to all mechanical systems. A basic ingredient of the notion of 

absolute time is the hypothesis that the three-dimensional (Euclidean) space is a common 

configuration space for all mechanical systems. 

The criticism of absolute time ~ut  forward by Poincare and Einstein in the beginning 

of this century only corrected this picture in the following sense. The common time 

parameter t is no longer regarded as "absolute" but now depends on the (spatial) frame 

of reference used in its construction. The origin and interpretation of inertial mass as the 

ratio of two notions of time is not affected. 

The demand of a description independent of the choice of inertial frames led to the 

concept of (Minkowski) spa~time.  Instead of the time parameter associated with an 

inertial frame we can introduce the proper time T' to parametrize the motion of a particle. 

The proper time is a parameter intrinsic to the 'World line of the particle but not intrinsic 

to the process, i.e. the particle's motion. It is related to the intrinsic time T of the particle 

(in suitable units) by T = T'lm where m is its inertial mass. 

The time t of a Lorentz frame corresponds to the physical notion of time which we 

use to describe experiments. Although t is a parameter common to all processes, it does 

not share the universality of T.4 Using T instead of t to describe the dynamics opens the 

possibility to formulate a universal dynamical law (d. Stueckelberg's equation discussed 

below). This suggests to regard T as a universal time parameter which is (at least "off 

shell") independent from the relativistic notion of time.5 Such an enlarged spa~time  

(or rather: spa~time-time)  picture haa been studied by various authors with different 

motivations. Below we will briefly review some of the arguments and results. 

In 1941 Stueckelberg [161 suggested to describe the relativistic motion of a point par­

ticle in a gravitational and an electromagnetic field by 

tP%~  dz" dz>' dz" 
dT' = -filII>. dT dT +e FilII dT (2.1) 

in terms of a parameter T without reference to the mass. As a consequence of this 

equation, 

dzll d:z;1I 
m 

2 
:= -9jA11 dT dT (2.2) 

4Since t is a parameter with which the evolution of all procel8es can be measured simultaneously, it 

may also get the attribute "universal". However, the dynamical law formulated in terms of t is different for 

different particles (if their inertial maaaes are different) whereas it takes a universal form when expresaed 

in terms of T. In this senae T is "dynamically universal". 
5Canonical quantisation of a free particle with mua m replaces the classical momentum p = mi: by 

the operator (nli)alaz. The latter does, however, not depend on m. The correspondence becomes more 

understandable if we can regard T =tim 811 a universal parameter. 

is a. consta.nt of motion.6 If m2 > 0, then 

(2.3)m'~(:;r 
 

where T' is the proper time of the particle. 7 Using 

dT' = ±mdT (2.4) 

to eliminate T in favour of the proper time in the equation of motion, we recover the more 

familiar formula 

,px~  u" dz>' e dzv
 
-d2 =-r"d-d -d ±-F"II-d . (2.5)
 

T' T' T' m T' 

The sign ambiguity corresponds to the two possible signs of the electric charge. Its de­

pendence on the relative orientation of T' and T already hints towards Stueckelberg's 

interpretation of antiparticles as ordinary particles going backwards in time. Deviating 

from Einstein's theory, Stueckelberg admitted worldlines (parametrized by T) with seg­

ments going backwards in relativistic time (with increasing intrinsic time T). The turning 

points are related to pair creation and annihilation. 

In this picture which haa later been rediscovered by Feynrnan [171, without the use of 

an independent time parameter, the relativistic time no longer describes the evolution of 

phenomena. Nambu [181 therefore suggested to "introduce some parameter with which 

the four-dimensional world is going to shape itself" and revived Fock's [151 proper time 

formalism. 

Fock [151 also sbowed that the concept of an independent proper time parameter is a 

very convenient tool to solve wave equations. He suggested to consider a five-dimensional 

analogue of the SchrOdinger equation. For free particles (for simplicity) this reads 

A2 2 . {} m
tT&-q, = --(0 - -)q, = H q,. (2.6)

2(}r 2m A -

This equation is easily solved (more generally for any operator H which does not depend 

on T'). Integration over T', 

'l = Jq,dT', (2.7) 

SIn 1937 Fock [15) already suggested to regard the proper time as an independent parameter. The 

new aspect in Stueckelberg's work is the absorption of the maaa into this parameter. 

7We use units such that the velocity of light is c = 1. 
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leads to a solution of the four-dimensional Klein-Gordon equation with mass m (if ,p 
satisfies certain boundary conditions [15]). In this way one recovers the computationally 

so convenient integral representations of Green's functions [191. 
The mass term in (2.6) can be absorbed by a redefinition of ,p, 

,p ~ exp( -i ;;) ,p. (2.8) 

Then 

a fLl 
ifL-,p=--O,p (2.9)aT 2m 

from which the Klein-Gordon equation (0 - ml /li'l),p = a is obtained for "stationary 

states" (with respect to T), i.e. as the eigenvalue equation for the operator on the r.h.s. 

of (2.9). 

Stueckelberg considered instead of (2.6) the "universal" equation 

a fL2 
i1i - ¢J = -- O,p (2.10)aT 2 . 

The transformation (2.8) of Fock's equation depends on a specific physical system (since 

it depends on the mass m of the particle). In Stueckelberg's theory a transformation like 

(2.8) would formally correspond to 

m'l 
; ~ exp( -i 21'1. T),p (2.11) 

(making the identification T = Tim). But in contrast to Fock's equation (2.6), respec­

tively (2.9), his equation (2.10) does not make any reference to the notion of mass and 

therefore a transformation like (2.11) could at best be regarded as a kind of gauge trans­

formation. Indeed, in this way we may build a bridge between the two formulations of 

Fock and Stueckelberg. Let us therefore promote (2.10) to an equation which is invariant 

with respect to the (more general) gauge transformation 

¢J ~ iQ(T) ¢J (2.12) 

where a is an arbitrary (differentiable) function of T. This requires the introduction of a 

gauge potential M such that 

a i 
DT := aT + 21i M (2.13) 

transforms under (2.12) as a covariant derivative. Instead of (2.10) we now consider the 

gauge invariant equation 

1il 
i 1'1. DT ,p = - - 0 ,p . (2.14)

2 
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If we break the gauge invariance (for example, by restricting <p to be T-independent), 

then M becomes a scalar. In the special case where this scalar is constant, it becomes 

the ordinary mass term when shifted to the r.h.s. of (2.14). The resulting equation is 

then of the form of (2.6) and for stationary states (now with respect to T) we obtain the 

Klein-Gordon equation. 

The proper time formulation of relativistic classical and quantum dynamics due to 

Fock and Stueckelberg has been further developed and investigated by several authors 

[20, 21, 22, 23, 24,25] (see also (26) and the references cited there). 

Horwitz [26) defines a universal time parameter T operationally as the reading on an 

ideal inertial clock, i.e. a clock in free fall. 8 Then 

dT l = -9~ dx~ dx" (2.15) 

for timelike geodesics. In the ordinary spacetime picture, this leads to an inconsistency. 

For example, let us imagine a gravitational lens experiment where two timelike geodesics 

(freely falling clocks) start at one point in spacetime (with T = 0) and meet again at 

another point. In general, the clocks will then show different times T1 and T1. respectively, 

at the meeting point. The postulated universality of T therefore requires to consider a 

spacetime point with different values of T as different events, visualized by enlarging the 

spacetime by a fifth dimension (corresponding to the parameter T). 

Such an enlarged spacetime as the arena for relativistic quantum mechanics has also 

been argued for on the basis of a group theoretical analysis [27}. 

Arguments in favour of an extra time parameter have also been given in the context of 

quantum gravity [28}. 9 Ordinary quantum-mechanical theories assume that measurements 

are made at instants of time. In generally covariant theories only histories (in space-time) 

have physical significance. The time coordinate merely labels a spacelike hypersurface. 

Without a. deep revision of either quantum mechanics or general relativity (or both) it 

seems that one can only combine these theories by introducing an additional time variable 

external to space-time. 

aIn this cue Horwits's notion of univeraaJ time coincides with our notion of intrinaic time. Due to 

the weak: equivalence principle intrinaic time and proper time coincide for a particle in free fall (up to A 

conventional factor which does Dot depend on the particle). 
9For other diacWlliooa of the Dotion of time in the context of quantum gravity see the varioua contri­

butiooa in [29J. 
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3 Towards Universal Dynamics 

It is often said that in physics we ha.ve three basic categories: space, time and matter. Ac­

tually there is in addition a more basic one, the four-dimensional manifold M. According 

to special relativity, space and time are a. single inseparable entity expressed by a space­

time metric on M. General relativity relates matter to the curvature of the space-time 

metric and in some sense merges space-time and matter to a single entity. 

Matter fields as well as the space-time metric may be viewed. as (multiplets of) func­

tions on M, i.e. as elements of the abelian algebra of functions on M .to We may think 

of this algebra as an abstract commutative algebra A (without reference to M). The 

manifold M can then be reconstructed from A.11 All what can be said about M can be 

expressed in terms of the algebra A. The interesting point here is that in such a descrip­

tion all four categories mentioned above are merged into a single entity, the algebra A ! 
The imagination that matter fields cannot be thought of without the space-time manifold 

and vice versa simply becomes a mathematical fact in this picture. 

The 'lspace-time algebra" A is much more than the collection of physically relev&nt 

fields since it contains all (smooth) functions on M. It is the entirety of all dynamical 

processes, real or virtual, with any type of initial "matter" configuration, realistic or not. 

Real processes must be distinguished by some principle, like the principle of least action. 

There is nothing "exterior" to a space-time manifold. It is thus determined by the 

relations between its parts. How do we describe such relations between di1ferent parts of 

space-time? A classical field on M is a collection of C-valued functions t/J"(z~)  on M 
where the coordinates zl6 label the points of M. Since the z~  are themselves functions 

on M I the fields t/Jr( z) can be viewed as a relation between elements ljJr and z~  of the 

algebra A. In the algebraic picture of space-time the elements of A themselves are without 

a meaning. Only relations between them may receive physical significance. We should 

be familiar with this point of view from quantum mechanics. A wave function t/J( z) is 

interpreted as the correlation (zlt/J) between two states Iz) and It/J}. Physically relevant 

are only transition probabilities like l(zlt/J}l2 which are relations between the two states, 

but not the states themselves. 

tOMore generally, matter fields Ihould be regarded u CfClM lIectiona of bundles over M. This slightly 
complicates our picture but does not make an eueotial difference. 

uThis is a. wellknown result in algebraic geometry, in the context of "commutative algebra". One often 

fin·ds it specialised to C· -algebru .. the "Gelfand isomorphism theorem". It lays that every commutative 

CO-algebra A can be "titten as A =C(M) (continuous C-valued functionaon M which vanish a.t infinity) 

for some uniquely determined locally compact space M, the "spectrum" of A (see [I), for example). Here 

we consider the algebra COO(M) which already takea care of the differential manifold structure of M. 
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From the discussion in the previous section we are led to the fascinating idea that all 

the a.pparently rather different laws of motion for physical fields (like the electromagnetic 

field, Yang Mills, gravity) could have its origin in some universal dynamics of the space­

time algebra A. In the following we will suggest how this idea could be pursued. 

We assume that the universal dynamical process of the algebra A can be described as 

a flow ~T : A - A which satisfies 

d 
dT tT(J) = A tT(J) (3.1) 

where A is a linear operator. There is an important difference in the interpretation of 

(3.1) as compared with the interpretation of dynamical systems we are used to deal with. 

In the latter case, one always considers some structure, e.g. a matter distribution, on a 

manifold. The manifold thus serves as a background on which the dynamics takes place. 

In our algebraic framework, however, we do not have (a priori) a. distinction between 

manifold and matter any more. Any transformation of the algebra. A, like tT above, is 

then without a. physical mea.ning since it is a transformation of t:l the algebra instead of 

a. transformation of something on the manifold. Only when we select a. certain subset of 

A (declaring the elements to be "matter fields") (3.1) can describe nontrivial dynamics. 

A possible selection principle is the stationarity of tTf, i.e. 

d 
dTtTf = O. (3.2) 

Special examples for t T are obtained from flows on the manifold M which are generated 

by vector fields on M. If we want the theory to be generally covariant, we cannot imagine 

how such a flow could induce nontrivial dynamics (see also the discussion below). In the 

algebraic description of the manifold there are, however, linear maps A - A which do 

not correspond to maps M - M and those are more promising for our purpose. From 

Gelfand's theorem we know that the characters (homomorphisms A - C)of an abelian 

C· -algebra A constitute the space M on which the elements of the algebra can be realized 

as functions. The set of characters is a subset of the dual A* of the algebra which carries 

a linear structure. If the flow tT is not an automorphism of A, then its transpose defined 

by 

(ti-x)(f):= X(tTJ) 'v'x E A*, f E A (3.3) 

l~Let us explain in which sense (3.1) describes mCltAemCltic:cllly dynamia of the algebra. The natural 

configuration space associated "ith A is the .pace C(A) of bijective mapa A - A. We then have to 
understand the flow ctT as a mapping V'T : C(A) - C{A). The linear operator A in (3.1) induces on 

C(A) an operator A via (At/I)(J) :::: A(;f). The dynamicalla" (3.1) then corresponds to the equation 

OorlpT{Id) == A(lpT(Id)) with 'PT(Id) = ciT where Id is the identity map on A. 

10 



sends characters to elements of A* which are not characters, in general, but at best linear 

combinations of characters. This means that a point of M fiows into a "linear combination 

of points", an expression which does not make sense in ordinary geometrical terms. But 

if we think of the points as states, we have the familiar picture of quantum mechanics. 

We will not just postulate (3.1) as a dynamical law. The assumption of universality 

suggests to build it into a fundamental and universal structure on the manifold, respec­

tively the algebra A. This is the differential calculus. 

If A is a vector field, say P I then 'h is a diffeomorphism of M. Let X,. be coordinate 

functions on M. We introduce comoving coordinates z,. ::;; 'hX". Let! E ~(A)  mean 

that there is a function F on M such that f(z",T):;; ~TF(X").  It is easily verified that 

! does actua.lly not explicitly depend on T. We understand as the Utotal differential" on 

cJ(A) the expreslion 

df =dT (P J) +a" O,.f (3.4) 

where a,. = a/az,.. In particular, using Pf = p"a,., we have 

dz.. :;; dT p" +a" . (3.5) 

Expressing d! in terms of ,k.., we obtain 

df :;; dz" o..f . (3.6) 

We see that in terms of the J.differential calculus the dynamics is a.bsorbed and in this 

sense trivial. 

If, however, A in (3.1) is a second order differential operator of the form A = 9"" a,.8., 
then we are led to 

df :;; dT AI +dz" a..! (3.7) 

(note that dz.. = d%" since Az" =0). In this cue the fiow ~T does not correspond to 

a. diffeomorphism. The operator ddefined above is not an Uexterior derivative" since it 

does not satisfy the Leibniz rule. In the following we will see, however, that this can be 

corrected by assuming a nontrivial commutation relation between elements of A and their 

d-differentials. 

Let us embed the algebra. A into the Heisenberg algebra. We think of the latter a.e 

generated by T, z .. and p" satisfying canonical commutation relations with z", 

[z.. , p" I = i1r.5~ . (3.8) 

11 

The Heisenberg equation of motion is 

d 1 
(3.9)dTf:;;iil!,Hj 

since! E A has no explicit dependence on T. With it we associate a differential calculus 

vIa 

. I 
df:;; dT iT! If, HI +a" a..! . (3.10) 

With the Hamiltonian 

1 
H = 2"9"" p,.p. (3.11) 

we find 

dz.. :;; dT pi' +a" (3.12) 

and therefore 

• iT! ­
df = dT 2" g"" a,.a. f +a" a..! . (3.13) 

From (3.12) and the canonical commutation relations we find 

[z" , dz" 1::;: ih dT g"" . (3.14) 

This nontrivial commutation relation between algebra elements and differentials is crucial 

for dto have the properties of an exterior derivative. (3.14) does not refer to the .Heisen­

berg algebra any more, but only to the algebra A. Instead of working with the Heisenberg 

algebra we may now restrict ourselves to the algebra A and introduce dynamics by pos­

tulating (3.14) which leads to a udeformed differential calculus". 

At the macroscopic level when 11 is negligible a.ll noncommutativities disappear and 

we are back to the da.esical differential calculus. In the microlcopic domain we may use 

the representation theory of quantum mechanics to introduce states. From (3.14) an 

uncertainty relation between coordinates and their differentials should result, though it is 

not obvious how it ha.e to be formulated and understood. Nevertheless it il plausible that 

the lower bound in the uncertainty inequality will be proportional to dT, which shows 

that an uncertainty in the measurement of :1:" and dz" will appear only during evolution, 

i.e. it is a dynamical effect. Pursuing these idea.e may lead us to a new version of 

quantum mechanics which does not live on the a.8sumption that mea.eurements are made 

at a definite instant of time. This assumption seems to be the origin of fundamental 

problems in canonical quantum gravity [28]. 
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4 The Differential Calculus 

Let x~,  jJ. = 0,1,2,3 be Lorentz coordinates on the Minkowski spacetime (R\1])P For 

the metric 1] we choose the signature (-, +, +, +). Let T be a real variable independent 

of xl-', which we call evolution parameter or dyna.mica.l time. 14 These quantities together 

with the constant function 1 generate by usual multiplication a complex. associative, 

commutative algebra AT with unity 1. The defining relations are thus 

[T,x14
) = 0 • [x", x") =0 (4.1 ) 

together with the properties of the unity. 

A differential calculus on AT is a ;E-graded algebra 

,. 0 

!\(AT ) = EB !\(AT) , !\(AT) =AT , !\(AT) ={O} 'Vr < 0 
"eS 

together with an operator d: ""(AT) - ,,"+l(AT ) which satisfies 

dl=O , d2 =0 (4.2) 

and the Leibniz rule 

d{w" w) = (Jw,,) w +(-1)" w" dw (4.3) 

where w" E ""(AT), wE A(AT). The elements of ""(AT) will be called r-fonns. 

An endomorphism t : AT - AT of the algebra AT extends to a.n endomorphism of 
f\( AT) if we demand 

t(dw) =d(tw). (4.4) 

The complex conjugation extend. to an involution on AT with 

T- = T (x")· = :z:" (4.5) J 

and to a graded anti-involution on A(AT) via 

(dwt = d{w·) , (w"w.t = (-l)"·w:w;. (4.6) 

13The restriction to four dimenlions ia not eaential. MOlIt of our formulae are valid in an arbitrary 
number of dimensions. 

141n contrast to ZOIe = t, which we caU rellJtivi.stic time. 
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For our differential calculus we still have to specify commutation relations between 1­

forms and the elements of AT. Motivated by our considerations in the previous sections 

we choose15 

[T,dT] = 0 [T,dz") = 0 , [:z:",dT] = 0 (4.7)I 

and 

[X~,d:z:"J = ihdT1]1W . (4.8) 

We assume that A1(AT) as a right AT-module is free with basis dT, dx'\ jJ. = 0,1,2,3. 
This allows us to define "partial derivatives" of elements of AT by 

dl =dT a.,.f + J.:z:IA a,.1 ('Vf EAT) . (4.9) 

In particular. this implies 

a"xIA == 8: • 8.rxlA == 0 , aliT =0 , tJ.rT = 1 . (4.10) 

From (4.1), (4.7) and (4.8) we obtain 

(f. dgj == [i. J.:z:IAJ 81'9 = [:z:~,  dll 8,,9 =[:z:IA, ,k"l(all/) (a,&) (4.11) 

for elements f, 9 E AT, and therefore 

[I, dgj == i T& dT,,1W (8,.1)(O"g) . (4.12) 

It may appear 8uprising that the l.h.s. of the above equation contains only one derivative 

whereas there are two on the r.h.... One should remember, however, that a. commutator 

acts like a derivation. 

"l(AT) is also a free left AT-module (with the basis dT, dx16 ). In fact, using (4.7), (4.12) 

and (4.10) the equation I dT + fll> dx~ = 0 is turned into dT(f + i1i.1]1W a,J,,) +dxIA I,. =0, 

which implies I =0, I" =O. This allows us to also define "left putial derivatives" by 

dl =fJ.rf dT + fJ,,! dxIA . (4.13) 

These are related to the right partial derivatives by 

8" = tJ" , tJ.r = !J.r + in"P" a~tJ" . (4.14) 

151n four space-time dimensions these relations are invariant under the "relativittic Galilei group" 

0 5 = (1'" XTl) A (1"4 A SO(3. 1)) where x means a direct and 1\ a semidirect product. T4 are the 

space-time translatioD..l, 1"4 the T-bo08ta (z~  ..... z" +1Y'T), and Tl the T-translation group (T ..... T+8). 

See aleo [27J. 
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Acting with don (4.7) and (4.8), we obtain the following I-form commutation relations: 

(dT)2::=0 , dTdxl£+dxl£dT::::O , dXl£dx"+d:z:"d:z:I£=O (4.15) 

which imply the usual wedge product between forms of grade greater than zero. 16 

Consistency of the differential calculus requires to satisfy the equations which follow 

from the following procedures. 

1.	 Apply the operator d to the defining relations (4.1) of the algebra and use (4.7) and 

(4.8) to commute all differentials to one side. 

2.	 Use (4.7) and (4.8) to commute the i-forms dT and dxj,O through the defining rela­

tions (4.1) of the algebra.17 

3.	 Apply the conjugation to (4.7) a.nd (4.8), and use (4.5), (4.6). 

4.	 Commute the generators T and xl' of the algebra AT through the I-fonn commu­

tation relations (4.15) using again (4.7) and (4.8). 

It is easily verified that our differential calulus is indeed consistent.
 

Using the Leibniz rule (4.3) for J in the form
 

d(19} :::: (df) 9 +I d9 :::: (df) 9 + (d9)I + [I, d91 {4.16} 

together with (4.9) and (4.12), we find the corresponding rules which the partial deriva­
tives have to obey: 

a,,(lg) = (8,../)g + I fJ~ 
 

tJ.r(f9) = (BrI) g + I Br9 + iA 1]IW (8j,Of) (a"g) . (4.17)
 

Hence 8" is a derivation, but fJ.r acts according to a more complicated rule. From the last 
equation we find 

~ iA ....
IJ.r = _1]IW 8,..8" +6	 (4.18)

2 

where 5 is an a.rbitrary derivation. The nilpotency of d together with (4.9) and the l·form 

commutation relations (4.15) imply that the partial derivatives iJ.r, a" commute with one 
another. Thus 

[6, a,..] = 0 , [lJ~"  a,,] =0 .	 (4.19) 

18R.eplacing 1]1''' by & metric which it not conatant relUlt. in a deformation of the UlUal wedge product, 
see section 6. 

17It it helpful to uae the Jacobi identity here. 

Restricting our considerations to those elements of the algebra AT which are differen­

tiable (in the ordinary sense), we have a realization of the operators al£' fJ.r by 

. . iii 2 
iJ~ :::: iJ~ , iJ.r:::: iJ.r + 2 8 .	 (4.20) 

Ordinary partial derivatives cu-e written without a. superscript and iJ2 :::: .,,~v 8j,Oo., is the 

usual d'Alembertian. The operators defined in (4.20) indeed satisfy (4.17) and (4.1'9). 

The realization (4.20) is actually unique. According to theorem 4.2.16 in [30] each 

derivation of AT :::: COO(N) for a finite-dimensional Coo-manifold .N can be represented 

as the Lie derivative with respect to some vector field. In our case, N :::: as and (4.19) 

tells us that the vector fields corresponding to the derivations a~  and 5 conunute. As a 

consequence there are, at least locally, coordinates x"', t on N such that a~::::  iJ/iJx"', 5 :::: 

a/at. But then x'" =x,.. a.nd t :::: T according to (4.10). 

We would like to stress the following points here. The partial derivative ("quantum" 

first order derivative) associated with the evolution parameter is actually a second order 

differential operator. Furthermore, a function need not depend on T in order to have a 

non-trivial behaviour with respect to the action of iJ.r, Therefore it is of pArticular interest 

to restrict our a.ttention to A:::: AT/IT, where IT is the two-sided ideal of AT generated 

by T. On A we have 

. iii3r = -iJ'J	 (4.21) 
2 

and from (4.14) also 

3r=_~iJ2.	 (4.22) 

We define the flow of iJ.r on A to be a one-parameter semigroup of Q:;·linear mappings 

~,  : A - A, differentiable with respect to ", such that to :::: idA and 

d • 
dJ t,1 = t,(iJ.rf) (IE A)	 (4.23) 

Differentiating the semigroup property t,,~.  :::: t,,+. with respect to .sf and setting .sf = 0 

afterwards, we obtain 

tJ.rt, :::: t,tJ.r	 (4.24)1 

which means that tJ.r commutes with its flow. Since tJ.r is not a derivation on A, t 
cannot be an automorphism of the algebra, i.e. t, is not induced by a diffeomorphism 0 

R4 (cf theorem 4.2.36 in [301). To obtain the flow of a. derivation X, one first has to fin 
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the integral curves x~(s)  of X, i.e. one has to solve (4.23) for the generators of A. The 

behaviour of any other function I(x) along the flow then follows from the automorphism 

property of the flow, (~sJ)(x) = f(x(s)). The last formula no longer bolds in the case 

of iJ.r, Here one has to solve (4.2~)  for each function separately. IS Setting Is := ~,I  we 

obtain from (4.21), (4.23) and (4.24) 

(4.25)iii :"/s = - ~2 1]~ ° 14°"/,, 
which is the extension of the Klein-Gordon equation in the proper time formulation of 

quantum mechanics [15). 
The reader may wonder why we have introduced the parameter T in the first place 

since finally we withdraw it by turning to the algebra A. Indeed, we could have started 

with the algebra generated by the xl-' only and replace the differential dT by a I-form, say 

r. It is, however, essential for our construction that the I-form r which then appears on 

the r.h.s. of (4.8) is independent from the I-forma dx~.  But this hints at the existence of 

some "hidden dimension" I i.e. a parameter T. 
Let (A(A), ti) denote the differential calculus obtained by application of the rules 

stated in the beginning of this section to A instead of AT. Furthermore, let T be the 

two-sided differential ideal of A(A) generated by tiT. The algebra A(A)IT with the 

differential operator d, obtained from dby projection, can be identified with the classical 

differential calculus on R·. We therefore denote it as Ad(A). In the following we simply 

write dT instead of dT (although J.T must not necessarily be represented by an ordinary 

differential). Since according to (4.8) all deviations from the classical differential calculus 

are proportional to dT, we may then also omit the hat from other differentials whenever 

they appear multiplied with dT in some expression. 

Charged Fields and Gauge Theory 

If a multicomponent field transforms according to a representation of a Lie algebra G, the 

diH'erential dt/J is not gauge covariant. Introducing a (generalized) connection I-form we 

can construct a covariant exterior derivative like in the case of ordinary gauge theories. 

One has to be cautious, however, because of the noncommutativity between functions and 

(generalized) differentials. 

18For / =zl-' equation (4.23) implies d(+,z14)!d. =O. so that .,;cl' = ;c~.  But for / = ;cl-';c" we have 
d.,(;cl';c")!d. =iii",." which leads to .,(ZII:I:") =iliyt". + zl-'z". 

5.1 Generalized covariant derivatives 

Let V be an m-dimensional A(A)-bimodule, G a Lie group with Lie algebra g and 

11' : G - End,A(V) 

9 .-+ U(g) 

a representation of G on V. By writing t/J E V we understand the tupel of components of 

an element of V with respect to some fixed basis. We will simply write U instead of U(g) 
which is represented by an m X m-matrix with entries in A (with respect to the fixed 

basis of V). Furthermore, we consider a {I-valued gauge potential A" on V which obeys 

the usual gauge transformation law 

0I4U =U A~ - A~  U . (5.1) 

An unfamiliar feature of our noncommuta.tive calculus is the fact that the differentials 

J.x~  are not gauge invariant.19 Indeed, using (4.12) we obtain 

U dxj4 U- l =iii dT."JW (a"U) U-l +dxj4 =iii dT 1]14" (U A" U-l 
- A~) +dxj4 . (5.2) 

On the other hand, this equation shows tha.t the i-forms 

Vx14 ;= dXj4 - in dT 1]~  A" (5.3) 

are covariant, i.e., 

iYxj4 =UVx14 u-l (5.4)• 

In order to obtain G-covariant equations we should use VXj4 as a basis of V-valued differ­

ential forms. Note that Vx~··  .Vx" is totally antisymmetric. We extend the operator J. 
to a (generalized) exterior covariant derivative20 

iJt/J ;= d'" + A,'l/J (5.5) 

with 

A Ain 
A ;= "2 dT AT + dx~  A" . (5.6) 

UZI-' are Lorents coordinates, so that the metric is ." =diag( -1,1,1, 1}. 
20 Although this 1000 like & familiar formula, the reader should notice that instead of the ordinary 

exterior derivative d the r.h.s. involves dwhich, in its tlI' part, corresponds to a second rather than first 

order differential operator. 
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The unknown part AT is restricted by the condition that 'b1/J has to be G-covariant. This 

means that Amust transform like a connection form, 

du = U A- A' U . (5.7) 

Now we decompose the l.h.s. of this equation according to (4.9). On the r.h.s. we 

insert the decomposition (5.6) for A and use (4.12) to commute differentials to the left. 

Eliminating all derivatives of U with the help of (5.1) then leads to 

(AT - a'" A~ +A"' A'",)U = U(AT - a'" A,.. +A'" A,..). (5.8) 

This shows that 

AT = TJ"'" (a", A.. - A", A.,) + M (5.9) 

with an undetermined part M which transforms covariantly according to the adjoint 

representation, i.e. M' = UMU-l. Using this result and (4.20), we find 

4 4in.
7>tP = 2'dT(ift/J +ATt/J) + dx"''l",t/J 

in :I • = 2dT(8 t/J + AT1/1 + 2TJJW A" 'l.,t/J) + Vx~'l",1/1 (5.10) 

where we have introduced the ordinary covariant derivative 'l ",t/J = aJ-lf/J + A",t/J. Substi­

tuting our expression for AT, we obtain 

. in .
7>tP = '2 dT (V21/1 +M1/1) + 'Ox'" V,..t/J (5.11) 

where 'V2t/J =TJ"'" 'V",'V .,t/J. 
Since Vx'" carries inner indices, its exterior covariant derivative is not trivial. We find 

iJiJx'" = J.Vx'" + A1Jx'" +1Jx'" A= in dT dx., F,,'" (5.12) 

where 

F"", = q,..A"1 + [A,..,A.,J (5.13) 

is the ordinary (Yang-Mills) field strength. The generalized field strength 

F:= dA+A2 (5.14) 

of A transforms according to the adjoint representation. This is also obvious from the 

relation 

1J2t/J=FtjJ. (5.15) 

,7:. 

Evaluation of (5.14) yields 

4 in. . 
F= 2dT(V*F-VM)+F (5.16) 

where we have introduced 

1. .
:F

4 

:= - Vx~  Vr,v FJW (5.11)
2 

and V* is the adjoint of the ordinary exterior covariant derivative V, so that 

V* F == dx~ 'lV Fv ,.. . (5.18) 

The expression for F thus contains the "Yang-Mills operatorll in its "evolution part". F 
satisfies the Bianchi-identity vP = o. In terms of j: this reads 

iJj: = i: dT (1)1)* F - [F, M]) . (5.19) 

Let E,..,,/XT denote the totally antisymmetric tensor with E01:l3 = 1. We introduce the 

3-form 

• 1 ... 
E,.. = 3i EJWPfI Vx"VxP1)xll 

• (5.20) 

Using (5.12) we then obtain 

Wi.,.. = -in dT E 'lvF" '" (5.21) 

where E is the classical volume form on JR.... The Yang-Mills equation in vacuum can 

therefore be expressed as Wi", = O. To derive (5.21) we can also use the Ricci identity 

in the form 

iJiJi.", = [F, i.,..l (5.22) 

and insert (5.16). Note that in this calculation the origin of the dynamical Yang-Mills 

term is not the corresponding term in (5.16). 

Remark: (5.21) allows us to regard the Yang-Mills equations as integrability conditions 

of the equation 

(5.23)Vi" = B,.. 

where BI' stands for any expression annihilated by D. Solving this equation, we au­

tomatically have a solution of the vacuum Yang-Mills equations. One choice for B", is 
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B" = ,\ dT d:r.1' F where F = tFI'I'dxl'dx" and ,\ is a constant. Then consistency restricts 
,\ and (5.23) turns out to be the (anti-) self-duality condition for the Yang-Mills field 

strength F. 0 

Elements q, of the dual module V· transform according to q, --+ q, U- t . The corre­

sponding covariant derivative is 

Vq, = d; -� ¢JA 
in.� . 

= -"2dT(tV'J¢J +q,M) + (tV"q,)1Jx". (5.24) 

If we write ¢J 1/J for the duality contraction, then we have 

d(¢J1/1) = (V¢J) 1/1 + ¢JT>tp. (5.25) 

Let a conjugation t : V --+ V· be given such that for w E t\(A) and 1/J E V we have 

(w1/1)t = 1/1tw· and (d1/1)t = d1/1 t. If 11" is unitary, i.e. a-I = Ut, then we also demand 

(1J,p)t =Vt/Jt. (5.26) 

Evaluation of this equation leads to the usual condition, that the connection is antiher­

mitian, i.e. A"t = -A"., and the additional condition 

Mt=M. (5.27) 

Then, in particular, (i>x".)t = i>:t". 

5.2 Extension to tensor products 

In the following we extend the calculus introduced in the previous subsection to tensor 

products. If we try to extend the covariant exterior derivative V to a tensor product V 0 V 

we have to face the following problem. If 1/11 0 th transforms as U 0 U, then this is not 

so for (TJ,pl) 01/1,. The reuon is that TJ,pl contains the differential dz" which does not 

commute with the U coming from the transformation of 1/1, (note that the tensor product 

is over ;\(A». Indeed, we have 

(i>1/11)' 01/1;� = U'iJ,pl 0 U1/12 

= U 0 U (TJ,pl 01/12 - iii dT tV1At/J1 0 U-18"U 1/1,) . (5.28) 

With the help of (5.1) this equation can be rewritten as 

(V1/Jl)' 01/1; - in. dT (tV".1/11)' ~ A'" 1/1; =U 0 U (V1/11 ~ t/J, - ihdT tV,,1/11 @ A" 1/1,) (5.29) 

21 

from which we find the following definition of V on the tensor product: 

V( 1/J1 fi!J 1/J2) = (V1/J1) ~ 1/J, - in. dT tV"1/J1 ~ AI' 1/J2 + 1/J1 fi!J V1/J-z . (5.30) 

The second term on the r.h.s. is the correction to the Leibniz rule which is necessary to 

achieve the transformation law 

V( 1/Jl ~ 1/J,)' = (U ~  U) Ve1/J1 ~ 1/J2) . (5.31 ) 

The general formula for the covariant derivative is 

V(1/J1 0 ... 0 1/1.. ) = 1J,p1 0 1/J, 0 ... 0 1/1.. 
,. 

-ilidT L tVl'1/J1 ~ 1/1-z 0···0 A"1/11t 0··· 01/J.. 
11=2 

+1/11 0 Vt/J-z ~ ... 01/1.. 
,. 

-iii dT L 1/11 0 tV,,1/12 ~ ... 0 AI'1/11t 0 ... 01/1,. 
11=3 

+... +1/11 0··· 01/1"-10 V1/1.. .� (5.32) 

The last formula can also be obtained itera.tively from the following construction. Let 

Vi, i = 1,2 be ;\(A)-bimodules with representations ""i of G, and V = V1 0 V, the tensor 

product over ,,(A) which carries the representation 11" = ~1 011", of G. Let A(l)" and A(2)" 
denote the gauge potential of a connection in the representation ""1 and """ respectively. 

We define the generalized exterior covariant derivative on V by 

V=d+A..r� (5.33) 

with 

.� iii 
A.r� = 2"dT(Atl)T 01(2) + [(1) 0 At2)T - 2qlA" AU)" 0 A(2).. ) 

+d:" (A(1),. ~ 1(2) +1(1) 0 At,),,) (5.34) 

where 1(,) is the identity on V, and A(i)T is defined as in (5.9). It is easily verified that for 

V1 = V, this definition is equivalent to (5.30). 
We also have the tensor product V 0 V·. Its elements transform according to the 

adjoint representation. Hence 

V(1/1 0 ¢J) = d(1/1 0 ¢J) + ..11/1 0 ¢J - 1/1 0 ¢JA (5.35) 

and the usual Leibniz rule i>(t/J 0 ¢J) = i>1/1 0 ¢J + 1/1 0 V¢J holds in this case. 
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6 Gravitation 

In this section we generalize the differential calculus introduced in section f. by replacing 

the flat Minkowski metric by an arbitrary metric g/4ll' The resulting structure is covariant 

with respect to general coordinate transformations. We generalize the notion of a linear 

connection and covariant derivative. This allows us to construct covariant generalized 

differential forms, the coefficients of which must then be ordinary tensors. 

6.1 Covariant differential calculus 

Let A be the algebra of Coo·functions on a differential manifold J\It on which we have a. 

metric g. If x lA are local cordinates on M, then we repla.ce (4.8) by 

[xl', dxll ] = iAdT g/411 . (6.1) 

This equation is covariant under changes of coordinates (corresponding to differentiable 

automorphism8 of the algebra A which leave the evolution parameter T invariant): 

[:.c'I', d:.c'lIj = [:.c'1' ,dxA 8>.:.c,1I +dT 8r:.c'''1 

[:.c'I',dx A]o>.:.c'" 

= [:.c A,dx'l'!o>.:.c'" 

= [:.c A, dx"J(8,,:.c''')(0>.:.c'") 

= iA dT gtM (o"x''') (8>.X'II) 

= iAdTg'''>'. (6.2) 

Generalized partial derivatives are again introduced via equation (4.9). Repeating the 

arguments given in section ~,  it follows that 

'A
8"=0,, , 8r = !.... g"" 8",811 + a.r (6.3)

2 

where 0" and a.r are the ordinary partial derivatives with respect to x" and T, respectively. 

If f and h are two differentiable functions on M, then 

If,dh] =iAdT g/4llo,,1 ollh (6.4) 

as a consequence of (6.1). 

This extension of the differential calculus of section 4 is consistent. The only modi­

fication of the rules we had in section 4 (apart from the substitution TJ g) appears in1-+ 

f ," 

the I-form commutation relations and, as a. consequence, in the commutation relations 

for the partial deriva.tives. 

Differentiating (6.1), we obtain 

(dT)'J = 0 , dT dx~ +dx~ dT = 0 (6.5) 

and 

dx~  dx" +dx" d:z:~ = -in. dT dxP opg~" , (6.6) 

If the metric is not flat, then the wedge product between the generalized differentials d:z:~  

is no longer the classical one. 

Let flA "''' be a g-compatible linear connection, i.e.n 

8pg"" =-l(l'fll) >." (6.7) 

with torsion 

QI'~ := -r"(pcr! . (6.8) 

We will use the abbreviations 8'J = g/411oil", and rio' = 9~ f" pt1 in the following. If rio' pt1 

denotes the Levi·Civita connection (characterized by vanishing torsion), then we have 

f" = rIO - Q~ (6.9) 

where QI' := g"" Q""" is the torsion vector. Using the transformation law 

Oa(OOx''') = f'Tpa (O.,x''') - (OpX'") (Oax''') r'''II" (6.10) 

we find 

dx'" = I dT 0'Jx'" + dx cx 
( 8ax''') = ~ dT (fa (Oax''') - f/"') + dx CX 

( 8ax''') . (6.11) 

The differentials dxl' are therefore not covariant. But the last equation shows that the 

1-forIIlS 

. . in 
Dxl':= dxlA + -dTf" (6.12)

2 

are right-covariant, i.e. 

D'x'l' =(D:z:a 
) 8cx x'l' . (6.13) 

ll(Anti-) symmetrisation ia understood without factors, e.g. q~.,) = r~., - r:,. 
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As a consequence, (Dx~)·  is left-covariant. If torsion vanishes, bx~ and elx~  coincide in 

the harmonic gauge I'14 = o. 
In order to define tensor-valued forms we have to distinguish between right- and left­

covariant forms. In what follows all equations will consist of either only left- or only 

right-covariant forms. If we express a (generalized) differential form in terms of the 

basic I-forms Dx~  or (Dx~)· their position decides about the covariance properties. For 

example, if OJ& transforms covariantly, then DX14 (),. and ct14 (Dx/4)· are both scalar one 

forms, but O~  Dx" and (Dx 14 )· (l14 are not. We speak of "left forms" if the basic I-forms 

are to the left of all other factors. We have a "right form" if the (Dx/4t are to the right of 

all other factors. Now left forms are right covariant and right forms are left covariant.12 

Let us write the differential of a function! in terms of the basic l-forms: 

elf = i: dTOJ! +dzi4oi4! =i: dTa2! + (Dx14 
- ~ dTr14)al4! 

in 2 •= -dTV! +DzlAa,.! (6.14)
2 

wbere V2 := 9""'V/4'V". Equation (6.14) does not depend on the choice of a (metric 

compatible) connection, i.e. on the torsion. This is obvious from the fact that d involves 

tbe metric only. The same bolds for any expression which is obtained by application of J 
to a scalar form. 

For a contravariant a-form Y"" we define the right-covariant exterior derivative by13 

bYp. := Jyt& +Y" "I'll (6.15) 

where 

. in . 
r ,.·- -dT AlA + .J_II rIA" .- 2 "a QOI; ", • (6.16) 

by14 is indeed right-covariant if the (generalized) connection form obeys the following 

transformation rule: 

d(oOtz''') =Ott~  (a~z''')  - (aOtz''') "t'li . (6.17) 

This equation now restricts the part of the generalized connection which is proportional 

to dT to 

"A" =g/HI (ap rIO", +r ll>.., r~",) +Mil" (6.18) 

12It is a1Jo poaible to cODitruct left.covariant left Carma and right--covariant right Carma, but this 

require. &r&ther compuc&ted not&tioD. 

23In order to obtain & right-eov&riant exterior derivative we must write t to the right of Y in this 

definition. It does not work the other way. 

where the undetermined part MIA" has to transform tensorially. Substituting this result 

into (6.15) we obtain 

bY"" = ~ 

2 
dT(V2y"" + M""" Y") +bz" V"Y"" . (6.19) 

Similarly, for a covariant O-fonn a,. we set 

Dal4 := dO/4 - a" vt14 . (6.20) 

Da/A is right-covariant if the connection vt14 transforms as follows: 

el(aaJ:'14) = (apx',,)lJtor - 14t: (aorx"') . (6.21) 

This formula restricts the generalized connection vi'14 to the form 

v i' iii. dT" A el P fV/4="'2 14+ x 1411 (6.22) 

with 

"A l4 := g/HI (a,r" /ill - r"lll r.\,.,,) + M",. (6.23) 

where .W: transforms ten80rially. Inserting this result into (6.20), we find 

. in ­1 ­
Do,. = "'2dT(V a" - a"M",.) + D:r:"'Vlla,.. (6.24) 

Both bY" and bO/A are right-covariant left-forma. In the next subsection we show that 

tbe tensors .~  and .M have to be identified. 

6.2 Tensor calculus and right-covariant derivatives 

IT we try to extend the covariant derivative to tensor products like y"Z" I we have to deal 

with the problem that yll az" i. not right-covariant (whereas (bY") Z" is). We there!ore 

have to introduce a correction in a similar way as in section 5.2 where we treated the case 

of gauge theories. The generalized Leibniz rule for b then rew 

b(Y"Z") = (bY") Z" + Y' ,(bz")" (6.25) 

where 

p( b Z")14 := 5: aZ" + in. dT (v>..Z") r"PA . (6.26) 
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The last expression is left-covariant with respect to the index p and right-covariant with Then 
respect to the indices p. and ZI. The generalized covariant exterior derivative of Y~Z" or, 

more generally, of a tensor y~"  can also be written as 

DY""' =dY""' + Ypc1 pc1r""' (6.27) 

with 

r·""' == r"'" 5" +5'" r·" + ~ AdT gill), r'" r"pc1 II tI II fl· II'" ,,),. 

Inserting our expression for "I'I4, we find 

DY"''' =i: dT (V~Y""' + M'"P YII" +M" II y"'") + Dx A V ~Y""'  . 

In particular, this yields 

. in. ()
Dg""' = 2" dT M I"i' . 

Similarly, we have 

(6.28) 

(6.29) 

(6.30) 

with 

D(a",Z") = (Da",) Z.. +all P(iJZ")", (6.31) 

II(DZ")",:= 5:DZ" ­ iAdT(V),Z") fP j6.\ • (6.32) 

Again, this can be written, more generally for a tensor Y",", as 

by." ­ dY:" + y."Pi''' 
'" - '" 'I" '" 

with 

(6.33 ) 

=t~  = "t'" 6~ - 5:'r" - iAdT gN. f'"tlA f'If), . 

In particular, 

Do: = - i: dT(M"1A - M"",). 

Consistency of the generalized Leibniz rule for b now requires 

(6.34) 

(6.35) 

M"",=MIf~.  (6.36) 
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D(a~Z~)  = d(a~Z~) (6.37) 

as it should be since a~Z~ is a scalar. The extension of D as a right-covariant exterior 

derivative to higher tensors is now straightforward. In particular, the generalized Leibniz 

rule for a product of two arbitrary tensors reads 

D(y"'\ ..·,.... Z",····) = (Dy",\ ..·/J-r) Z",\ ..· +YII\ a\ ...a·(DZ"'\",)",,···/J-r (6.38)a, Pr 
111 ... 11• ~"" 111·...,. ~\...  fI. PI ..·Pr ~\  ... 10'1 ... 11. 

with 

l1 ....tI·(DZ",····)",· .. ·/J-r Stl l ••• Stl. S"'\ ... S,.... bZ"'l ... - in. dT ('iT'Z""''') [(fa \ 5112 ••• Stl. 
1I1'''Pr ~\  ... 111 .. ·11. "l II. PI Pr AI··· A,... "'''''''' II. 

+... + f tl ,II,.., S~I ... S::::) S:,' ... S::;� 
-(f"" PI'" S~  ···6;; + ... +fl"r IIr'" 5:,\ ... 6::;:,1) S~\ ... S:: 1.(6.39)� 

Remark: In virtue of (6.30) metric compatibility of b would require M($oU') = 0, i.e. M had 

to be antisymmetric. We do not have a good reason, bowever, to demand this condition. 

On the otber band there is another notion of metric compatibility in our framework which 

we consider to be more adequa.te. Let us define a hermitean scalar product for 1-fonm 

by 

(a,p) := a",gl"i'p; . (6.40) 

Compatibility of D with this metric means 

d(a,p) = (Da,p) + (a, D(3) (6.41) 

which implies 

dg/611 +"'f\i" +g~ ("f\t = o. (6.42) 

The last equation leads to M/611 -(M""')- =O. If M is real this means that M is symmetric. 

6.3 Higher order differential forms 

We would like to construct higher order differential forms which are right-covariant. In 
order to do this we have to find a way to build up right-covariant 2-forrns from the basic 

i-forms DxiJ.. The product bx~  Dz" is neither right-covariant nor antisymmetric since 

DxC'" Dx") =dz(}' dx") =-in. dT dg/611 (6.43) 
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by virtue of (6.6). But with a correction similar to (6.26), i.e. 

p(Ox")~:== o:Ox" + ilidT 9)." rl£p). ,� (6.44) 

we find that 

OxP p( Dx")~ == Dx~ Dx" - iii dT axP g~1I r~ ptT (6.45) 

is right-covariant. But 

DxPp(DXII )14 +DxPp(Dx")'" == -iii dT dx P Q('"tTp 9 11 )/1 (6.46) 

shows that we have antisymmetry only if torsion vanishes. Let us therefore define the 
new wedge product 

Dx14 1\ Ox" := bx~  Dx" - iii dT dxP 9 fTil r'"~p • (6.47) 

This is right-covariant and antisymmetric. 24 We will use DX14 /\ Dx'" as a. basis for right­

covariant 2-forrns. With any tensor which is antisymmetric in two indices we can now 

associate a. (tensor-valued) right-covariant 2-form. For example, we may define a right­
covariant torsion 2-form by 

9'" =iOx" /\ Ox). Q'"d .� (6.48) 

Applying b to differential forms we have to take care of signs corresponding to their 
grades. For example, 

D(Dx"') = JDx'" - Dxll IIi''' .� (6.49) 

Using (6.7), (6.8), (6.12) and (6.16) with (6.18), we obtain 

DDx'" = 9'" - i: dTdx"(R"',,- M"'" - V'PQ"'PII +Q"'per Qperll) (6.50) 

where R",,, is the Ricci tensor of the connection f'""p' Our conventions for the curvature 
and the Ricci tensor are as follows: 

R'"",,>, = o"ru 
,,>. - O~fl£ .,,, +fUer" r er ,,~ - r u tT>' r er 

"" R/UI R""""' . (6.51)= 

The r.h.s. of (6.50) suggests to relate the tensor M/UI to the energy momentum tensor of 

matter and in this way "geometrize" the latter. The condition of vanishing torsion and 

14Replacing rIO p~ by rIO >.p in (6.26) retains (6.25). Then (6.45) simply becomes (6.47). But then it is 
no longer possible to write (6.25) in the form (6.27). 
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Einstein's equations in the form R~" = M"" can then be expressed as the integrability 

condition DDx~ = O. We should view the l.h.s. of (6.50) as a generalized torsion. 

For a scalar 1-form 

iii • iii - ­
A = -dT f +Dxl4a~ = -dT f + Dx14 a14� (6.52)

2 2 

where j := I - Q~ a~, the (generalized) exterior derivative can be evaluated as follows 

iii • • ••dA ==� -2 dT df + (DDx~)  al£ - DxP p(Da~)~
 
1 •• iii [�

==� "2 Dx~ /\ Dx ll q~alll + 2 dT dx" V'2all - al£(R~ II - V'PQ~PII - Q14PtT QptTlI) 

+Q~PIIV'pQI£ - 011 11 . (6.53) 

Using the Levi-Civita connection, this equation reads 

. iii - I - ­
dA == 2 dT (Da - dJ) + 2' Dx~ /\ Dx" q",a,,) (6.54) 

where a := Q", dx 14 and a := dO +Sd is the Laplace-Beltrami operator for the metric g. 

The generalization of (6.44) is 

171 ..·Q'·(Dx")I£I"'~  == otT, ... otT. 01'1 .•. o~  Dx" 
p,·.·Pr )'\ ... >'. >., >'. PI Pr� 

er�-i Tr. aT g"-' [(rtTl >.,.., o~~ .. ·5r: +... + r • >. •.., or: or:::) 5:,1 ... 0:; 
-(flO' Pt'" o~  ... s:; +... + fl£r Pr'" 0:,' ... 0:;:.'> or: or: I. (6.55) 

If torsion vanishes, there is a simple way to construct a right-covariant basis for r+ I-forms 

inductively by 

Dx"" /\ ... /\ DX~+1 := (Dx"1 /\ ... /\ bx"") "1 ...",,(Dx ll-r+' )"'I"'14r . (6.56) 

That these right-covariant expressions are indeed antisymmetric (which justifies the wedges) 

is most easily varified in the gauge f =O. 

6.4 Generalized curvature 2-forms 

Applying d to (6.17), using J2 = 0 and (6.17) again, we obtain the curva.ture 2-form 

"R'" := J"i'''' - "i'P pi'''' (6.57) 

which transforms according to 

"R'''' = (8:,xP)pRa (Oax'''') . (6.58) 
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This is also evident from the generalized Ricci identity 

DDY"" = Y" "n"" . (6.59) 

In order to read off covariant components from the curvature form we need a suitable 

basis of 2-forms. To simplify the calculations we will assume vanishing torsion in the 
following. Then 

p(Dx"" 1\ Dx"Y' := ADxlC ))' ~(Dx")1J>l1 

= (Dx"" 1\ Dx") 5: - in. dT dx["" 9,,1). r C7 
PA • (6.60) 

has the desired properties. The left index transforms to the left and all other indices 

transform to the right. Now (6.51) can be written in the form 

- - in. \"nil> =,,01/> - 2'dTdx"(VPR"",,>.p +VA M"",,) (6.61) 

where 

• 1 - . 
,,01/> := 2,,(DxP 

" DX C7 
)A R""}.IH' (6.62) 

and RI/>"IH' is the ordinary curvature tensor. 

Repeating the step. above starting from (6.21), we obtain the curvature 2-fonn 

"X,,:= d"f" +"fp Pf"" (6.63) 

which tra.nafornu according to 

.,*~  = (a~x''')~7t. (a';.xCl 
) (6.64) 

and satisfies the Ricci identity 

DDa", = -a., "X" . (6.65) 

Using the basis of 2-forma 

P(Dx"" 1\ Dx")" := P(DxlCh ~(bx")= = (Dxl' 1\ Dx") S: + in. dT dx~  g"l~  r pflA (6.66) 

we have 

"n -"0 - in. dTdxA(V"R" + V Mil )
~  - /6 2 $&A" >. "" (6.67) 

where 

. 1· . \ 
"0"" := 2"(Dx" 1\ Dxflh R"""IH' . (6.68) 
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Now we note that 

YII ,,(DxP 1\ Dx")"" = (DxP 1\ Dx") Y"" - iii aT dX[PyrC1] y"" (6.69) 

and 

a" "(DxP 1\ Dx (1 
)1/> =(bxp

1\ Dx (1 

) a"" - iii dT dx[PVC71 a"" . (6.70) 

The first identity allows us to write (6.59) in the form 

bDylJ> = Oil>"YII - ~ dT d:r;A (VP R"""AP Y" + ('V\MIl>,,) YII + 2 RIJ>IIAP VP Y") (6.71) 

with 

. 1· .
n""" := 2' DxP 

1\ Dx" R"""IH' (6.72) 

which is a right-covariant left-fonn. Similarly, we can use (6.70) to derive a corresponding 

expression for bDa... 

6.5 Covariant exterior derivatives of generalized differential forms 

So far we have only considered covariant derivatives of right-covariant tensoria.l forms. 

But in the last subsection we also encountered expressions with mixed (left and right) 

covariance properties, in particular the generalized curvature 2·fonna. We therefore have 

to extend the covariant exterior derivative D to such expressions. This extension is 

completely determined by our rules for the covariant derivative of right-covariant tensoria.l 

forms. For example, y" "R"" with a contravariant O-form Y" i. right-covariant, so that 

D(Y" "RI6) = d(Y" "R") +Y" .,R
ppt"" . (6.13) 

Using the Leibniz rule for d, this can be written as 

D(Y" "R"") = (DY") "R~ +Y" [d"RI6 - "f" "R~ + "R" pt~l (6.14) 

from which we read off 

D("n"") = cLR" - "I''' "R~ + .,X""t"" . (6.75) 

Inserting the definition of "R"" we obtain the second Bianchi identity 

D(,,'R."") = 0 . (6.76) 
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In the same way we find 

D("n",) = d"'R." +"I', 'n" - lin, PI' jJo = 0 . (6.77) 

Another example is 

D(Y',(Dx"'t) = (bY') p(Dx~yr  +YP [d,(Dx~)cr - p(bX~)A  dI'1-'lr - ptA A(bxllo)crj . (6.78) 

The I.h.s. and the first term on the r.h.s. are manifestly right-covariant, hence also the 
last term. Consequently 

D,(Dx"'t = dp(Dx"')cr - p(DxA )>' .v.I'I-'lr - i A >.(Dx~)cr 

= - i; dT dx" 5: (R'" II - M'" ,,) - iii. dT dx" ~ p",'" 

,__ -i; dT 5: N'" + ili.dT gSA"8 ...Jncr (6.79)p11

has the same transformation properties as p(Dxllo)cr. In the last step we have introduced 
the abbreviation 

N"':= (R"' .. -M"',,)dx" (6.80) 

and the usual insertion operator~.  A similar calculation lea.ds to 

D'(Dz"')" = d'(Dz"')" - '(Dz"'h :I': + PI'>. >'(Dx~)" 

= - i: dT 5: N'" - in dT gSA" 8"...J{1'cr • (6.81) 

These formulae extend additively to higber tensor degrees. For example, 

D (DX~)cr'tl'  = - iii. dT 5'" 5'" N'" + iii. dT gSA" 8 ...J(ntll 5cr, +5cr , ncr,) (682)
P'P2 2 P, P2 .. p, P2 PI P2' • 

Witb these preparations and the tint Bianchi identity R"'[pdl = 0 we can prove by induc­
tion tbat 

iii 1D( Dz"" /\ ... f\ Dz""') = -- dT{-- dxU&' ... dx""'-I NI4rI 
2 (r-l)! 

1 
--- d:J:U&' ... dx""'-2 n""'-tI4rJ} (6.83)(r - 2)! . 

For an ordinary differential r-form <P := (1/r!) ck~' ... dx l4r <P"'I'''~  let ~  denote15 the right­

covariant r-form which is obtained from it replacing dZ/l>1 ... cb;14r by DX/l>' A ... A DXI4r . 

25This notation is not entirely consistent with our previous use of the' symbol. 
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We are now able to calculate 

- iii. 1 2 1 II 
.. dx l4rd~  = b~ = d~+ 2dTdx~' · [;:IV' ~"'t· .. ",,. - (r _l)!~"""''''''_'IIR  "'" 

+2(r ~  2)! ~"'t"''''''-1/H1 R/HI ""'-II4r] (6.84) 

which is nothing else but 

AA _ iii. 
d~ = d~+  -dTO~ (6.85)

2 

involving the Laplace-Beltrami operator. For example, in four space-time dimensions the 

generalized differential form 

" ID'~ D"1I DAp D'~
f := I x A x A x A X E,.wpcr (6.86)

4. 

associated with the classical volume 4-form satisfies 

df =O. (6.87) 

The corresponding classical equation dt. =0 is a trivial identity since there are no 5-fonns 

in four dimensions. But bere we do have nonvanishing 5-forms and (6.87) is therefore not 

obvious. 

7 Harmonic Maps 

To understand the following it is useful to take a closer look at the structure of (6.1). 

In particular, it is important to keep in mind tbat tbe product between elements of A 
and generalized differentials depends on tbe metric g as a consequence of this equation. 

To stress this let us put an index 9 at tbe commutator and also express tbe r.b.s. in a 

suitable way: 

[z"',dz"], = indTC,(~,dz"). (7.1) 

Here C, is the A-bilinear map ;\l(A) @ ;\l(A) - A given by 

C,(d/,dh) = g-l(1rd/,1rdh) (7.2) 

where the inverse metric g-l is regarded. as a map ;\~(A)  @ J\~,(A) - A and 1r stands for 

the projection J\l(A) - J\~l(A).  

Now let (N,g) and (M,g) be two smooth differential manifolds with metrics 9 and 

g, respectively, such that there is an isometric embedding ~ : N - M of N in M. ~  
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induces a homomorphism t* : AM - AN of the algebras of smooth (complex-valued) 

functions on the two manifolds, given by f....-+ fot. This map extends to a homomorphism 

ep*: A(AM ) -A(AN) satisfying t*dM = dNep*. 26 Since ep is an isometry we have 

9 = ep*g (7.3) 

or in components 

gi; =9$W (aiX~)(a;XI') (7.4) 

where ai = a/ay' with coordinate functions 31' on.N. We have written aixll> as a short 

notation for ai ( CP*xll» = ai(X~ 0 cp). 

Taking the pull back of (7.1) and setting cp"dT = dS, we find 

[yi, dyJI1 (aiX~)(a;xl')  = [cp"x~,  dcp*xl'!.*g 

= cp"([x~, kill,) 
= in cp*(dT) cp*cg(dx'\ dx") 

= indSC.*I1(cp*ck~,ep*ck") 

= indSC,(dY',dyJ)(a,x~)(a,x") (7.5) 

from which we conclude that 

[11', dyiJ, = in dS C,(dy', dyJ ) • (7.6) 

In our previous notation this takes the form 

fyi, dyJ] = iii dS 9'; . (7.7) 

A simple calculation yields 

- in .. - _ 
cP-Dx~ = 2" dS g" ('V,o;:J:/I> + r 16

.,,, (a,:J:I')(o;x'» + Dy' (aiXIl» (7.8) 

where Vi is the covariant derivative associated with the metric g". The equation 

gi; (~iajX/l> + r""" (aiXI')(aj:J:'» = 0 (7.9) 

characterizes a harmonic map [31]. For example, in the one dimensional case we may 

choose the coordinate y to be an affine parameter. Then V = d/ dy and we recover the 
geodesic equation 

llx" dx" dx' 
dy2 + r""" dY dY = 0 . (7.10) 

In the two dimensional case we obtain the equations of the bosonic string. 

'l'We will omit the indice. of J in the following. 
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8 Conclusions 

An analysis of the notion of time in physics led us to the idea of a universal dynamical 

structure from which the field equations for the various physical fields could be derived. 

The universality of such a dynamics required it to be encoded at a very basic level which 

is common to the dynamical description of all fields. This is the differential structure. In 

this spirit we studied a "dynamical deformation" of the ordinary (de Rham) differential 

calculus on a manifold, respectively on the corresponding algebra A (of functions on the 

manifold). It involves an "evolution parameter" T which turned out to be closely related 

to the independent time parameter of "proper time formulations" of relativistic theories. 

Let us summarize to which amount we succeeded to reach our goal. 

For a scalar field (uncharged, without gravity) we have 

- in ­dljJ = dT - OljJ +cU~ a,..~ . (8.1) , 2 

Our stationarity principle demands the coefficient of dT to vanish which leads to the wave 

equation (massless Klein-Gordon equation) for the field ljJ. 

In case of a (multicomponent) charged field t/J, we need to consider instead of dt/J a 

covariant differential. This requires the introduction of a generalized connection A. Then 

- in ­
'Dt/J = dT 2" ('V2tj1 + MtjI) + 1)x~ 'V,..t/J . (8.2) 

Here i'J is an unspecified tensorial put of the generalized connection. A special choice 

for M would be an ordinary mass term. Our stationarity principle leads to tb.e gauge 

covariant Klein-Gordon equation 

'V 2tj1 + Mt/J = 0 . (8.3) 

For the connection A itself, we should consider the covariant extension of dJi which is 

the field strength F. We obtained 

. in ­
F =dT - (1)* F - 'DM) + :F (8.4)

2 

and our stationarity condition leads to the Yang-Mills equation 

V*F ='DM (8.5) 

where 'DM may be regarded as a source. 

Gravity is a univer$ai interaction in the sense that it affects all matter fields and cannot 

be shielded away. Therefore, it already has to appear on the fundamental dyna.mica.llevel, 
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i.e. in the differential calculus. Whereas in case of the fields discussed above this just 

leads to generally covariant equations, we should not expect to obtain the gravity field 

equations in precisely the same way as for the other fields. Indeed, covariantizing dg"''' 
simply leads to a (generalized) metric compatibility condition. We found that the Einstein 

equations (together with the condition of vanishing torsion) can be expressed in a very 

simple way, namely as the vanishing of a generalized torsion 2-form (see (6.50)). If we 

regard the (right-) covariant differentials DX/I> (which coincide with d:Z:'" in the harmonic 

gauge) as fundamental fields, then the same line of arguments applied to the other fields 

leads to the Einstein equations. 

With an ordinary differential reform </> we associated a (right.) covariant r-form ~ (see 

section 6.5) and found 

.. iii ­
d</> =dT - O</> + d4>� (8.6)

2 

where 0 is the Laplace-Beltrami operator for the metric g. The stationarity principle 

leads to the equation 04> = O. This generalizes our result for the scalar field. 

The common origin of the kinetic terms in all these second order field equations is the 

"dynamical deformation" of the differential calculus. 

50 far everything comes out nicely and is in accordance with our general ideas. One 

problem which remains is how to relate the tensor MUll - which appears as an unspecified 

part of the generalized linear connection - to the energy momentum tensor of matter fields 

in a natural way. Furthermore, in our framework there is no natural place for higher order 

field equations (which are known to exhibit instabilities) in the sense that such equations 

can only be obtained by application of the stationarity principle to a quantity which 

already contains the derivative of & (fundamental) field and is in this sense a derived 

quantity (like the curvature 2-form (6.61), for example). But we also do not know yet 

whether it is possible to obtain the (first order) Dirac equation. These are the problems 

which should be addressed next. 

In particular concerning interpretative issues of our formalism the restriction to quan­

tities not explicitly depending on T should be relaxed. The origin of the "mass term" M 
in the generalized gauge theory and of M/W (which we would like to relate to the energy­

momentum tensor of matter) could then be understood by analogy with the origin of mass 

in the gauge invariant 5tueckelberg equation (2.14) via breaking of T-gauge invariance 

(see section 2). In this extended formalism we then should look for a kind of "universal 

Higgs mechanism" which will determine the particular "mass terms" and fix the relation 

to one another. 

In applications to physics the use of noncommutative geometry is sometimes advocated 

as a possible way to avoid ultraviolet divergences in quantum field theories (cf. [7, sl, 
for example). The root of these divergencies is attributed to the notion of a point in 

space-time and the assumption that a particle can be localized with arbitrary precision. 

If the coordinates x/I> are replaced by noncommuting operators satisfying appropriate 

commutation relations, they cannot be simultaneously measured and there is no longer 

the notion of a coincidence at a single point (see in particular [8} for a discussion of 

a concrete model). From this point of view the commutative algebra we started with 

should be replaced by some noncommutative algebra. However, ultraviolet divergencies 

appear in integrated expressions and therefore already the introduction of a weaker kind 

of noncommutativity, namely a noncommutativity between functions and differentials, 

(accompanied by a convenient definition of the integral) might do a good job. 
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