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Abstract 

We consider systems of non-relativistic, interacting electrons at finite� 
density and zero temperature in d =2,3, ... dimensions. Our main concern� 
is to characterize those systems that; under the renormalization flow, are� 
dri:ven away from the Landau Fertni liquid (LFL) renormalization group� 
fixed point. We are especially interested in understanding under what� 
circumstances such a systemfs a Marginal Fermi liquid (MFL) when the� 
dimension of space is d,~, 2.� 
The interacting electron system is analyzed by combining renormalization� 
group (RG) methods with so called "Luther-Haldane" bosonization tech­�
,mques. The RG, calculations are organized as a double expansion in the� 
inverse scale parameter, A~l, which is proportional to the width of the� 
'effective momentum space around the Fermi surface and in thenlDDing� 
coupling constant, 9>., which measures the strength of electron interactions� 

, at energy, scales '" ~.
 
For systems with a strictly convex Fermi surface, superconductivity is the� 
only symmetry breaking instability. Excluding st;lch an instabili~:y, thesys­�
tem can be analyzed by means ofbosonization. The RG and the'underlying� 
perturbation expansion in powers of A-l serve to characterize the approx­�
imationsinvolved by bosonizing the system.� 
We argue that ~ystems with short-range interactions flow to the LFLfixed� 
point. Within the approximations involved by bosonization, the same holds� 
for systems with long-range, longitudinal, density-density interactions.� 
For electron systems interacting via long-range, transverse, current-current� 
interactions a deviation, from LFL behaviour, is possible : if the exponent� 
a parametrizing the. singularity of the interaction potential in momentum� 
spacebyV(lpl) '" ~ is greater than or equal to d -1, the results of the� 
bosonization calculation are consistent with a MFL. '� 
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Introduction 

In this paper, we consider systems of non-relativistic electrons at finite density 

and ,zero temperature in d = 2,3, ... dimens~ons. 'l'he interactions between elec­

trons are described by two-body potentials or by current-curre~t interactions. 

The Cooper channel which drives the BCS ,'instability is turned off; (e.g. by 

assuming that the Fermi sphere of the non-interacting system has a suitable ge­
ometry (1, 2]). 

Our main concern in this paper is to characterize those systems that, under 

the renormalization flow, are driven away from the Landau Fermi liquid (LFL) 

renormalization group (RG) fixed point. More concretely, ~e are inter~tedinun­

derstanding under what circumstances such a system is a Marginal Fermi liquid 

(MFL) when the dimension of space is d ~ '2. This problem comes up, for exam­

ple, in the study of single-layer quantumHall fluids at filling fractions v = l,~, ... 
and, perhaps, in the theoretical description of materials related to anisotropic 

. . 
HTe superconductors (see [3, 4, 5,6] and references therein) . 

, A one-dimensional MFL (or 'Luttinger liquid) at zero temperature can be char­
acterized by the property that the electron propagator falls off like Izl-(H1/), at 

large distances Izl, for an exponent 7J > 0 that depends on the electron-electron 

interaction and characterizes a{new RG fixed point. When 7J vanishes the system 

is a LFL ; In the limit of large dist~ce scales ~d low frequencies (scaling limit) , 

the properties of a LFL are identical,to those of a free system of non-interacting 

electrons (uP. to a renormalization of the residue of the one-particle pole and of 

the Fermi velocity). In one dimension, MFL correspond to a line of RG fixed 

points in the space of effective Hamiltonians (or actions) containing the fixed 

point corresponding to the free system. 

In d ~ 2 dimensions, we define a MFL to b~, a 'Fermi liquid with 'an electron 

propagator falling off more rapidly than the free electron propagator by at least a ' 

fractional inverse power of the distance between the arguments, but not eXponen­

tially in the distance. Contrary to the superconducting instability, the instabilities 
leading to a MFLare not accompanied by symmetry breaking, and there is no , 
energy gap in the excitation spectrum of such systems. Yet, L'andau's picture of 

non-interacting quasi-particles does not apply to the physics of Luttinger liquids. 
Historically, MFL were discovered in the context ~f one-dimen~ional systems of 
interacting electrons [7], where they appear naturally, for a large class of two-body 
interactions. The experimental observation that the normal phase of anisotropic 

2� 



HTe superconductors exhibits many non-conventional features, incompatible with 

LFL theory, leads to the question whether electron-electron interactions can drive 

a system in two or more dimensions away from LFL's. The same question arises 

in the context of single-layer QH fluids at filling fractions 11 with even denomina­

tors. 
Recently, there have been m.any investigations of this problem. Besides numeri­

cal studies, two analytic techniques proved useful in attempts to understand it: 

the RG method, mvolving an expansion in an inverse scale parameter A-1 [9], 
which has led to a wealth of rigorous results [1, 2)- 9, 10], and the bosonization 

techniques [11] proposed, in this context, by Haldane [12]. 
In this paper, we study the stability and instability of the LFL by using the 

same two. methods. We propose to combine them to clarify the picture of F~ 

liquids. We implement the bosonization technique in· a manner elucidating its 

standing in terms of the fermionic perturbation expansion and rendering the cal­

culation of the electron propagator at. large distance scales quite transparent. 

Our techniques apply toa broad clas~ of two-body interactions. (We present~d 

a preliminary account of our results at the 1994 Les Rouches summer school 

"Fluctuating Geometries· in Statistical Mechanics and Field Theories", [17]) 

Next, we summarize the contents of the various sections of this paper. 

In Sect.2, we review the RG method for non-relativistic electron systems at 

finite density and zero temperature ina d + I-dimensional, euclidean space-time, 

with d > 1. The underlying perturbation theory is organized .as .iL double ex­

pansion in an inverse scale parameter A~l and in the (dimensionless) running 

coupling constant, g", of the two-body interactions. 

The inverse scale parameter A-l is proportional to the width.of a shell O"around 

the Fermi surface. Having integra.ted out the electron modes with momenta lying 

outside the shell n~, the effective action, S~, for the remaining modes describes 

the physical properties or the electro:q. system at .distance scales k~' or energy rv 

scales tIE;P, kF and VF being the Fermi momentum and velocity, resp.. Therv 

running coupling constant g~ measures the strength of the two-body interactions 

in S". 
Given S~, one .further reduces the effective momentum spac~ around the Fermi 
surface to O~" with A' = M A, M > 1 , and calculates the corresponding effective 
action S~,.This calculation is organized as a perturbation expansion in the pa­

rameters g~ ~d A-l , aSsuItling that they are small..Rescaling the resulting system 
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by a factor M, we obtain a system that is similar to the initial one and we can 
.; , 

compare the relevant and marginal parameters characterizing the corresponding 
effective actions. The RG method consists in executing these transformations 
iteratively, with the aim of deriVing the scaling limit of the system, as ~ -t 00.. 

The underlying calculations can be interpreted in a transparent way by decom­

,posing the shell !h into N ",~d-l boxes BWi(~)" i = 1, ... , N, with sides oflength 

'" :to The d-diinensional unit vectors ,Wi', i = 1, ... , N, point to the centers of the 
/. . 

corresponding boxes. This decomposition implies a decomposition of the electron 

field '!i' (where '!i' stands for q,- or '!i) into N components .,p~i' i = 1, ... , N, 
whose Fourier modes have support in the corresponding boxes. A component 

field .,p~i describes q~asi 1 + I-dimensional, "relativisti~", electrons moving along 

the direction ~iwith., velocity VF. The decomposition of the' electron field into 

such component fields reproduces the electron propagator to leading order in an 

expansion in 1. In the non-interacting system, the subsystems along the different 

directions are independent. Two-body interactions couple the subsystems. After 

rescaling, each interaction p~ocess is suppressed by a factor ;'. Hence, the inter­

acting system can be analysed by using "large-N" expansion techniques, [8,9, 14]. 
For systems with a strictly convex Fermi surface, superconductivity is shown to 

be the only symmetry-breaking instability that can develop in the system. We 

propose to study electron systems which do not undergo such a symmetry break­

down - i.e. whose Cooper, channel is -turned off - by means of "bosonization" .. 

The framework of the RG .will serve to characteme the approximations involved 

by "bosonizing" the system. 

In Se'ct.3, we introduce the bosonization technique by calculating the scaling 

limit of theeff'ective gauge field action (the generating function' of connected CUI­

rent Green functions) for a non-interacting electron system. The effective gauge 

field action is obtained by coupling an external gauge field to the electron system 

and by integrating out the fermionic degrees of freedom. 

The' calculation of the' scaling limit of the. effective gauge field action is reduced 
to the calculation of the gauge field action of a family of independent Schwinger 
models, because the cl-dimensional, non-interacting electron system decomposes 
- to leading order in an expansion in the inverse scale parameter ~-1 - into inde­

pendent subsystems of quasi 1+ 1 dimensional, "relativistic" fennions; one along 

each direction [w] = {w, -w}. 
Ga.uge invariance must hold for each subsystem - i.e., in each direction - sepa­
rately, and implies local conservation la~s for the associated quasi 1 + 1 dimen­
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sional current densities j~] ,A = 0,1. These conservation laws imply that each 

current density j~] can be expressed as a derivative of a bosonic field cpr",]· It turns 
out that, for the non-interacting system, these fields are massless and gaussian, 

propagating only along the direction [w]. 
By taking the effective action SA determined in the context of an RG analysis as 

an input, we can apply the bosonization technique to interacting systems, too. 

For systems whose Cooper channel is turned off, the electron-electron interac­

tions are described - to leading order in the inverse scale parameter .x-1 
- by an 

expression quadratic, in the currents j~]. By replacing the fermionic currents j~] 

by the corresponding bosonized expressions, we obtain a gaussian bosonic theory. 

Because. the' theory is gaussian, it can be studied more easily than the original 

fermionic theory where the interaction term is quartic in the electron fields. 

.x-

In the calculation of the effective gauge field action, this technique is shown to 

reproduce the leading order of a (fermionic) perturbation expansion in powers of 
1 . The leading contributions coincide with the ones of an RPA approximation. 

We determine the scaling limit of the effective gauge field action for systems with 

short range interactions and discuss thel extension of the bosonization method to 
systems with long range interactions in three examples : systems with longitudi­

nal density-density or transversal current-current interactions, and "Tomographic 

Luttinger Liquids". 

In Sect.4, we apply the bosonization technique to the calculation of the elec­

tron propagator a.t large distance and time scales. We start from an'effective 

action S>.. at energy scales vp;e and the corresponding decomposition o(thef"'V 

electron fields wI .into N quasi 1 + 1 'dimensional components 1/J~.We replace 

the action S>.. by its bosonized version, introduced in Sect.3, and , for each ray 

[w] = {w, -w}, we express the pair 1/J~, 1/J~", in terms of a bose field cpr",]. This 

is accomplished by applying the well-known bosonization formalism for 1 + 1 di­

mensional relativistic fermions . However, one has to cope with a subtlety arising 

from the dependence of the quasi 1 + 1 dimensional electron fields 1/J~ on the 

components of the momentum perpendicular to the direction [w]. Again, the 

approximations involved can be characterized, in the context of a (for~al) per­
turbation expansion in p.owers of the inverse scale parameter A-1. Special care is 
taken to discuss the implications o~ linearizing the Fermi surface inside the boxes 

B",(A). 
We verify that the electron propagator of a system with short-range interactions 

tends, for large arguments, to the standard Landau Liquid form. Because of 
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screening - which is reproduced by bosonization - the same result holds for sys­�
tems with long-range density-density i~teractions.
 
For systems of electrons interacting via long~range, transverse current-current in­�

teractions, we find the possibility for °a deviation from LFL behaviour, depending� 

on the exponent- a which characterizes the singularity of the interaction poten­

.tial in momentum space V(p} ~ I~Q • The critical value fora: is d -1. For� 

o< a < d - 1 ~dA -t 00, the electron- propagator has the standard LFL form,� 

whereas, for d - 1 :::; a :::; 2 ~d A-t oo,we argue that it ,Shows MFL behaviour.� 

In the second case, in order to obtain a theory 'which is form-invariant under scale� 

transformations, the parameters of the effective action SA'. used as an input of� 

bosonization, must be functions of the scale parameter A. A resulting consistency� 

condition determines the expected flow of the parameters of SA underRG trans­�

formations.� 
Our analysis yields a view somewhat complementary to those arrived at in [3, 4,� 

5, 6]~
 

Acknowledgements. 'We thank P.-A. Marchetti ~d M. Seifert for many help­�

ful discussions.� 

Effective Action on Large Scales' and Fermionic 
Perturbation Theory 

The action of a system of non-interacting, non-relativistic electrons in d+ 1 space­

time dimensions is given by 
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-0 ) _ (¢t(Z, t)) d .Tw*( -0 t) _
dent, two-component Grassmann fields ( = "p~(z, t) an ":.t'~,'1J~, t ­

...1.*(;: t) ...1.* (;: t)) The arrows t I s-tand £or "spin up" and "spin down". ( 'f't .." 'f',J. ....,. ,+ 

An ionic background and interactions between electrons are described by ad­

ditional terms in the action of the form 

and 

BV -~ f tIt trzj ds <fly iJ!'(z )iJ!(z)V(i - Y) J(t - 8) iJ!'(y)iI!(y) , 

resp., where U is a one-body potential and. V a two-body potential. The total 

action is given by 
(2) 

Expectation values of functionals, .1'('1J*, q,) ,of the '11 and '11. fields are calculated 

by evaluating Berezin-Grassmann integrals: 

* !'D('P*, 'P)eiS(i}·,frj~) .1'(q,-*, q,) 
(3)(.r(tlJ ,tlJ))~ = -. JV(tlJ., tlJ) eiS(.·,i};~) 

We work in the Grand Canonical Ensemble,where the chemical potential p. IS 
held fixed. This implies that, in general, the mean electron density n~ of the 

interacting system does not coincide with the mean electron density n~ of the 
free system. 

In order to calculate expect~tion values of the fonn in eq.. (3), the total. action S 
is split into a quadratic part, 8 2 = 8 0 + SU, and a quartic part SV. One expands 

the exponential eiSv in'a power series and calculates the expectation values of 
the resulting p~lynomials intlJ*.and q" with respect to the Gaussian Berezin 

.integration determined by 82 , by using Wick's theorem. 

In this paper we consider 'only systems invariant under translations and rotations 

of space, i.e., the background is described by a constant potential U(z) = U that 
can be absorbed in a redefinition of the chemical potential ("jellium model"). ' 

For technical convenience, we analyse the system in the euclidean region 
reached by analytic continuation in the time t to the halfplane 9m[t] > 0 and 
setting zo' = it (Wick rotation). For a system at a finite, tempera.ture T, the 

~o-va.riable in the euclidean action is integrated over the interval [-~,~], where 
f3 is proportional to the inverse temperature T- 1 , and anti-periodic boundary 
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conditions are imposed at Zo = ±~. In this paper, however, we only co~sider 
systems at zero temperature, (/3 -l 00). 

Then the covariance of the Gaussian integration - i.e., the unperturbed electron 
propagator ...,. is given by 

where e~(IPI) = ~ - p. is the energy .of a free electron, and the indices a,/31abel 

the spin orientations. We use the sh~rt-hand notatio~ Jdp(·) := J ~(.). 

In the ground state of the unperturbed system, all one-particle states with 

wave vectors' psatisfying 1P1 ~ kF' = l..j2m/-£are occu.pied, and the electron 
density is given by 

n: =-2 Jadp(J(kF -lp1) ., (5) , 

The Fermi surface , S:;1
, is defined as the surface 'of this sphere and the Fermi 

wave number, kF , sets the fundamental momentum scale of the system. 

For the main results and conclusions of this paper to hold, the spherical symmetry 

is not essential. Our analysis applies as long as the Fermi surface is strictly con­

vex. The situation changes, however, radically for systems of electrons hopping 
on a square lattice, at half filling, where the Fermi surface contains fiat, parallel 

faces givingris,e to "nesting. phenomena". In addition, to the superconducting 

instabilitY,other instabilities like charge- or spin- density-wave instabilities can 

occ'Q.r, and their interplay can lead to rather complicated phenomena. Such sys­

tems can be analyzed by using methods'siInilar to those described in this section, 

but their properties a:re not yet fully understood~ 

We are interested in universal large-scale and low-energy properties of electron 
systems, i.e., in the so called scaling limit of such systems. The scaling limit c~ be 
constructed by using reJlormaJization group (RG) techniques which are based on 
successively integrating'out the.modes of the electron fields '11*, '11 corresponding 

to wave vectors far from the Fermi surface, with the,a.1.m of deriving an .effective 

action for the mod~s close to the Fermi surface; (the energy vanishes for modes 
whose momenta lie on the Fermi surface) . 
An altemative way to obtain some "non-perturbative" ) large-scale and low-energy 

) 
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information about an electron system consists in using the so called "Luther­

Haldane" (LH) bosonization technique [11, 12, 13] . However, for electron systems 

in more than one space dimension, LH bosonization is not an exact method, i.e., it 

does not exactly r:esum the perturbation expansion in the' coupling constant,g, of 

t~e quartic electron-electron interaction. The aim of this paper is to incorporate 

the bosonization t~chnique into the systematic framework of theRG, in orde~ to 

estimate the effects of the approximations involved by "bosonizing" an electron 

system in more than one space dim,ension. 

IIi general, RG calculations for interacting electron systems require assuming 

that the coupling constant 9 of the quartic electron-electron interaction is small. 

For one-dimensional systems, the calculations have been carried out a long time 

ago (for a review, see [7]). In more than one space dimension, the situation 

is more complicated. However, during the last few years, there has been sub­

stantial progress accomplished by introducing the inverse scale parameter , .A-1, 

proportional to the width of the effective wave vector space around the Fermi 

surface, as a supplementary expansion parameter, [9]. In this way, the dominant 

contributions to the scaling limit are obtained in a natural m,anner . 

Here we sketch' a version of the RG method for electron systems in more 

than one space dimension based on a double expansion in .A-I and the running 

coupling constant, gA' which measures the strength of electron interactions at 

energy scales '" P;P j for original results, see [1, 2, 9, 10] and for reviews, 11 , 

[14, 17] . (An alternative way would consist in artificially introducing S different 

species of electrons and to organize the perturbation expansion' in powers of .A-1 

and S-1 or 5, for S -t 00 or S-+ 0, resp. ; see [3].) 

We adopt a Wilson-type formulation of the RG and accomplish the mode 

reduction in momentum space. The electron fields '1'* (~), w(~) are expressed in 

terms of their Fourier, modes 

with pz:= Po~o - pz .� 

We assume that, for a sufficiently small Wlue of the dimensionless coupling con­�

stant 9, there exists a large scale factor .Au »1 (with Au -t 00, as 9 4 0), such­�

that, in a first step, the integration over the electron modes q, (p), q,* (P) with� 
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momenta poutside the shell 

n~ := {PERd'f-kFI~1 <. :;o} 
of width ~ around the Fermi surface leads ·to an effective action that has essen­

tially the 'same form as the original action·.. S. More precisely, the effective action 

for the remaining modes with momenta inside the shell OAO is given by 

- -log I V (~.(p'), ,,(p'») e-[sO(t·,t;",) + gSV(t-,t)]
Jp'eRd\~~ . 

+ cte. (6) 

We assume'that 

In other words, for sufficiently small coupling constants « f,-) , possible in:sta­
, 0 

bilities develop only at energy scales smaller than VF~; in [1], it has been 
proven rigorously that this is true for a two-dimensional system with short-range 

interactions. 

Given S!~ , we wish t,O. determine the effective action, 'S!~, on a lower energy 

scale rv VF~ ,where Al = MAo, M > 1 ,by integrating out the modes in the 

shells 0.\0 \ 0.\1 . Functional integration leads to a perturbation expansion for 

Sr; with a fermion propagator determined by the quadratic part' of S~ . 

In order to illustrate charac~eristic features of the resulting perturbation the­

ory, we determine the unperturbed electron propagator OO(z) , defined in. eq.(4), 

for large. values z = Ae of its' arguments" where e"" 1e~ and A -* 00. One finds 

(kF )d-l 1. ,r-lW ei1cp~.\( • 
21r . 5:-1 

. r aPo f~tfPII e-~(po~.-PII~t) [1 + O(~ )] , (7)
Ja -if ~Po! - VFPII A 

cf. [15], where wdenotes a d":"dimensional unit vector (w E Sf_I), and the Fermi 

velocity VF = !;- is given by the linearization of the energy function e~(kFw+i) = 
vFlp· wi + .. O(P~) around the Fermi sphere. For large .. arguments ("" A) 'of the 
electron propagator, only momenta inside the shell OA ~e impo~tant. 
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One can subdivide the shell 0>. into N = (1c~ )cl-lVol(8:;1) disjoint, c~ngru­

ent blocks B",Ca) (X) with· sides of length f"'.J ¥ ,centered at the points kFw(s) , i = 
1, ... ,N , on the Fermi surface, as indicated in Fig.! .The· endpoints of the unit 

vectors wei) , i= 1, ... , N , form a regular grid on st-1 
• 

0>. 

Fig.1 

This discrete decomposition of the shell 0>. into N boxes B",(i)(X) yields a 

formula analoguous to eq.(7) for the large distance behaviour of the electron 

propagator : 

(8) 

with Bl&1(i) (X) := {q- kFw(i) , qE B",Ci) (X)} .� 
The energy· function e~ of the unperturbed system can be written as� 

(9) 

where the momenta p are supposed to lie in the box B",Ci)(A) , with Pil:= 

PII W , PI\ = (w. p)., and plo:= P- Pil . Compared to the first, linear term, the 
quadratic contributions are of higher order in t ' and one is tempted to neglect 
them. Neglecting the dependence on the perpendicular momenta, plo,amounts 

to replacing the piece of the Fermi surface, 8:;1 n B",Ca) (X) , in the box B",Ca) (X) 
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by a plane, cf. Fig 2 .� 
This approximation is harmless as long as PI!» (¥-)2 . I.e., given the decom­�
position of the shell n~ into boxes Bwe&) (,\) , one can neglect the corrections to� 

the linear part of the energy function'e: in thepropagator,eq.(8),as long as one� 
only integrates out modes with momenta PI! » (¥)2 .� 

After having linearized the energy,functione~,eq.(8) can be reproduced by 

decomposing the electron fields qi*, qi into N independent components 1/;:(i) ,1/Jw(i) 

'Ii(Ae) ~ t eikpiJ(i)>.{ A-ftPw(i)(e), 
.i=l 

(10) 
with propagators 

. '. e-i(Ico(Eo-'lO)-k({-ii) 

- ("",,,,('j(€) 1/;:(')(11) = 5"'('),,,,<'1 r ilka r._ dale ·ko· -+(i)kJR JS,.,(i) Z - VFW 

Here, "~" stands for "equal to leading order in t "and Bw(i) :== Bw (&) (1) . 
. . .'". ..The Fourier modes of the component fields 1/;W(i) (e) , I.e. tPw(i) (ko, .) ,WIth 'Ii = 
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q, or qi. , have support in the boxes BCJ1(i) with sides of length kF , and their"J 

propagators are given by 

- ("pIl1(i) (ko, k) "p:(i) (k~, kI) ­

- 6..(il ...Ul (21r)d+l ,W+1)(h - h') 'ko 1 -(i) k 1B (il (k) I (11) 
1, -VFW' W 

where 
1 , k E BCJ1{i) 
o , else 

Note that the momenta k in eq.(11) are related to the momentap in eq.(8) by the 

scale transformation p = ~. Wherea.s the electron:fields W' (z = Ae) are functions 

of the physical coordinates (z), the component fields .,p~{i) (e) are functions of the 

rescaled coordinates (e). In the rescaled system, the Fermi surface has the radius 

>"kF, and the boxes Bwei) cover a shell n of thickness kF around the Fermi surface. 

Eq.(lO) shows that, in order to describe the large scale physics of the unperturbed 

,system, the electron fields \II., qr can be decomposed into N- "J )..d-1 components 

1fJ:, 1/JCJ1 which propagate only in the direction perpendicular to the Fermi surface. 

We now return to the interacting system. After having integrated out the 

modes with momenta in R d \ 11>'0 , we can apply the'decomposition (10) to the 

remaining- electron modes in the effective action S!~ (~.(p), q,(p)) ,the error 

being of order f .According to the assumptions sta.ted above, the effective action 

S8ff =S~~ at
, 

an 
0 

energy scale "J vF ~ then has the form 

s;;r s~ + 6S~ + S~ + ((' higher-order terms" (12) 

with 

s~ ~ L Lk cld+1k ZI -,i;;,cr(k) (iko - VFoWh) "pCJ1,cr(k) (13) 
"" tT=t,+ Iw 0 _ 

66S~ ~ L L k itd+lh >'0 1'0 tft:...(h) tft...~(k) (14) 
"" cr=t,+ I", Zo 

and 

s~ ~ ~ :r~ 2 :E :E l dd+lk(l) ••• r tid+1k(4). 
2 Ao Zo 1111"","'4 cr,cr' J1"'1 J1"'4 

. 5 +""3,II1S+W4 6(d+1) (k(1) + k(2) _ k(3) _ k(4») •1111 

g~,(T' ( w; 10k) -¢:.cr(k(4» ~:3cr' (k(3)) ~"'2tT' (k(2») ·-¢"'1 tT (h(1» , (15) 
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{ -+ -. -. -+}h w:= ,were WI,W2,W3,W4 

gration domain R x Bw • 

For small values of gA~, the parameters VFO, Zo, g~,tT' (w ; to!!) are renormal­

ized only weakly with respect to the parameters VF, Z = 1, gY in the original 

action. The set of dimensionless coupling functions g;'Cf' (w ; {o k) is related to 

the Fourier transform, gV(t), of the originai interaction potential by_ 

k i - d . tT,tT' (w . .J:..k)
F go -, Aq- (16) 

The Fourier transform, V, of a short-range two-body potential V is smooth in 

momentum space, so that - to leading order in f - we can neglect the.dependence 
o 

on the small momenta. Thus, the coupling functions g~,tT' (w; {ok) in eq.(15) 
tT tT' ( )can be replaced by a set ofcoupling constants 0:0' ~ . 

For a long-range potential, whose Fourier transform Y(pJis singular in momentum 

space, i.e., V(p) rv Ipla ,with 0: > 0 , we set 

for W4 f= Wi , 
(17)

forw4 - WI • 

We first restrict our analysis to short-range potentials; comments about long­

range potentials will be made at the end of this section. 

In general, a quadratic term 6S~ of the form given in eq.(14) is generated. 

It displaces the origin·of the energy spectrum - i.e.. , the Fermi wave nlimber ­

to AokFO ~ Ao(kF - !a) . Under the condition that AO!a« hF , we can 
11FO 11FO 

absorb this term in a change of the parallel momentum, kU-* kil = hI! + AO~ , 
o1?taining 

S: := S~ + 5S~ - :E :E j"ad+1kl -:l~:",(k') (i~ - vpooWki) ~.,,,,(k') 
w tT=t,,L. I", ~o 

(18) 
Thus the propagators obtained from S~ are equal. to the propagators determined 

by S~· , except for a small displacement of their support, Bw --t ~ . 

By "higher-order terms''', in eq.(12), we mean contributions corresponding to 
higher orders in the Taylor expansion ofthe coefficient functions of the quadratic 
and .quartic terms in the momentum. variables, or contributions involving more 

14� 



than 4 electron fields. Engineering scaling suggests that both types of c.ontribu­
tions are irrelevant, but we shall analyze these terms more ,carefully later in. this 

section. 

As .usual, one divides. the terms in the action into relevant, marginal and 

irrelevant ones, in accordance with their scaling dimension. The exponent, v , 

characterizing the (leading) behaviour of an express~on :F (q,* (k), q,(k), k) under 

scale transformations, i.e.' , 

is called the scaling dimension of :F. The scaling dimension of the electron modes 
• d l'IS 2' + ,I.e., 

q,U (Ie) - .xf+1q,'(k) (19)(~) x . ­

This scaling dimension is fixed by the requirement that the scaling dllnension of 

the quadratic action S~ is zero. 

Terms with scaling dimension greater than / equal to 0 are called relevant / 
marginal, and terms with negatiye scaling dimension are called irrelevant, as 

they are suppressed by inverse powers of .x ,.as ,,\ -+ 00 . 

The two terms' of the quadratic action S~ , given by eq.(13), are marginal. Con­

tributions to S~ which arise from higher orders in the Taylor expansion of the 

energy function, e , in the momentum variables are not displayed, as they are 

irrelevant. The quadra.ticterm tSS~ , cf. eq.(14) , which causes a displacement of 
the Fermi wave number has scaling dimension 1 ,i.e. ,it is relevant. By holding 
the chemical potential p, fixed, the average electron density of the 'system - related 

to the Fermi wa.ve number - changes during the RG iteratio:ns, and this requires 

a continual readaptation of the linearization point of the ene~gy function. 

The quartic interaction, eq.(15)·, has scaling dimension 1 - d., i.e. , it is ir­
relevant in dimension d ~ 2 . However, there are of order N "J .x~,....1 different 

interaction terms, cf. eqs. (15) and (16). It can happen that - for special. ex­

terior momentum configura.tions - the sum over the different interaction terms 

compensates the scaling. factor ~1-1 (as discussed below) ..Moreover, engineering 
o 

scaling arguments are only valid as long as the dimensionless running coupling 
constants remain small. during the RG iterations. If an instability is developing, 

in the sense that some couplings ~verge as .x grows, our weak coupling analysis 

breaks down. The RG method will permit us to identify those processes that lead 

to instabilities. 
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Corrections due to ,higher orders in the Taylor expansion of the interaction poten­

tial around the points kFO (w(4) - W(l») are sub-leading, cf. eq.(16) . (Of course, 
this is only true for short-range interactions). 

Local terms in the action involving 2l electron fields ( L > 2.) ha.ve scaling dimen­

sion -ld+(d +1) ; they are irrelevant and can be neglected. However, non-local 

terms of the type shown in Fig. 3a (straight lines stand for electron propagators 

Gw and wiggly lines for local 4-vertices) can appear which have scaIingdimension 

(l- 1)(1 - d) . These are tree-level contributions constructed exclusively out of 

1 - 1 local 4-vertices; (the non-locality arises from th~ inner propagator lines). 
Although they have a negativescaJing dimension,· they can contrib:ute in leading 

order to 'the renormalization of some special, lower order vertices. This happens 

in cases where momentum conservation allows one to s,um over ~he w-labels of 

contracted pairs of incoming and outgoing propagator lines, leading to a contri­

bution of O(~-l) per contracted pair ( cf. Fig. 3b). 

Wl W2 Ws Wi 

W2 

WI W2 W3 Wi 

Fig.3a '­

Fig.3b 

The influence of such higher order vertices to the RG flow of the parameters 

vF,Z"6p,,g(w) is analyzed in [16] ; they contribute in leading order in the inverse 
scale pa.ramete~ A, but do not cause any qualitative change of the How. For the 
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sake of simplicity, we sh.all ignore them in the following, because we assume that 

9 is small. (However, in the RG teatment of systems with long-range interactions, 

they play an important role in obtaining the correct form of·screening) . 

Given S;jI , we attempt to calculate th~ effective action S~ff at a larger scale 

Al = MAo> Ao '. Assuming that the dimensionless quartic coupling constants 

90(w) are small, i.e. 190(wJI~· 9 ,we organise the perturbation theory in 
powers of 9. The appearance of the small factor ~1-1 in front of the quartic 

o 
inter.action term, eq.(15), suggests to introduce the inverse scale parameter io as 

a supplementary expansion parameter. This is also the parameter that controls 

the approximation of replacing the electron fields W·, Wby the component fields 

1f;;, "p"" cf. eq.(lO) . In order to obtain the effective action, S:ff , on successively 

larger scales An = M~ Ao , n -+ 00 ,we shall execute this procedure iteratively. 

This leads to the following formulation of the RG. 

In the iteration step n -7 n + 1 , we lower the energy' scale in the effective 

action S:;r by a factor M which we choose to be an int~ger greater than 1 . The 

action S:ff is supposed to have the form specified in eqs. (12) - (15), with the scale 

parameter AO replaced by An = Mn AO , and the parameters Zo, VFO, dp.o,go(~) 

replaced by Zn, VFn, dPn;9n(w) . Then, the symbol "~" stands for "equal to 

leading order in in" . There are Nn = (e)d-IVol(8n ) boxes B1n 
) which cover 

,the shell .fln of standard width kF around the spherical surface 8 n of radius 

AnkFn-1 = An { kF - Ei::-o1 ~) • . 

The iteration can be continued as long as the running coupling constants 9n(W) 

remain small, i.e., 19n(W)/ ~ 9 «1 and the displacement, An:: ,of the origin 

of the energy function from An-1kFn-1 to AnkFn := An(kFn- 1 - ~) is small 
tip" 

compared to ~, cf. Fig.4 . As in step 0, cf. eq.(18), this allows us to absorb the 

,displacement of the chemical potential - described by dS~ ~ in the term S:. by 

shifting the variables hll -7 kll = hI! + An~ . This yields a displacement of the 

Fermi wave number from AnkFn-1 to AnkFn (~AnkFn-l) . 
We.denote the shell of width if around the spherical surface Sri of radius >..n,kFn 
by fin. In the step n -7 n + 1, we eliminate modes with momenta k lying in 
On \ fin . This yields an effective action . 
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where {¢tJ denotes the set of component ·fields with -t/J~ = -,p; or ¢tJJ . In order 

to comp:re S~~l to S:;r , we subdivide each box Bi~) nOn into M congruent 
boxes, Bi~~, l. 1, ... , M , with sides ofJength "J if (cf. Fig 4) . 

M=3 

Fig. 4 

The resulting number ofboxes is Nn+1 = Md-l Nn . This requires a refinement of 

the decomposition (10) of the electron field. Note that, in- this· way; we implicitly 

take into account the curvature of the Fermi surface. Using eq.(19), we then 

rescale the momentum variables, h ~ k' = Mk ,with h' E B,~~+l) , where the 

boxes Bi7.t1) have standard size. 
-I.l 

We end up with an effective action S:~1 of .the same form. as S;!. The new 

effective parameters Zn+l' VFn+b ~Pn+l',gn+l(W) can be expressed as functions 
of the set of parameters 'Pn := {6pn, l1Fn,'gn(W),~n} 

A..+l 6::: ~ ~ E..(kj P..)Ile=o 

Z:+1 ~ ;..[1+ i 8~ E..(kj P..)lk=O] (21) 

VFn+l 1 [- a - ]
Zn+l :::::: Zn l1Fn + ak" EtJJ(k; 'Pn)lk=o 
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and 

k l-dgn+d~!d -- ...!- r(W ) I' (22)J_. -n
FZ2 -- Z2 -,~, 'n .!!=O

n+1 n 

The functiona.ls E", and r, which appear in these flow equations, turn out not to 

depend on the. iteration step (to leading order in 1)· 
n 

The functional :Ew is the self-energy arid is obtained from the amputated one­

particle irreducible (lPI) connected graphs renormalizing the propagator line 

Gw,n, and r(w), the 4-vertex function, contains all lPI connected graphs that 

renormalize the dimensionless coupling constant 9n(W) . We restrict our atten­

tion to determining the functionals Ew and r(~) to leading order in a double 

expansion in 9 and 1 .' 
n 

A
2 

.'~. WI 

W, W,U W, W,(Tw~u 
Fig.5 

In Fig.5 , we display. diagrams contributing to the self energy Ew in leading 

order in in ("cactus diagrams") . To leading order in 9 , only the first one is 

retained. Straight lines stand for electron propagators Ow,n given by 

1 1'"Gw,n(k) 'ko k . • ' ]3<n)(k) (23) 
~ -1JFn II III 

an,d dots stand for the following combinations of interaction vertices _k1-dtht-}W)
F .\,,-1' 

represented by wiggly lines : 

W4,(T W3, (T W4,(T W3, (T 

X .- 2
1 

-2
I , for parallel spins, 

'411, (T W2, (T Wl, (T W2, (j WI, (j 

and 
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Wg,-U Wg, -(F 

, for opposite spins, 

where momentum conservation requires that W1 +'W2 = Ws + W4 . 
1In Fig.5, a summation, 2:(.) , over wE 8 d- is associated with every .electron 

- w 

loop ~d compensates the factor )l-l p~r interaction vertex ( for graphical rea­
sons, the spin indices are omitted in the loops; we sum over all compatible 'spin 

configurations). One verifies easily that ..... for the case of short-range·interactions 

- the contribution of the first diagram in Fig. 5 is a constant of order 9 . Using 

eq.(21), this implies that, to leading order, the paPameters of the quadratic part 

of the action do not flow, i.e., 

'UFn+1 ~ VPn ~ VFo (24) 

In order to analyze the flow of ·thequartic coupling constants ~,(TI (w), we 

classify .themin terms of qualitatively different channels. Besides the spin indices, 

u, u' , they depend on the.4 discrete momenta W = {wI, ... ,W4} . At the nth 

iteration step, each of these unit vectors can take' Nn A:-l different values "V 

w(i)', i . 1, ... , Nn . However, the four momenta ware' not all independent, but 

must satisfy the momentum conserva~ion wI+ W2 = Wg + W4 ,as required by 
translation invariance. Studying the geometry of momentum conservation, we 

can subdivide the set of coupling constants into three different channels. There 

is a qualitative difference between two and more than two dimensions. 

In,d = 2, cf. Fig. 6a, given the two incoming momenta Wl' W2' with Wl +W2 =j:. 0, 
there are exactly 2 possibilities to' choose the outgoing momenta, either Wg = W2 
and W4 = WI or Wg = WI and W4 = W2 . In the exceptional case where Wl +W2 = 0, 
one is free to choose arbitrarily one of the An Nn discrete values for W4 ; Wg is"V 

then determined as its' antipode,ws = -W4 (i.e. ,in this case, not Wl and W2 are 
independent momenta, but Wl and W4 ) . 
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Fig.6a Fig.6b 

In higher dimensions (cf. Fig. 6b for d=3 ), given the two incoming momenta 

Wl' W2 , with Wl +W2 i='0 ,one has O(.x:-2 
) choices for the outgoing momenta. One 

of the outgoing momenta, e.g. , W3 can be chosen arbitrarily on the d - 2 dimen­
sional sphere Sd-2(Wl,W2) , W4 being determined as its antipode on Sd-2(Wl,W2). 
Again, in the exceptional case, where WI +W2 = 0, there are O(A:-1 

) choices, a.s. 
in 2 dimensions ( I.e., the number of choices of outgoing" momenta is larger than 

for a generic configuration by a factor of f".J An) . 

Thus, in two dimensions, the couplings can be classified a.s follows: 

(25) 

cf. Fig.7 . Here, "d" stands for "direct", "e" for "exchange" and "c" for "Cooper"; 

we use the convention that (1' = ±1 foJ.: "spin up" or "spin down", resp.. 

~1 (1' 

gd( (1' • (1")� 
N� 

Fig. 7 
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Note that because of rotational invariance the coupling constants,. g(e.,; ),really 

only depend on the scalar product, w· w' , of two vectors on the unit sphere, 
i.e., on the angle, L(w, w'), between them. Analogously, they only depend on the 

relative orientations, (1'. 0", (i.e. parallel or antiparallel) of the spin degree~of 
freedom. . 

For an electron system in more than 2 dimensions, momentum conservation allows 

more independent coupling con~tantsthan the ones listed in eq.(25). However, 

the analysis of their renormaJization flow in leading order in 1 is similar to the 

one for two-dimensional systems. To leadi~g ~rder in >.:' the; neither flow nor 
do they influence the flow ofthe ones listed in eq.(25)~ 

The 'contributions to the functional r(~,1'n) of leading order in >..~ can be 

determined by applying similar ,geometric considerations. However,now one has 

to study the geometry of momentum conservation for vectors lying in thin shells 

around the Fermi surface. 

In Fig.8 , the contributions of leading order in in are displayed (except that seH­

energy contributions to the inner propagator lines are omitted). A summation, 

E(·) , over wESd- 1 is associated with every electron loop ( for' graphical rea-
w 
sons, the spin indices are omitted in the loops; we sum over all compatible spin 

configurations).. 

W,(1' w', (1"

W'X~ W'X:X~
a) + WI + + 

W,D' w',o" w,o' w', 0" W,o' W' ,0" 

W,".,Ub) W'X-<T W,~"


~
 
W, tr w',-O" w,u w',-u w,u w',-u 

, I' , -w',u'-W)(X,<T +-W,<T 
+ 

W, U WI w' , 0' W, U W',o' 
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Fig.8 

The renormalization of the coupling constants to leading order in 9 is deter­

mined - for each channel- by the first two diagrams. Diagrams a) renormalize 
the direct and exchange channel for electrons with parallel spins and the direct 

channel for electrons with opposite spins, diagrams b) renormalize the exchange 

channel for electrons with opposite spins and diagrams c) the Cooper channel. 

The contributions corresponding to diagrams a) and b) only lead to .a weak renor­

malization of the direct and exchange channel and, solving eq.(22), one can show 

that - for sufficiently small initial conditions - the running co~pling constants 

corresponding to these channels stay bounded. (This result remains true if one 

includes the leading order contributions of the higher vertices shown in Fig. 3 , 

cf [16]) . 
The renormalization of the Cooper channel is -. to leading order in 1", and omit­
ting self energy renormalizations of inner propa~ator lines· - independent of the 
direct and exchange channel : 

C (l ') iJ:(l; (1" • (1"') [1 + O( 1 ),]971.+1 ; (1" • (1" ::::::- (26)
1 +,8g~(l; (1" • (1"') An 

where ,8 is a positive constant of order unity, and l =0,1,2, ... refers to the 

angular decomposition of the Cooper channel : e.g., in d = 2, the trigonometric 

decomposition 
co 

9~(c;h 'W2 = cos19) = Lg~(l)cos(lt9), 
/.=0 

is used ( in d = 3, the Cooper channel coupling function is expanded in a sum of 

Legendre functions, rather than trigonometric functions ). 

The solution of eq.(26) is 

gf (l; u . u')c+1 (l,' u . u') :::::: c (27)971. 1 + (n + l),8go (l; (1" • 0"') 

Suppose that one of the Cooper channel couplings, e.g. gf (l*) , is negative, 

(l* = 0,1,2, ... ) . Then we encounter a singularity aftern* = 0&19/(1.-)\ iteration 

steps, corresponding to an energy scale VF~( ic )71.- • Thus, perturbation theory 
breaks down when n ~ n'" . This is the celebrated superconducting instability 

(for a more detailed discussion, see [17]). 
However, one should note that this instability only. appears if the Fermi surface is 
symmetric underrefiections at the origin, i.e., k E S:-1 implies that -k E 8:-1 . p, p 
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If the reflected Fermi surface intersects the original Fermi surface transversally, 

the superconducting channel is not'renormalized to leading order in >.1'. 

If all initial values of the 'superconducting couplings are positive, i.e.7 g~ (l) >°,l = 0,1,2, ... , then, following eq.(27), they all appear to flow to zero. How-' 

ever, in general, higher order corrections (in 9 and >.~) to eq.(26) invalidate this 

conclusion; this is the "Kohn-Luttinger" - effect [18]. An analysis of this effect 
can be found in [1, 14]. 

In the !ol1owing, we assume that. the Cooper channel is turned off, as e.g. in 
systems of electrons coupled to magnetic impurities with broken parity- ~d time 

reversal invanance [1] . Then, for short-range interactions, all remaining coupling 

constants are marginal, i.e., 9n+1 ~ 9n. (This result turns out to be stable against 
~dding higher order corrections). In this case, 'as the coupling constants' in the 

effective action S:fF are supp:r;essed by a factor >.i-I ,our calculations indicate that 
1'1 .' 

the system flows toa Landau Liquid Fixed Point, as n -4- 00. In the following 

sections we confirm this expectation'by calculating the electron propagator using 

bosonization. The effective action S:~ obtained by the RG analysis serves as an 

input for this calculation. 

For long-range interactions, the situation is mO,re complica.ted. For long-range 
density-density interactions of the form displayed in eq.(2), the effective action 

S'OfF at a large, initial scale AO has the ~orm given ineqs. (12) - (15) . The ef­

fective interaction potential can be replaced by a set' of coupling functions, as 

described in eq.(17). Due to the singularity of the interaction potential V(I.,11) 
at IPI = 0, the interaction processes with W4:F 411 are less important' than the 

direct scattering processes, where W4 =Wl and W3 = W2. In this channel, the, 

singularity contributes a supplemantary factor Ag to the quartic term (15) in the 
action which can partially or completely compensate the factor >.i-l . However, 

o 
resumming all diagrams of leading order info 'leads to "screening" whi~h renders 
the long-range interaction effectively short-ranged. Therefore similar results as 
for the short-range case are expected to hold. We shall confirm. this expectation 
in the approximation obtained by bosonizing thesydem. 

For long-range transverse current-cuuent interactions, as they occur in Quantum 

Hall fluids at filling factorsJl.= ~,~, ... , the scre~ning mechanism is ineffective. 
Calculating the electron propagator by the bosonization technique, we shall ob­
serve the possibility for a deviation from Landau I Liquid behaviour, depending on 
the exponent a which characterizes the' sing'Ularity of the interaction potential in­
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momentum space: for a > d- 1, we argue that the system is a MFL (similar 

predictions have previously been made in [3, 4, 5, 6]). 

Effective Gauge Field Action and Bosoniza­
tion 

It is easiest to uD:-derstand the meaning and accuracy of "bosonization" by calcu­

lating the scaling limit of the effective gauge field action, W(A) , where A is an 

external. electromagnetic vector potential. From the effective gauge field action 

one can determine the (connected) Green functions of currents by differentiat­

ing with respect to the gauge field A . Calculating the Green functions for the 

electron fields '11*, \II is more complicated and is accomplished in the next section. 

The external gauge field Ap , p = 0,1, ... , d, is coupled to the electron system 

.by replacing derivatives in the free action·So (\II*, 1I1; p,) , eq.(1),. by covariant ones 

Dp(A) := 8p - ieAp ("minimal coupling"). Here e is the elementary electric 

charge (we choose units such that Ii = c = 1) . Eq. (1) is then replaced by 

SO ('11*, \}J;p" A) = SO (\}J*, 'II; p,) + SJ (1I1*, \II; A) (28) 

where 
d 

SJ (W*, W; A) = f ~+lX L: Ap(x)jP (tIs*, tIs; A) (~) , 
p=O 

and the current density, jP , is defined (in euclidean space-time) by 

jO (\.[1*, tIs) (~) 

(29) 
jl ('11*., \}I; A) (z) - 2~ [tIs*(z)Dl(A)w(z) - (\}J(z)Dl(A»)* \I1(z)] 

for l =1,:.. ,d . 

The effective gauge field action W(A) is ~btained by integrating out the degrees 
of freedom of the electrons, 

W(A) := -log {(::::)-1 f V(\I1·, \11) e-[S" (+·.+;...Al+sV(••••)j } (30) 

with SV (W*, WJ given by eq.(2) . It is t~e generating functional for the connected 
Green functions. At non-coinciding arguments, one has that 

(31) 
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First, we consider a system of non~interacting electrons. The scaling limit, 

W~(A) , of the effective gauge field action WO(A) has been calculated in [15]. 
Here, we just sketch the essenti~ ideas and recall the main results. 

\ 

We expand the effective action WO(A) .... eq.(30),with BV =0 - in powers of 
the field A : ­

(32) 

The expansion coefficients, C , are given .... at non-coinciding arguments -'by the 
current Green funct~ons, cf. eq.(31). 

Next, we map the physical system ina space-time region A(A) to a reference system 

in the region A(1) =A , where ..\ > 1 is a scale parameter, and J.L is kept fixed. We 

shall be interested in the asymptotics when A 4- 00. Under the rescaling map, 
points, in A(A) transform as 

The gauge field A~A)(:e) - which probes the response of the electron system to 

small external electromagnetic fields - is chosen as follows : 

(33) 

where apee) is an arbitrary, but fixed function on A. Thus, the gauge field scales 

like -the momentum operator. In the following calculations we consider the for­

mal thermodynamic limit A ~ R 4+1. To construct the scaling limit W2(a) of 
WO(A(A» , we study the asymptotic form.;of the current Greenfunctions, eq.(31), 

in the limit ..\ 4- 00 , using eq.(8), and plug the result into eq.(32). We define the 
scaling limit W~(a) -as the coefficient of the most divergent term in an expansion 
of WO(A(~») in powers of A and A-1 • 

In the scaling limit, one encounters ultraviolet divergencies in the perturbation 

series of W~ (a) . To fix a _resulting -ambiguity, we use standard Ward identities 
implied by gauge invariance, i.e., 

~-CPl ,···,Pi,···,Pn (,.. - ,". ,.. ) - 0 
~ P' ""1,···,-.,···,wn - .vx· S 

,, -

The result of our analysis can be summarized as follows. In a calculation of 
electron Green functions at distance- and time' scales of order ..\, the free fermion 
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action So ('1'*, '1';#-') can be replaced by the following approximate action: 

SO('1'*,w) ~ L i dd+lk-¢:(k) (-iko+'VFWk) ~w(k) 
(I1Est-1 f", 

~ 2: !cr+1e '(jJ[w](e) (-roo: + 1Jr /w:t )· .,p[w](e) 
[w]ES+ ~o ~ 

_. SO ({.,p~}) (34) 

The symbol "R:" indicates that the approxima.te action reproduces the large 

distance- and time asymptotics of electron Green functions to leading order in i· 
The sum, E )extends over the discrete set of unit vectors, Wi, i =1, ... , N "J 

(11Est-1 

"Xd-l ) whose endpoints lie on the surface, S;-1, of the d-dimensional unit sphere 

(cf. Section 2). The Fourier modes -"b£(k) have support on Iw := R x B", . In 

the, second line of eq.(34), we introduce an (arbitrary) partitioning of st-1 into a 

positive, S+ ,and a negative,S- ,hemisphere and denote the ray through w,for 

wE S+, by [w]:= {w, -w} . This allows us to use the "relativistic" notation 

(35) 

with 1°= (1'1 and 1 1 = (1'2 • In the following , we assume that electron spins are 

frozen in a fixed direction (we shall omit spin indices) . 

In determining the effective gauge field action W2) the term SJ (q,., q,; A), 

coupling the gauge fieldA~)(z) = t ap ( e) to the ele~tron fields, can be replaced 
by 

sJ (w·, \If; A().») ~ JcfI+1{ :E [-iao(e) - vFw-(i(e)] . 
(I1Est-1 

L ei>JcF(~-w')l: '(jJ:,(e).,pw(e) : 
w'Est-1 

-. SJ ({1/J~}j a) (36) 

Again, the symbol "R:" inc;licates that, in a calculation of electron Green functions 
at distance- and time scales of order A) this approximation yields the leading 
contribution in t .As mentioned above, in the ,expansion of the effective gauge 
field action W~ in powers of A, we evaluate the expansion coefficients - i.e. the 
current Green functions - only at non-coinciding points. The omission of self 
contractions is indicated by the normal ordering of the product of electron fields in 
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eq.(36). The local terms of the expansion coefficients are determined by requiring 
gauge invarianc.e. 

Given a ray [w] , we define a current density 

:E {eilepj[~](e):= (iJ'-W)A( : tP~~,(e)tP-~(e): +eilep (w-w')>'( : '¢'~~(e)1/J-~,(e) :} 
~"+ . 

(37) 
corresponding to electron motion in the direction of -w , and a current density 

j~](e) .- ~ (j[w](e) +J[w] (e») 
(39) 

j(;.,](e) .- ~ (i[w](e) - 3[w](e)) 

for [w] E [st-1] ,are related to the d +,1 dimensional current density, jP, P = 
0, ... , d , defined ineq.(29), by 

jO(~) .- jO (w*, \II) (~) ~ A-d L j~](e) 
wE$+ 

(40) 
jl(z) .- jl ('Ii*, 'Ii; A)IA=O (z) ~ A-d L vFu;li~ (e) ,

wE$+ [ 1 

where l = 1, ... , d . Eq. (40) holds for current Green functions to leading order 

in 1, at non-coinciding arguments. For simplicity, the electron charge, -e ,has 
been set to -l. 

Eq. (36) can be written in the sugges,tivef9rm 

sJ (~*, '1'; AP,» ~ SJ ({tP~};a) := L L f tr+1e aB(e) j~](e) , (41)� 
",E8+ B=O,l� 

with 

One observes that - to leading order in the inverse scale parameter oX-1 - the 

original d + 1 dimensional system decomposes into independent,· quasi 1 + 1 di­
mensional subsystems, one along each. direction [w] ofRd. The 1+1 dimensional 
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subsystems describe relativistic fermions moving along the direction [w] with ve­

locity ±VF. Hence, the calculation ofW2(a) is reduced to the 'calculation of the 

effective gauge field action of a family of independent Schwinger mod~ls, . 

One obtains 

- _l_~(kF)d_l..!- L .jcf+1e E ajiT(e)a'B,T(e)W~(a) 
Ad

-
1 7T' 27T' VF ",eS+ B=O,l 

- !'J. -ild+1k t ap ( -k) TI~(k) a..(k) , (42) 
2 RxB P,tT=O 

where we used 

and 

(43) 
~w 8 8'" . ~ 8 

1 := VFW---='Vo := aeo ae 
Note the non-trivial (and important) fact that W~ is only quadratic in the gauge� 

field.� 

Invariance under gauge transformations, space rotations and parity - or time ­�

reversal implies that the (euclidean) polarization tensor n:u has the general form� 

(44) 

TI?(k) = TI~(k) (6'; - k~~) + TI~(k) k~~ i,j =1, ...,d. 

The calculation of the two independent functions n~ and n~) for non-interacting 

electrons, yields the result: 

(45) 

_1~ kF1JF ~:<V ..k)2 - TI~(k) = ~ kFl1F [1+ V1+ (~)T' d;:= 2n~(k) 

~ (:~ (kF)21~1 arctg I~I-n~(k))' d = 3 . 
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Comparing this result· to the small-k 'asymptotics of formulas found in standard 

textbooks, one finds agreement - up to the "diamagnetic term" of the transversal 

part which is proportional to Ikl2 and yields lower order corrections in t. 

Eq.(42) is the result of resUmming the leading contributions in the (formal) 
expansion of the effective gauge field action Wo(A) in p6wers of i. 
By power counting, the possible diagrams contributing to leading order in f to 
the effective gauge field action are the following ones: 

+ 

,Fig.9 

Straight lines stand for the electron propagators 

, 1 ~ 

~(k) = . ~~ .1s..,(k) 
, 'tho...,.. 'VFwk 

and crosses for the gauge field insertion'S a~ (note that, in contrast to the diagram.­�

mar introduced in the context oftheRG, the electron propagators are understood '� 

to be integrated over the entire domain i", = R x B", ) .� 
However, eq.(42) states that, because of the special form of the propagators ~,
 

only the first.term in Fig.9 with two gauge field insertions contribute to W2(a) .� 
In addition, gauge invariaI1ce requires the introduction of local Schwinger terms� 

which couple, along a ray [w], right- and left-movers.� 

Remembering that, in the 1+ 1 dimensional Schwinger model, the calculation 
of current Green functions in the fermionic theory can be reproduced by express­

ing the current densities in terms ofa free, massless bose field (see, e.g., [15, 19], 

and references therein), we introduce following identifications: 

2 kF 4-1

y;r{ 21t')"-8"'<,0[",] (e) 
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(46)� 

for wE S+ ,with [wJ = {w, -w} denoting the corresponding ray, and 

ow 1 (. {} -+ 8)
a ,:= 2" za{o +VFW ae 

Eq.(46) is equivalent to 

B (C) i (kF )!!=!. BC8tJ1 (C)i[tJ1) ~ ~...;:i 21t" 2 e C~[tJ1] ~ , 

for B, C = 0,1 and wE S+ .� 
The action of the set {~[tJ1](e)} of ·bose fields is given by� 

SO({~[tJ1]}) = --2
1 2: r _ ad+1k <p[~](-k) [k~ + (vFwk)2] <P[~](~) , (47) 

[w] JRXB III 

where the Fourier modes, <p[~)(k), of the bose field c,o[w)(e) have support on Rx BtJ1 . 
, ( For a given value ko, the modes <p[tJ1](ko,·) have a compact support. We choose 

this support to be Bw , but, in principle, there is no need to choose a support 

idE:ntical to the one of. the fermion modes "j;~ (ko, .). ) 

One· can verify that 

=.;1 JV{ 'fJ[wl} e-SO({'Pl~J}) {ft [J;r(~:) ";' eB;c; 8'C; 'fJ[Wi1(e;)]} ~ 

~ =.~1 JV{1P!} e-SO({o/>~}) {fi j~M:i) } 

(48) 
in the sense of distributions. 

The representation (46) of the one-dimensional current densities, i~] , in terms 

of the bose :fi.elds,~[w] , is implied by the local conservation of the electron cur­

rent, eq.(40) , along each ray [w] seperately~ These formulas are equivalent to 
Luther-Haldane bosonization [11, 12, 13]. 

The identification (46) reproduces, only the leading term of the fermionic pertur­

bation theory, i.e. : 

~(a) = "l~~" -log {Z;1 JV{'fJ[wj} e-[SO({'PIW)})+SJ({'P'~I};")l} (49) 

31� 



/ 

with 

sJ({tpr",j}j it) = L J,fl+lfaB(e)eBO ~(kF)'218Ctp[",J<e) 
V 1rwES+ 21r 

The symbol "limA.-+oc " stands for determining the coefficient of the leading term 
of the expansion in Aand A-1 . 

The derivatives {)wcp[w] and {j cp[w] of the bosonic fields CP[w] describe the current 

density :fluctuations, j[w] andJ[w] , determining the scaling limit of the system. For 

a fixed· direction [w] they are composed of electron modes with momenta near 

the points kFW and -kFw,resp., on the Fermi surface. In the scaling limit, they 

probe the Fermi surface only locally around the points kFW and ·-kFw . 

This implementation of bosonization is a special. realization of a more·general 

formalism, presented in [20]. 
Abelian gauge invariance implies the local conservation law 

(50) 

Instead of expressing the current density in t~rms of the elementary fields 'fl., 'II 
and imposing the constraint (50), one can .introduce new field variable~ which 

guarantee eq.(50) by construction. For d+ 1 dimensional currents~ jP , one needs, 

in general, antisymmetric gauge forms of rank d - 1 . However, considering only 

the scaling limit of the system, we can take advantage of a substantial. simplifica­

tion : the fermionic· theory decomposes into a family of quasi. 1 + 1 dimensional 

subsystems ("dimensional reduction"), one along each direction [w] of R . Each 

subsystem describes quasi 1+1 dimensional, "relativistic" electrons. Gauge inve­

riance has to be fullfilled for each subsystem - i.e. in each direction - seperately, 

and implies the conservation laws for the associated currents, j~] , B = 0,1 , 

I.e. 
a ·0 ( ) -+ a '1 () 0 (51)8z J[w] Z + VFW oz3[w]':1: = 

o
Expressing the currents j~] in terms of the free, massless'bose fields CP[w] guaran­
tees that eq.(51} holds. 

Next, we study the effective gauge field acti~n for interacting systems.� 

In section 2, by using the RG group method, we successively eliminated the elec­�

tron modes with momenta outside the shell nAn := {p E R d ; lt1 - kF~1 ~ ~ }� 
of thickness ~« kF around the Fermi surface,.in order to determine the e:ffec­

n . 

tive action Sn for the remaini~g modes with momentainside the shell n~n. The 
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resulting .effective action Sn describes the physics at energy scales smaJler' than 

vF!£.. Under the assumptions specified in Sect.2, one can r~ach very smaJl energy 
~, . 

scales vF!!E.« vFkF before the form of the corresponding effective action Sn 
An 

differs considerably from the original action'S. 
In this section, we consider "spinless" electrons and suppose that, in addition,the 

Cooper channel is tumed off. Then the terms S; and S~, quadratic and quartic 

in the fields ~~(k), are given by 

S~ ~ :E 1 dd+lk -ifJ:lk) ;1 (iko - 'lIFnWk) -ifJ",(k) (52) 
WEst-1 I", n 

and 

• ~(d+l) (k(l) +k(2) _ k(3) _ k(4») 9n(WIW2; lc(l)>.:lc(t») • 

.~:1 (k(4») ~:2 (k(3») ~w2(k(2~) ~Wl (k(l») (53) 

with 
(54) 

The "direct"- and "exchange"-coupling functions gd and ge have been defined 

in eq.(25). The symbol "~" stands for "equal to leading order in {n". 
Contributions to Sncorresponding to higher orders in the Taylor expansion of 

the coefficient functions of the. quadratic cind quartic terms in the momentum 

variables, or contributions involving more than 4 electron fields are neglected. 

By engineering scaling they are irrelevant, cf.· Sect.2. For systems with a short 

range two-body'interaction potential V~ the coupling functions 9~(WIW2; ),~) can 

be replaced - to leading order in "In -by the coupling constants g~(WIW2) . We 
first restrict our attention to such systems. 

The term S;({1jJ~}; a) coupling the electron fields to the gauge field a has the 
form ' 

S;({1jJ~};a) ~ E E f cr+leaBJe)j~](e) (55) 
wES+ B=O,l 

where (ao,ail := (ao, VFnW . ti) , and the quasi 1 + 1 dimensional currents 
j~](e) are defined as in the non-interacting system, cf. eqs. (37) - (40), but with 
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the products ¢;, (e)¢w (e) of the electron fields replaced by z~ -.p;,(e).,pw(e) (in 

the non-interacting system Zn = 1). AWard identity relates the renormalization 

of the vertex (55) to the renormalization of the electron propagator, preventing 
the appearence of anew, independent renormalization factor. 

The quartic interaction termS~ given by eq.(53) can be expressed in terms of the 
quasi 1 + 1 dimensional currents·: 

{gn(WI~l .[ir""M)ir""J('1) +Jr""J (elJr",,] ('1)] ­

- gn( -WIW2) [ir""MlJr",,] ('1) + J[...M)ir""J('1l] } , 
(56) 

with 

Replacing the quadratic term S~ of the action by the bosonic action SO({cp[w]} ) 

given in eq.(47) and inserting the bosonizatioD identities (46) for the current 

densities in eqs.(55) and (56), we end up with a ga~ssian bosonic theory. The 

bosonized versions of eqs. (55) and (56) are given - in momentum space - by 

and 

. [gO' (-WIW2 l!pr""J(- kl (k'" k"" + k"" k"") !PI...](k) 

+ gn(WIW2) CP[ClJl] (-k) (k;"l kW2 +"k1J?'2) cp[ClJ2](k) ] 

(58) 
with 

and 

With the aim of calculating the scaling .limit , W;'"(a), of the effective gauge 

field action of the interacting electron system, we replace the fermionic action 

34� 



Sn' given by eqs. (52) - (55), by their bosonic version, given by eqs. (47), (57) 
. . '" -v 

and (58), calculate the corresponding effective gauge field action, W (a; 'Pn ), and 

determine the coefficient, W;" (a; Pn), of the leading contribution in aD. expansion 

of W V (a; Pn) in powers of An and A;l, as An, -+ 00. 'Pn stands for the set of 
parameters characterizing the fermionic action Sn.. As the bosonic theory is gaus­

sian, it is easier to .study than the fermionic theory where the interaction term is 

. quartic in the fields .,j;~. 

But does the action W; (a; 'Pn ) derived by the bosonization procedure repro­

duce the correct result that one would obtain by iterating the RG transformations 

and by determining the resulting fixed point action (n -+ 00) ? 
In order to answer this question, we have to clarify the approximations involved 

by'bosonizing the electron system described by the action Sn. The approxima­

tion~ can be characterized in terms of the formal perturbation expansion of the 

fermionic theory in powers of '\;1 . In fact, by bosonizing an electron system 

with., action Sn, we resum a111eading order contributions of the fermionic per­

turbation expansion of the effective gauge field action in powers of A;;l - except 

seH-energy renormalizations of inner propagator lines. The diagrams reproduced 
after bosonization are the following ones : 

Fig.1D 

As above, straight lines stand for electron propagators and crosses for gauge 
/cl-d

field insertions. The interaction ~!-1 9n(WIW2) vertices are represented by 'dots. 

In the diagrams in Fig.lO , each factor >.i-1 per interaction vertex is compensated 
by a bubble-summation, E(-) .

'" ,These diagrams correspond to the so called RPA approximation . 

In principle, to leading order in a (formal) expansion in 1ft' the propagator 
lines in the polarization bubbles in Fig.l0 are renormalized by "cactus diagrams" 
of the form: 
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•� 

e,e. + --fL + +w w w 

Fig. 11 

For systems with a short-range two-body potential ~ their contribution is - to 

leading order in >.:' - a" constant, i.e., they only lead to a displacement of the 
chemical potential. As the polarization bubbles only depend on the difference of 

the momenta of the two inner propagator lines, t,hey are not modified by such a 

displacement of the chemical potential. ' 

Does this re~ult imply that, by taking functional de~vatives of W!" (a; 1'n) 
with respect to the gauge field ,a and' by evaluating the resulting current Green 
functions; cf. eq.(31), for large arguments ' I~(i) - z(j) I = Anle<i) -e(j) I , with 

An -t 00, one obtains the leading contribution in t of the current Green functions 

of the interacting system? One must remember that we use the fermionic action 

8n as an input of bosonization. Because of the linearization of the pieces of the 

Fermi surface contained in the boxes BfIJ , this action describes the properties of 

the system only correctly at momentum scales between i: and b~, as argued in 

Sect.2 . 

It,follows that the current Green functions derived from W!' (a; 1'n) 'reproduce the 

leading order contribution in >.In of the current Green functions of the interacting 
system for arguments Iz(i) - z(;)1 = Anle(i) - e(i) I of order between 'An and ~. In 
order to explore the current Green functions of the interacting system at larger 

distance- and time scales, we nrst have to to iterate the RGtransformations 

further, with the aim of deriving effective actions 8m , ,m > n, describing the 

properties of the system at larger distance- and time scales. Such an effective 
action 8m can serve as a new input for the bosonization procedure. 

In Sect.2, we have analyzed the flow of the set 'Pn of parameters characterizing 

the effective action Sn for electron sys,tems with a short-range two-body potential 

v: All the parameters of the set "1'n. - except the scale factor An - tend to finite 

values 'P. in the limit An -+ ,00. This implies that 
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(59) 

i.e. the scaling limit of the effective gauge fi~ld action is. given by 

W: (a) = " ..~" -log {=:;1 J'D{I"[..J} e- (s: ({'P[w]))+s;({ 'P[wj};4) e-sf({'Plwl}) } , 

. (60) 

where the action is defined by eqs. (47), (57) and (58). Again, "limAn~OQ" stands 

for determining the coefficient of the leading term. of the Laurent expansion in ·An 
and A;l. '� 
Carrying out the Gaussian functional integral, we find for the leading .term pro­�

portional to A:-1 
:� 

Wl'(a) = iJa'd+1kE a-p(-k)n;:(k)a,,(k) . (61) 
p,er=O 

The polarization tensor n~(k) has the general form described in eq.(44), where 

.ntr.(k) is given by lI~ (k), and lIt,.. (k) can be expressed as a Neumann series 

in g. (ww'). The explicit expression for the Neumann series is rather complicated 

in the general case (but straightforward to determine). We only write down the 

expli~it expression for n{r.(k) in the (somewhat artificial) case wheng.(wlw2) = 

g•. Then one obtains 

n~(k) = n;(k) 1 + 1f; IJ:l II~( k)
o F 

(The functions n~lt are defined in eq.(46)) • 

For systems with a long-range two-body potential V, the! 'lenormaJization flow 

of the effective action Sn is not yet fully understood. Given the effective action Sn, 

we can calculate calculate the corresponding effective gauge field action W (a·, Pn) 
by bosonizing the system. This yields a result for the current Green functions 

in the domain of validity discussed above. In order to derive results at larger 

distance- and time-scales, one is obliged to make assumptions on the flow of the 
effective action Sn, as n 4-00. 

In the following, we discuss the calculation of W(a, 'Pn ) for three examples of 

systems with singular interactions : 
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/ i) Long-range, derisity-densityinteractions 

We consider interactions of the tYP7 shown in eq.(2) with a long-range inter­

action potential gV, i.e., one whose Fourier transform, 9V(IP1) = lc
tl
!£l I~IO: , 

becomes singular at 1P1 = 0 . The exponent a and the coupling con:tant 9 are 

supposed to be positive. We assume that the effective action Sn at an energy 

scale VFn ~ has the form specified in eqs. (52) - (55) and that aU the parameters 

of the set Pn characterizing the action 8n - except the scale parameter An - tend 

to finite values in the limit n -+ 00.: In particular, the set of coupling functions 

9n(w; ink) is supposed to be related to the initial interaction potential byeq.(17), 

for arbitrary n. We can neglect' the exchange channel with respect to the direct 

channel. In the direct channel- contrary to the case of short-range interactions 

- we have to retain the (singular) dependence on the small momenta, l.~ l! , as 

indicated in eq.(17). Hence, in eq.(53), the dominant coupling constants are given 

by 

d -. IkFA 10:A9n(WIW2; ink) =7 kF-
19nV (l.lnl k l) . 9n' k n (62) 

By .bosonizing the system, one obtains the result 

WD(aj'Pn) = ~~~1 Jttd+1k t ap(~k)n~(kj'Pn)a..(k) (63) 
p,tT=O . 

where the polarization tensor II~(k; Pn ) has the s~e form as in eq.(44), with 

the two independent functions lIb and, ill> given by 

(The functions II~t are defin~d in eq.(46), with VF -+ VFn.)� 

As expected, this result coincides with the result of an RPA calculation� 

ii) Tomographic ~uttinger·Liquid 

We introduce interactions which describe singular direct (or "forward") scat­

tering processes, where the quasi-electron with momentum near kFW interacts 
only with one with momentum n~ar -kFW : This leads to the coupling constants 

(64) 
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By inserting eq.(64) into eq.(60), one obtains: 

The polarization tensor IIti, is renormalized by an overall factor (1 + ~) -1 with 

respect to the non-interacting system : 

(65) 

iii) Long-range, transverse, current-current interactions 

In the original. system, interactions between transverse currents lead to an 

additional term in the action of the form 

- _! J~+lzJ ~+ly t j;(z) gV(lz -riI)6(:i:o -yo) j;(y) , (66) 
2 k=l 

with 

A physical realization of such a system is a QH system at filling factors v =� 
~, i, ...,which can be described as a system of free (composite) fermions interact­�

ing via long-range, transverse, current.current interactions as diplayed in eq.(66),� 

cf. [3, 4, 6] .� 

One determines the effective interaction for the low-energy modes whose momenta� 
lie in a thin shell On around the Fermi surface following the same procedure as� 
for longitudinal interactions. Using eq.(41), one obtains� 

rl

. L wfj~d( -k) P~(k) w~jlw,](k) 
i,;=l 

(67) 
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4 

with 

'f")T(k) . 1"kt.kj ,,' 1 ,kF 10: 
rij = Oi; - k2 and V(IP1) = k~-l P 

For a QH system with unscreened Coulomb interactions, the exponent a is equal. 

to 1 ; if one assumes the Coulomb interactions to be screened,. the exponent Q 

turns out to be 2. 

We propose to calculate the effective gauge field 'action of this syst~m by replacing 

the fermionic currents, j~] (¢[w] ,~[w]) , by their bosonic versions, j~] (cp[w]) ,given 

in eq.(46). We have to make assumptions analoguous to the ones stated in (i) . 
One obtains 

1WT(a; 'Pn ) = ~>':'~lf ttd+ hE ap(-h) IIf(h; 'Pn ) a..(h) (68) 
p,tT=O 

with 

II~(1~; Pn ) - II~(k) 

II~(k; Pn ) _ II~(k) . 1 " .... 
1 + II~(k)gn V(I :n I) 

Again, this reproduces the result of an RPA calculation. 

Electron Propagator 

In this section, we determine· the bosonic expressions for the electronfi~lds 'Ii., 'Ii, 

in order to calculate the electron propagator· for interacting systems. We' shall 
d 1bosonize each one of the N "J A - component-fields ¢~ seperately ("p' stands 

for "p. or "p). More precisely, for each ray [w) :;::: {w, -w} ,we express the 

pair ¢~, "~w in terms of a bose field cp{w]. This is accomplished by applying the 
well-known bosonization formalism for i + 1 dimensional relativistic fermions' 
summarized in appendix A . However, one has to cope with a subtlety arising 

from the dependence of the quasi 1 + 1 dimensional. electron fields "'~ on the 
components of the momentum perpendicular to the direction [w) . 

We start our discussion with the non-interacting system for which 

" ". )0 . \)d+l 1"(11+1)( ') , 1 . 1 (k-) 
- ( "'w(i) (k)¢w(i) (k I ) = r)w(i)tw(i) (21r v k-k ike _ VFW(i)k Qw(i) 

(69) 
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In comparison toeq.(ll), we replaced the boxes B~(i)by cubes, Q~(i)" with sides 

of length kF ( the' exact shape of the integration domain is irrelevant) . Because 

of the isotropy of the electro'n system, one observes a non-trivial dependence on 

the components of konly in the 0- and w-direction. Propagation takes place in 

the radial direction, W. This suggests a decomposition of the quasi particle fields 

"p~ (e) into tensor products 

(70) 

for wE Sf-l.� 
The "radial" fields, -rP~1I ' destribe 1+ l' dimensional, relativistic electrons, whereas� 

the bosonic "angular" fields, X[w](e.L) ,just guarantee momentum conserva~ion in� 

the perpendicular direction. ,� 
The angular fields X[~](e.L) are Gaussian, of mean 0, and their propagator (co­�
variance) is given , in momentum space, by� 

Their Fourier modes, X[~](k.l.) , have support in ~-1. 

The radial fields -rP~1\ can be bosonized by applying the standard 1+1 dimensional 
formalism. For each ray [w], one uses the following identifications: 

1/;~1 (eo, ell) .- ?/J-wlI (eo, el\) +---+ ~ D[C&J] (eo, ell; 1) : eiv;rV'I~](eo,ell) : 
(27r) • 

?/J:l(eo,ell) .- 1/;:~1I (eo, ell) f---t ~r D[C&J] (eo, ell; -1) : e-iv'1rV':~](eo,ell) : 
(27r) 

?/J~2(eO, ell) .- ?/Jwl\(eo, ell) +---+ ~ D(C&J] (eo, ell; 1) : e-iv'i"fPl~](eo,ell) : 
(27r) 

1/;:2(eO, ell) .- "":1\ (eo, ell) +---+ ~ D(C&J] (eo, ell; -1) : iv;rV'l~](eo,ell) : 
(27r) , 

(72) 
where D[w] is a disorder operator and the normal ordered exponential of <plL] is a 
"vertex operator". The p~ecise definitions of the expressions On the r.s. of eq.(72) 
appear in appendix A . 

The fields <pl~] (eo, ell) are 1 + 1 dimensional. free, massless Bose fields with an 
action given by 

sr"l(cpl~)) = ~ fRX[.,.~.~J d'kod'klll2>l~l( -ho, -~I) (~+ (VF~I)2) I2>l~l(ho, kll) . 

(73) 
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The Fourier modes ep~~](ko, kll).have support on R x· [--¥,¥J .� 
One can verify that from the bosonization formulas,eqs. (70)-(72), for the elec­�

tron fields the ones for the current densities, eq.(46), follow. In appendix B, we� 
show this in an example. 

.It is important· to understand the relation of the radial bose fields .. cp~~](eo, ell) 
to the fields CP[w] (e) introduced in eqs.(46)-(47), which are related to the fermionic 
currents. 

Following eq.(47), the action SoC c,o(w]) of the bose field CP[w] is .given, in momentum 
space, by 

i.e., the fieldcp(w] propagates only along the direction [w] .. It follows that the 

propagators of the cp[wJ-fields are related to the ones of thecp~~r fields by 

\ c,o[w](eo,elb~) c,o[w1](110,77I1,1f.L» = 

b[wl,[w1lb:;1(& - if.L) ( cp~~)(eo,ell) c,ol~'](710' 111\»" , (75) 

with 

Remark:� Comparing eq.(74) to eq.(73),one can- decompose the field c,o(wJ(e) 

into a tensor product 'P[w](e) = cpl~J(eo,el\) ® x[w](&) , where X[w](&) 
coincides with. the bosonic Gaussian field introduced in eqs. (70) and 
(71). 

Next, we study the effect of interactions of the form displayed in eq.(53) . 
As discussed in the preceeding secti~ns, we use the effective actions 8n given in 

eqs. (52) and (53) as an input for the bosonization calculations. The action 8n is 

the result of an RG analysis where the electron modes with momenta poutside 

the shell On have been integrated out. It describes the properties of the electron 

system at energy scales smaller than VFn1:. Under the assumptions specified in 
Sect.2, one can reach very small energy scales 'V,Fn1: «VFnkF before the form of 

8n deviates from the one given in eqs. (52) and (53). The (remaining) fermionic 
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(77) 

where GC&1,n(e - 77) are the propagators of the component fields calculated by� 
using the effective action Sn' The symbol "~" indicates that the equation holds� 

to leading order in an expansion in 1.� 
.n 

As in eq.(8), this formula should be regarded as a discrete approximation to a� 

continuous angular decomposition of the interacting propagator,� 
, 

G(An(e - '1)) ~ kd-l ,r-lw ,ei1cpWAn((-i() A;;l G~,n (eo - '10, w(( - 7j')) 
1 i 

for large arguments Ah(e-11) , where the radial propagators G~,n (eo - "10 ,w(( - ij) )� 
only depend on the O-component and the component paraJ.lelto the direction w.� 
Hence, for the interacting system, the decomposition (70) of each component .,p~
 
into a tensor product of a radial field .,p~II(eo, ell) and an angular field X[C&1]([d -.­�
with the propagator defined in eq.(71) - remain:s valid.� 

We calculate the propagator G~,n(eo, ell) in the radial direction by bosonizing the� 

system, i.e., we use .the identifications (72) for the component fields and replace� 

the fermionic action Sn({.,p~}) by its bosonic version Sn({c,o[C&1]}) given in eqs. (47)� 

and (58). Then, the calculation of the propagatorG~,n(eo,ell) is reduced to eval­
-uating an expactation ~ue in the interacting bosonic grouIJ.d state of a product� 

of a disorder- and a vertex-operator in c,o~~] (see eq.(72)). In order to calculate� 

this expect'ation value, we have to determine the action, Sn(c,ol~]), of the radial� 

bose field c,olL] from the action Sn( {cp[C&1]}) of the family {cp[C&1] , [w] E S+} of d + 1� 
dimensional bose fields.� 
Through the interaction (58), the field c,o[C&1], for a given ray [w], is coupled to all� 

the other fields CP[C&1'], for [w'] E 8 1 . Integrating out the fields CP[C&1'), for [w1 # [~],
 

we obtain the ("effective") action Sn(c,o[C&1]) of the field c,o[C&1) which is still Gaussian :� 

Sn(CP[C&1]) = -2
1 r _ £ld+1k ~{C&1](-k) [C~](k)] -1 e,O[C&1)(k), (78)

JRxQ", 
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where 

C[:,] (k) = (<p[w](-k)<P[w] (k»n 
is the propagator of the Fourier mode ,o[w] (k) in the interacting system. We 

determine the act~on Sn (cp~~]) of the radial field cpl~] (eo, ell) by averaging the inverse 

propagator [C~](k)]-lin eq.(78) ovetthe components kJ. of k perpendicular to 
the direction [41] : 

Sn(cpl~l) - ~ fa ilko !r=¥-.=¥-l I1kl.! e,Ol~]( -ko, -kll) hf..j(ko, kll) e,Ol~l(ko, kll) 

(79) 
with 

h~] (ko,kll) := k}-d '-d-1 ild-
1kJ. [C~] (leo, kU; kJ.)]-l. JQ~ 

Our procedure to calculate the radial, fermionic propagator G[,n is summarized 

in the f?llowing formula. : 

G~w,n(eo - 'fJo, ell- 'fJ1I) = -( "pWOL(eO, ell) "p:a(1Jo, 7'111))U ~ 

-~ (D[..Mo, ell; 1)D[..](7/0, 7/11; ~ 1) : ei(-l)a-lv;r..l~J<e.,ell):: ei(-l)av;r..l~I(""'1I1):) . II ' 

v2w ~~~) 
(80) 

where a = 1, for -41, and a = 2, for +41. The disorder:fieldD[w] in the bosonized 

expression of the electron:field guarantees the correct anticommutation relations, 

regardless of the nature of interactions. 

Before diving into explicit calculations, we have to clarify the meaning of the 

symbol ,,~" in eq.(80), i.e., we have t<;> clarify tne approximations involved in 
calculating the electron propagatot by. means of bosonization. 

As in Sect.3, where we have analysed the calculation of the effective gauge field 

action, we characterize our approximations in terms of the formal perturbation 

expansion of the fermionic theory in powers of A~l. By bosonizing the electron 

system with action Sn, we resum all leading order contributions of the (formal) 
fermionic perturbation expansion of the electron propagator in powers of A;l ­
except for self-energy renormalizations of inner propagator lines (as in Sect.3) . 

The diagrams contributing to the propagatqr Gw,n(k) that are reproduced by 

bosonization can be found in the following way (we restrict our discussion to IPI 

self-energy contributions) : 
First, draw all diagrams renormaJizing the b.are ",-propagator line that are com­

posed only of w-propagators and contain loops. of at most two propagator lines, 
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Le. "bubbles". Then add all diagrams that are generated by replacing an w­

bubble by an w'-bubble formed by two w'_propagator lines, for w' =/: w. In the 

following Fig.12, we display some examples: 

~ 
iSL ~
 
w w w w w w w w w 

Fig.12 

(The corresponding "diagrammar" has been defined ~n Sect.3 ; the sum¥1ation,� 

LWi' associated to each electron loop, is not displayed explicitly.)� 
A characteristic feature of bosonization is that it reproduces only diagrams con­�

taining loops of at most two propagator lines.� 

Introducing the effective interaction vertex 

w w' W Wi W w' W w' 

.- + ... X X + >S< + ~ 
w w' w w' w w' w w' 

we can represent the diagrams reproduced as follows 

w w + w w 

Fig. 13 
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The first class of diagrams leads toa contribution of order 1, the second one to 

a contribution of order >.~ • One finds that all leading order diagrams are repro­

ducedby bosonization, except for self-energy renormalizations of inner propagator 

lines. For short-range interactions, one can show by explicit calculations that the 

contribution of the~e. self-energy renormaJizations of inner propagator lines is zero 

- to the order considered·in our calculation. For long range interactions, however, 
they could 'change the final result. 

One should remember that we use the effective ac:tion Sn as an input of bosoniza­

tion. Because of the linearization of the pieces of the Fermi surface contained 

in the boxes B w , this action describes the properties of the electron system cor­

rectly at (unrescaled) momentum scales between ~ and~. Therefore, eq.(80) 

reproduces the electron propagator only correctly for arguments Ie - "11 of arder 

between Ic~ and e(eq.(80) is written With respect to the rescaled system ). In 

this range, formula (80) holds to leading order in a (formal) expansion in powers 

of >.~. 
To determine the electron propagator for larger arguments, we first have to cal­

culate an effective (fermionic) action 8m , m > n , describing the properties of 

the system at larget distance- and time-scales. Such an effective action 8m can 

serve as a new input for the bosonization procedure. 

We now return to the calculation of the bosonic propagator of the interacting 

system. 

First, we consider systems with a short-range two-body interaction potential.. 

For the non-interacting system, eq.(74) implies 

If one turns on interactions given by eq.(58), the propagator changes to become 

( e,O[w] (k) e,O[w] (k')}n = 

(21ll+16(d+1l(k+k') 2 . 1 ~~ 2[f (~»-l T'(k))I.] 
ho + (VFnwk) l=O n [wHw'] 

(82) 
where 
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9n(-w .w').(-k~ + (VFnwk).(VFnW'k)).] 1 ~ 
k5 + (W'k)2 

For sufficiently small coupling ,constants, 19n(W. w')1 :::;9c «1 ,the Neumann 

senes converges, and one obtains 

<)O[w](k) )O['o1](k')n = (21r)4+1b(d+l)(k +k') 2 1 ~~ 2 [1 + >.LJ(k;gn)]
ko + (VFnwk ) n 

(83) 
where f(k; 9n) is a bounded function in k. _From Sect.2, we know that - for a 
system with short-range interactions - the coupling constants 9n(W . w') tend to 

finite limits, as n -4 00. Thus, in the limit .An -4 00 , the effects of interac­

tions disappear, and the system is driven to the non-interacting (Landau liquid) 

fixed point with a propagator given by (81). ~or short-range interactions, the 

dependence on k.J.. is irrelevant and suppressed· by a factor ).i-1 • 

Below, we shall see that, for sufficiently long-range transverse current-current 

interactions, the dependence on k.J.. is significant ( i.e., singular, as Ik.J..1 --+ 0 , 

with lhol, 1~1I1 < Ik.J..II). It is not suppressed by an inverse powerof the scale factor 
An. We have to average over the variable kl. in order to determine the effective 

dynamics of the bosonic degrees of freedom rp~~] in the direction along [w] . 
Using eq.(80), we then calculat'e the propagator of the radial, quasi-electron com­

ponents .,p~1I . . 

We start by studying two technically easier classes of sys~ems with singular 

interactions. These systems correspond to examples (i)-(iii) of section 3 for which 
the polarization tensor nptT has been ca.Iculated explicitly. 

i) Long-range, density-density interactions 
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•� 

where n~o is defined in eq.(44), with VF ---t VFn' 

Using that 

and lim II~o (k ) ---+ c' , 
I~+~o "' 

one verifies that 

For 0 < a ~2, the rhs is a bounded function of k. 

Under the assumption that all parameters 'Pn, (except the scale parameter An)� 
characterizing the effective action Sn tend to fuiite values, as n ---t 00, it follows� 

that, in the limit An ---t 00, the effect of interactions on the bose propagator� 

disappears, as for the system with short-rapge interactions.� 
Hence, in the limit An ---t 00, the electron propagator G tends to the standard� 

LFL form.� 

This result is due to the screening of the bare, long~range interaction po­

tential V(IP1). In eq.(84), the bare potential V(I t l) is replaced. by an effective 

RPA -potential 

A eff .... 1 
9n~ (ko, k) 

In the static limit, IfI ~o, we obtain 

1 
- (,JbL, )-1.( kFAn)a +' CW lkl 

i.e., in this limit, the effective potential is short-ranged. 
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ii) Tomographic Luttinger Liquid 

With eq.(64), one obtains 

As there is no dependence on· the perpendicular momenta, one can immediately 

read off the effective dynamics for the modes ep~~} propagating along [w] : 

STL(cpll ) = ~ f dkoak . 
n [wI 2 JRX[-¥,¥} II 

.<Pl~l (-ko, -kll) [1+ ;;] (k~ + ('IIF..kll)2) <Pl~l (ko, kll ) . 

The result for the quasi-electron propagator can be found with the help of 

formulae (Al8) and (Al9) of appendix A : 

G (e) 8(d-1)(t ) . =Fi ±iarg(') ~ (85)±w,n "" = w,IeF ""1. 21r e . '(1 1+11 ' 

where 

,with 

and 

The exponent 1/ is given by 

This interacting system describes a Lut.tinger Liquid.� 

The How of the parameter Zn in eq. (85) can be derived by assuming that, along� 

each direction iii, the system is scale invariant:'� 

Recall that� 

G(>.,.e) ~ 1: ei1op~niJt ;d G.....(e) ~ f dw ei1op~niJt : G~,..(C). (86) 
w n "n 
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This equation and the.assnmption "that the theory is scale invariant along each di­

rection iii implies the following matching-property for the Green functions G~Jn(C) : 

1 II . 
G~,n(MC) ~ M G""n+l(C) (87) 

By inserting eq.(85) : 

1 Zn+l-.-­
M ICP+n 

it follows that 
Zn+l 1 1 

""'-J or Zn ""'-J

Zn Mn (Mn)n 

i.e., for this system, the residue Zn of the one-particle pole vanishes, as n -+ 00. 

iii) Long-range, transverse current-current interactions 

Such interactions have been introduced in eq.(66), withgn V(lp\) = enl ~ 10: , en := 
, p 

T~ . . 
n9Za.!i , and lead to the following bosonic propagator (for [w] = [w'D: 

p \ 

with 

One finds that limn -+oo II~ (k) = n: (k) ,.with II:(k) defined in eq.(44).� 

Using that liml~l-+on~(k) I~I , one can see (cf. appendix C) that the contri­'"'-J 

o ~ ~ 

bution from the interactions to the propagator yields a singular kJ.. -dependence, 

aslkJ..1 -+ o· and Ok1d,lkol)« IkJ..1 . As discussed above, we then have to 

average over the. perpendicular momenta kJ.., in order to detenmne the (effective) 

action, S'! , for the modes r,O~~] propagating along [w] . ' 
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The somewhat tedious calculations are deferred .. to appendix C. Here, we only� 

describe our results.� 

We obtain two different regimes, depending on the exponent a which characterizes� 

the singUlarity of the interaction potential in momentum space by V(liI) f'J1~Cll :� 

• For 0 ~ a < d - 1 ,the bosonization calculation yields 

8(d-l)«( ) (-i) eiarg(ieo+~) .Zn (89) 
w,lcp .L 21r� V(VFneo)2 + e~ 

The function 8~:;:) (&) has been defined in eq. (85). The influence of the� 
interaction on the electron propagator is suppressed by a factor A;[(d-l)-a],� 

as An -t 00.� 

From the matching condition (87), it follows that� 

and 

The system tends to aLFL. 

•� For d -1 < a ~ 2 , we display the result in the region leol« ~ 

i . ('~ ~)8(d-l)(t ) (=-) . 'arg 'raO + 1/Pn Z . 
w,lcp ~l., 21r e n 

.1 
(90) 

2 

The constant en stands for g;;!r, and 'Uz, 'Un are po~itive constants depending 

on the dimension d of space and the exponent a (cf. appendix C). We have 
neglected all terms· which are of lower oider in an expansion in A~1 than 

the leading terms displayed. Two interpretations are consistent with this 
result: 

1.� The parameters 'Pn characterizing the effective action Sn are all ofor­

der 1 - except for the scale parameter An - , i.e., they do not flow 

under RG transformations. Then, the system tends to a LFL, as 
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.An ~ 00 : for finite arguments Iell I, the propagator Gw,n has the 
standard LFL form.� It deviates from this form only for very large 

Ad 1-arguments Iell I »VFkpn ,'where the results of a bosonization calcu­

lation are not reliable (remember that, because of the linearization of 

the pieces of the Fermi surface contained in the boxes Qw' the results 

of the present calculation are only reliable for arguments Iell I smaller 

than' .An). 

2.� The parameters of the set Pn flow underRG transformations, i.e., they 

are functions of the scale parameter .An. 
The electron propagator deviates from the standard LFL form for finite 

arguments Iell I,-if the condition 

1 
~	 O(k ) 

F 

is s~ti~fied. Further, the requirement that the system is form-invariant 

under scale transformations implies the matching condition (87). This 

condition can be satisfied if 

d d-:1-0 

~+o vF~+o ~ canst. 

Then it follows· that 

o(o-d+1) 

en� ~.An 1+0 and 

The flow of the parameter Zn cannot be derived in the same way': for' .� 

this, one would have' to know subleading corrections to the argument� 

of the exponential in eq.,(90).� 

Hence the system displays "Non Landau Liquid" behaviour, as sug­�

gested in [3].� 

The result of the bosonization calculation permits two consistent scenarios. 
In order ,to be able to decide which one is realized in the physicaJ. system one 

has to determine the flow of the' parameters Pn under RG transformations. 

Prellininary calculations indicate that' the' second case iS'realized (d. also 

[3, 4, 5, 6]). 
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• For the critical value Q c = d - 1 of the exponent Q, we find for the electron 

propagator in the region leol« lliJ.: 
t1pn 

for lell! » CnVFn.An.{ (91)
for CnVFn.An» Iell I » fp . 

where v is a constant of order one.� 

As for Q > d -1, we can distinguish two possible scenarios, consistent with� 

the results of the bosonization calculation:� 

If the parameters Cn, VFn are not functions of the scale parameter .An' the� 

propagator has the standard LFL form, as .An ---t 00.� 

In order to obtain a non-LFL behaviour, the product CnVFn.An of parameters� 

must be of order one. Then, the matching condition (87) requires that� 

Cn+l ~ Cn· By the first condition, it follows that VFn "J in.� 
Again, in order to decide which one of the two scenarios is realized, the flow� 

of the ·parameters under RG transformations must be investigated. The·� 

calculations in [3, 4, 5, 6] point in the second direction.� 

Appendix A : Bosonization of the Electron Prop-' 
agator in 1 + 1 nimensions 

In this appendix, we review the bosonizatiop. of a relavistic 1+1 dimensional elec­

tron.system by using functional integrals. Our aim is to summarize the procedure 

for calculating the electron propagator. The general. ideas of the bosonization 

technique have been presented in [19, 20]. 

We want to investigate a 1+1 dimensional electron system in euclidean space­
time, whose action is given by 

(A.l) 
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Quantization is accomplished by using. functional integrals. The field qi denotes 

a two-component Grassmann field, and qi := qi.,o , where qi* is anindependent 

Grassmann field. Choosing the chiral representation of tp.e,-matrices, i.e. , 

the. two components (~~) of lJ! are the. antiholomorphic and holomorphic 

modes, resp., which are the euclidean analogues of left- and ,right-movers, resp.. 

We shall perturb the system by a current~current interaction of the fo~m 

(A.2) 

where the one dimensional currents, j~, are denned.by 

This is t'he so called (massless) Thirrring model, or, in the context of solid state 

physics, the Tomonaga-Luttinger model. 

Before studying the interacting system, we establish the bosonization formulas 

for the free system. Identifying the fermionic current density j~ with the bosonic 

expressIons 

j" (lJ!, lJ!;e) f+ j" ('F; e) = .fie""8~'F( e) (A.3) 

one can reproduce the Green functions for the currents 

(j~l (ed ... j~(en))~ = f V(W, lJ!) C 50(••i') j'''(etl··· j""(en)
ZF 

. (j"l ('P, ed· . ·j""('F, en)}~ = I Vl:) e~!I" (tbp) j'" ('F, ed· · · j""('F, en) , 

(A.4) 

where the action S(dcp) I of the free, massless bose field cp is given by' 

(A.5) / 

Here, we have introduced the one form dcp = 8~cp del-' .' and * denotes the 
Hodge star operation. We 'use standard notations of the calculus with differential 

lIn this appendix, we write the action S(<p) as a functional, S(d<p), of derivatives of the 
bosonic field. 
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forms. In [20] one finds a brief summary of the main definitions. (Note that, 

in [20], we use slightly modified' conventions; especially 4> -+ cp := 2~ and 
j'p. -+ jp. = ij'P. . ) 

In order to express the Gr~ functions of the electric fields (~~). in th~ 
bosonic theory, one has to introduce disorder fields D('ll? q) .� 
For non-zero integers, 9.. = {q(l), ... , q(n)} , satisfying 2:i=l q(i) = 0, we define the� 

one form 
n 

~,!(e) .- 2: IT'l(i),q(i) (e) 
i=l 

with 

II'l(i),q(i) (e) - II':,(i),q(i\e) dell := -Vi q(i) [* da-I d~~]) ] (e) 

1 (i) ep. - 1/(i)p. II 

- 2v:Kq Ie _'1/(i) I ep.JIdf. !J, v = 0, 1 . 

Here, we use'that 

,I.e. , , (A.7) 

In physics terminology, ~,q is the vector potential of a magnetic vortex of charge 

q at the point 1/ = (110., Til) . The field strength is given by 

If D is a two-dimensional domain then 

Locally on R2 \ {"1} , the one form II'l,q can be written as the derivative of a 

function ~,q(e) ,i.e. , 

IT'l,q(e) = da'l,q(e) . (A.8) 

By identifying the euclidean space-time with the complex plane, e= (eo, el) t-+ 

e= ieo + el ,the function. ~,q(e) can be represented as 

(A.9) 
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Note that this function is not globaJIy defined on C ; we identify the branch-cut 

with the negative, real axis. 

The expectation value of a disorder field D('!1.'~) = ITi=1 D(",(i) , q(i») .is given 
by 

J Vep e-S(tlfP+II!.!) } 

( D(!l.'~) )B = { . JVep e-S(dCp) . (A.I0) 
ren 

On the r.h.s~ of eq.(A.I0), a multiplicative renormalization is necessary, in order 

to eliminate an infinite "self-energy". 

Correlation functions involving disorder fields D(!l.,~) and functionals, :F(dep, cp), 
depending on the bosonic' field ep and its derivative dep are defined by 

For the electron fields, the following identifications hold : 

with the convention that, in a product composed of several "p~s , we write the 

disorder fields to the left of all functionals depending on ep . 

The normal order of the exponentials is defined by 

: eiJtPecpce)fce):= eiJtPecpce)fCe) e! JtPe fCe)(A+m~)-l fce) (A.13) 

where 11 = -8",8"" fdenotes a test function, and mo is a positive- constant. 

It is a staightforward calculation (cf.[19, 20]) to verify that 
n n(n,p~i(ei) )~ (IT ,p~i(e,o; e,) )~ 

i=1 ,=1 
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Remark: We use the prescription thch ,the function (IIi::l .,p~i (ei)) is the 

analytic continua.tion of the function (T ITi=1 .,p~i (ei) ) , where T denotes the 

time-ordering operator for Grassmann fields, i.e., 

where (1' is the p~rmutation such that e2(1) > e2(2) > ... > e~(n) . 

We shall make use of the following basic identities (cf. [19]) : 

, ifEi=1 ei =f; 0 , 

, ifEi=l ei = 0-, 

where the constant rno can be choosen such that c(rno) = i'7r , 

1r [ n n ]= -2" ~ ,a-1(ei, ei) + ~ /l--l(T/i, T/i) 

-~[ L In Ie. - '1;1- L.··. In lei- eil- L In l1'/i -1'/il ] 
2 l~i<i~n 1~i<i~n. 1~i<i~n 

and 

where the vortices located at. the points { := (el"", en) carry the charge q = -1 

and the ones located at the points '9.. := (1'/1,' . ',''1n) carry the charge q= 1. 

As an application, we calculate the Green function ("p;(e)"p2(11))0 for the free 

system. Let eo > 110. Then 

( -,p;(e)'l/J2(77)~ - ("p;(cpj e)'l/J2(cpj 77) )~ 

- ~( D(e, -l)D(11, 1) : eiv;rcp(e):: e-iv"1fCP(TI) : )~ 
v21r 

_ __1_ [ eiv:;r(a~''7(e)-a~.'7('7») . 
$ 
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1 ~ 
(A.14)

211" i(eo ~ 770) + (el - '7d . 
One observes that 

Sjmilarly'one obtains 

1 -~ 
(A.15)

211" -i(eo - '70) + (el - '71) 

and 

These are the correct formulas for the free system ( compare, for example ap­

pendix D of [15], where the same conventions are used ). 

One can show that the same bosonization identities hold for \the interacting 

system, with the interaction V given by eq.(A.3) (cf. [20]). The only difference 

is' that expectation values of bosonic o~rators are taken with respect to the 

interacting system, i.e. 

(A.16) 

where the functional Veep) is obtained from the functional V(¢;¢) by using the' 

identities (A.3), i.e. , 

(A.17) 

We repeat the calculation of the Green function (¢; (e)'l/;2 (".,)}v for the interacting 
system: ' 

( 'l/;;(C)'l/;2(fJ)}~ - ('l/;;(ep; C)'l/;2(ep;".,) }~ 

- ~( D(e, -1)D(7/, 1) :eiv'i"P(t) :: e-iv'i'<P('I) : }~ 
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_� _._1_ [ f Vep e-(l+~)SO(dcp+ntl'1,dcp+nt,"I) . 
.J2; Zv 

. : eiJ7r(cp(€)+o:e,"I(€)) :: e-iv'i'(cp(71)+o:e,"I(71)) : ] 

ren 

_ .-:.. e-i arg(e-11) __1_._ 
(A.18)

211" Ie - TJll+~ 

where 

Similarly, 

(A.19) 

The exponent f3 describes the decay of the elecron propagator for large ar­

guments. The dependence on the coupling constant is a characteristic feature of 

Luttinger Liquids. 

Appendix B,: Consistency ofbosonization formu­
las 

In this appendix, we show on the example of (J[c.1d(e) J[c.12](TJ))0 that the� 
bosonization formulas (70) - (73) for the electron fields 1/J~ imply the bosoniza­�

tion formulas (46) - (48) for the electron currents'i(c.1] and J[c.1]. The generalization� 

that this statement holds for arbitrary products of current densities evaluated in� 

the non-interacting ground state is staightforward.� 

Remark:� 

The calculation of expectation values of products of current densities in the in­�
teracting ground state is organized as a perturbation expansion in powers of the� 

set of coupling constants 9n(W. w') and the inverse scale parameter A;-l.For sys­�
tems with interactions o(the form given in eq.(53) {i.e. interactions which can� 
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..� 

be expressed in terms of the current densities j[w] and J[w] , cf. eq.(56) ) , such an 

expansion reduces the calculation to the task of evaluating products of cunent 

densities j[w] and 1[w] in the non-interacting ground-state - where our statement ' 

applies. 

(l[wl](e) 1[W2](77) )0_ 

{ e'kp);("l, -"D{e,kp);(w, - ..~)i1 (: 1/1:: (~)1/1 .., (~): :1/1:~ ('1)1/1... ('1): )0 

w~,w~ES+ 

+ eikp>.{cZ1 -cZD{ eilcp>.(w~-cZ2),y ( : 1P:~( e)1Pwl(e) : :1P~ (77 ).,pw~ ('I) : )° 

+ eilcp>.(cZ~ -cZd(eikp>.(w;z-cZH,y ( : 1P;1 (e)1Pwi(e): :1P:~ (77 )7/lw2 (11): )° 

+ e,kp);(":-",){eikp);(..~-w,)i1 { :1/1:, (e)1/1.,: (~): :1/1;'('1)1/1..~('1):)0 } 

{ e'kp);('" -w,)(f:->j) { 1/1;' (~)1/1 ... ('1) )0 { 1/1... ({)1/1:, ('1) )0 

+ dW1 ,W2 L eikp>'{cZl-cZ~)«(-tj) ( .,p:i(e)1/1wi (77) )0 ( 1/1wl (e)1/1:1 (11) )0 
w~es+ 

+dW1 ,w:z L eikpA(cZi-cZd«(-,y) ( 1/;:1 (eJ1/1wl (TI) )0 ( t/Jw~ (e)t/J:~ ('1) )0 
wieS+. 

+ } 
In order ,to simplify these expressions we can apply a "diseretized" version of 

lemma (3.21) in [15] : 

LemIJ;la : 

For a decomposition .0£ the surface st-1 of the d-dimensional unit sphere (with 

d> 1) into congruent, quadra.tic pa.tches with sides of length t we define the set 
. a1 't . t ... . 1 N v 01{st-1 

) . •• t thM o£ d-dimenSlon um vee ors Wi , ~ = ,..., = >.d-l pomtmg 0 e 
centers of these patches. Given a vector if; ~ M and some test function /(Wi; e), 
one finds, in the limit A -4 00, the following· asymptotic formula: 
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where 

and 1.rd-l (; ( ... )) .. = ild-1k I eikJ.eJ.(u;) . 
0Vj,A ~.L Uj ..L� 

[ ;"\, ~ ]4-1� 

Here, A« AkF denotes an arbitrary momentum which can be chosen to be equal 
to kF . 

The proof of this lemma is analoguous to the proof of the continuous version of 

the lemma presented in appen~ C of [15] . 

By applying this lemma to the expressions· appearing above and by inserting 

the bosonization formulas (70) - (73) for the electron fields ""~, we obtain the 

following formUla: 

k •. 
( 3[C&11] (e) 3[C&12] (11) )0 ~ -4 (2~ )~-l bC&11 ,C&12 b:~,lF (&(wI)) . 

( "":111 (eo, ell; cp~~1]).,pC&1111(71o, 1111; cp~~l]) )SO(rpll ) ( .,pC&1111(eo, ell; CP~~I))"":111(110' 1111; cpl~I]) )SO(rpll )'
[10/1] . ["'1] 

(B.2) 

where ""~II(eo, ell; cpl~]) is,a short-hand notation for the bosonized expressions of 

the radial electron fields ""~II(eo, ell) specified in eq.(72). The explicit form of the 

radial electron propagators is given in eqs.(A.14) and (A.15). 
It is a straightforward calculation to verify that eq.(B.2) is identical to the fol­

lowing formula: 

( 1[C&11](e) 3[C&12](1/))0 ~ 

-4 (2
kF 

)d-l bIl11 ,C&12 b:~,lF (&(wd) .<F'lcpl~l](eo,ell) F'2CPl~](110,11I1) )SO( )II 
'Tr '1'["'1] 

_(~(;=)"2,) 2 (F"cpr...M) rcpr."l(fJ) ) S"({'P[w,J}) (B.3) 
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where we use eq.(A.7) for the propagator of the radial bose field cpl~](eo,ell)' and� 
eq.(75) to deduce the second part of the equation.� 

Formula (B.3) reproduces the bosonization identity for the current density J ' cf.�w 

eqs. (46) - ( 48).� 
Hence, we have '\Terifi'ed our claim thus showing the consistency of the bosonization� 

formulas for the electron fields and the current densities.� 

Appendix C : Calculation of the Electron P'ropa­
gator for a System with Long-Range, Transverse 
Current-Current Interactions 

In order to apply eq. (80) to the calculation of the propagator 

of the radial electron field 1f;~a, we have to determine the ~f£ective action s;:.(cpl~]) 

of the bosonic field cp~~] propagating along the direction [w]. 

The propagator (' ~[w] (h) ~[w] (h') )n of the bosonized interacting system i,s 
given in eq.(88). It can be written as 

( ~[w](h) ~[w](h') )n (C.l) 

with 

.. 
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it by 

- . .' 1+gn V(lfD n~(k) . 

JC~](k) = "k '[ 2 1 (~)d-l Ic~ ( "')2 _ (i;;')2)]t'
1 +Un V(I>.J) lln(k) + >.~-1 2'11" 2'11" ~+(uFn~k)2 W '2 

. (C.3) 
which has the same asymptotics for small momenta kas JC~](k) . The function 

II~(k) has been defined in eq.(45), with VF -4- VFn'� 

The action S!('P[",J) of the bosonic field <pr",](k) which reproduces the propagator� 
(C.l) - but with the function K(k) replaced by K,(k) ~ is given by 

S~(CP["l) . ~ ( -.rad+l Te tP[..j(-k) [ (k~ + (VF"wk)2) (R:[:,](k)t] c,O[..J(k)· . 
. 2 JaxQ (CA) 

We define 

(C.5) 

with 
. 1_2 , ( _ ~(Wk'2)2 ...L!L d-1 "'0 W 2 

>.11-1 271' ( 2'11") lc2+(Up iJk)2 ( ), lc2 
~n (k)'- non 

[w] .-. g;;lV-l(!>.~I) +n;(k) . 

The effective action s;, (<p~L]) of the modes propagating along the direction [wJ is 

deduced from the action S'!(<p[w]) by averaging over the momenta perpendicular 
to [w] . One obtains: 

1 ~ 

- 2" fa aleo f~ akll c,Or..J(-Te) [(~ + (vF"TeIl )2) (1 + t(.,J(leo, kll»)] e,O[..J(Te) 

(0.6)with 
1 . 

t[:,](ko, kll) := kd- 1 ktl-l cr-1kl. T[:J{k) . 
F Q 

For small momenta (leo, kll) and a large scale factor An, the calculation yields the 
following asymptotic formula for t~J(ko,kll) : 

, for 1 » lenhol » ).~ . 
.-'­ n 

,. 
(0.7) 
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w~e:~d = 2, 3 is the dimenjon of space, a(d) is a positive constant of order unity 

:m e. constants c,,: ~!" gn > 0 and el, with 0 :::; O! :::; 2 , parametrize th~ 
InteractIon potential: UnV(IP!) == en(!!£..)a . ' 
For 1 »/ k / . I .' Iii 

en 0 » Act , one observes that in takes values bet e 1 d 
Aa-(d-I) n . w en ~d-l an 

n . n 

If O! < d-l, it follows that the interactions. can be neglected in the limit A.­
If a > d - 1, the interactions become impQrtant as soon as z... .f d --: 00.� 

. "'0 IS 0 or er ~ orsmallere .' An 

In the range - A~ »Ienkol , eq.(C.7) can be rewritten as 

- k 2 
t~J(ko, kll) = c(d) p (0 .� 

o +vFnkll)2� 

tl
bed ) 3 'II" k i"+'c;' (~)4-1-a ,a l+a sin('II"-!L) Fen. ~ l+a ,for a > d - 1

1+" n 

, fora=d-l 

b(d, a) kFen ~:-(d-I) - , for d - 1 > a > 0 

(C.8) 
For a < d -1 , the effect of the interactions is suppressed by a factor ~4-;-a. For 
a > d - 1, one observes a singular·ko - dependence ofthe function i. n 

Using the methods presented in appendix A, the calculation of the radial elec­

t~on propagators is straightforward. Following eq.(80), the large-distance asymp­

toties of, e.g., the propagator· G~:n is obtained by evaluating the expression 

(t/!:1«() t/!"l(O))~ ~ ~ [ e-iv'v....,+~:l«()-..tJ(O») . 

·f Vcpl~1 e-s!(8"..rwJ+rrf~J.) : e-iy'vpn....fwl (() : : eiy'v........rwl(0):] l� 

i . (C.9) 

with' = (eo, v~~). For each ray [w], the vector potential nfc:,]1' and the function 

at~ are given ineqs.(A.6) and (~.9) in appen.dix A. However, in 'contrast to 

appendix A, we here display the Fermi velocity VFn explicitly. Then, on the 

'rhs. of eqs.(A.6) and (A.9), there is an additional factor ~:Fn' Note also the 

supplementary factor JVFn in the exponent of the vertex operators. 

We again write the action S;(<p~~]) as a functional, S!(8I'<,ot~]), of the derivatives 
\I81'<,o[C&1] • 
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One has that 

ST(8 'P 11 + II[~)~) = ST(cpll ) + ST(n[~]) 
n ~ [~]" <,0 n [w] n <,0 , 

where the actionS~(cp~~J)is defined in eq.(C.7). The contribution S~(nt~) of the 
disorder fields is given by 

, (C.10) 

and the contribution of the vertex-operators in eq.(C.9) amounts to 

1 [h ('VFn 1)]= -' exp 1r a2 k [e'·Ie"".. - 1] 
~ Rxlep k~ + (vFnkll),2 1 + t[w](k) 

(C.ll) 
We display the behaviour of the fermionic Green function G~n «() in the following 

two regions : 

I = {, = (eo, JiL) : Cn.x:« 1'1 } , 
VFn 

II = {, = (eo, 1-,11) : 1'1« Cn.x: and leol « IJiLI },.
VFn VFn ' 

In region I , the propagator G~~n(C) is obtained by evaluating the integrals in eqs. 

(C.I0) and (C.11) by using the asymptotic form (C.9) : 

-i) ,iarg(ieo+iJL)- p( eft. 
21r . 
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• 

-!L a-(d-l)� 

-1£r-k l+cx 
An.
\ .�exp ( ~cn 

l+a 
• 

..{ll"l a -,.C:;l) Ita COS [a-Cd-I) arctan(I 11FneO I)]
~ a-(d-I) 1ta . ell 

- 1~11'li:;': cos [i+: arctan(!""l;eo I)] }) , 2 > a > d - 1 

a=d-1 

d-l > a> 0 , 
(C.12) 

where 

2 ~ d 1 
c(d a) - . r(-) and v = c(d, a = d - 1) d . 

, 1 + a sin ~( l~cJ 1 + a 

Remark: As it stands, the limit ·qf the propagator. for a ~ d - 1 is singular 

and does not reproduce the formula for a = d - 1 . The reason is that, for 

a > d -1, there is a subleading term, not displa.yed in eq.(C.12)? which becomes 

leading for a = d - 1 . Idem for a t d - 1 . 

In region II, one finds : 

(C.13) 
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l. 

• fot 0 < Q < d - 1 

( -i) iars(ieo+~) 1� 1 
- e "Fn ­ for� Iell I»k .
21r lelll� F 

(C.14) 

Remark: In,eqs.(C.13) and (C.14), we have omitted subleading terms in an 

expansion in in' 
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