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~ Arlit ~~, l~~S 1. Introduction 

In this paper we demonstrate how the use of the method of the discrete 

group of symmetries of integrable systems (auto-Backlund tra.nsformations) can 

On the solutions of the inhomogeneous Heisenbel'g equation 

be used to derive explicit expressions for the soliton solutions of such systems. 

As an example we study the Landau-Lifschitz equation (the equation for an inho

mogeneous Heisenherg ferromagnet) as this equation is sufficiently complicated 

N.A. BELOyt 
to demonst.rate the usefulness of our approach and at the same t.ime is very 

A.N. LEZNOY * 
important because of its many applications in physics. 

\.V.J. ZAKRZEWSKI 

All the important properties of this equa.tion are contained in the following 

Deparll1lfnt oj :\fathunatical Science,~ 

.:hain of equat.ions (in general, an unlimit.ed one) 

('/lII'f.T.!ll!! '.l/ Dur/Hlm, lJw'ham D1I1 JLE. Eng/and Q\J'� 
1 (In( 4/2 + (a('2s + 1 + ae-2s ))'(-\~ 

* On {ellilf from: hl.~litulp jew High Enfl:JY Ph!l.~i,"~'	 exp(¢'i-¢'.-l)+l = • 2,p: '
(;rp('/'.+1-4"',)+1 (1.1 ),,' e ('0( \:Proto/no, Rtl$.,ia� 

)j~	 where ,p, are the unknown functions, s ~ an independent variable, (if': = ~~'), and 

a and 1 are arbitrary parameters of the model (related to the moments of inertia 

t Institute j07- Problems £n Mechanics, 
of a non-axial-symmetric "rigid body") _ The transformation (1.1) describes t.he 

Moscow, Russia (\1, .. 
group of the discrete symmetries of the Landau-Lifschitz equation. 

:",. '. ~("c. - ~I'~/ 

Let us add that this problem has been studied before. In fact, ref. [1] 

considers this problem from the point of view of its Lax representation while ref. 

[2] presents a discussion based on the Hamiltonian formalism.
ABSTRACT 

A method based on the discrete group of the inner symmetry of integrable� 

systems is used to derive explicit formulae for soliton-like solutions of the inhomo�

geneous Heisenberg ferromagnet. The solutions are given in terms of expressions� 

which involve ratios of two determinants.� 
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2. Landau-Lifschitz equation� The tra.nsformation (2.4) plays the key role in our work. In fact we will useit in the fohowing way.The Landau Lifschitz equation arose out of the generalisations of the Heisen
Instea.d of solving the original equations (2.3) we will

berg model of a homogeneous ferromagnet. In its original form [3]� 

consider (2.4) and treat it as an iterative procedure for generating from one setthe equation
describes the evolution of a unit vector field 5 (52 == 1), which is a function of� 

of functions u and v another one. Then having "solved" this iterative procedure
one space Viuiable (x) and time (t). This evolution is described by:� 

we will find that if we start from a given solution of (2.3) we will have manyother solutions among which we will be able to find the ones which satisfy the·5 = sX 5" + S x (JS), j:= diag(.h,h,J3), (2.1 )� realit.y condition ut == v. 

Thus, if we denot.e u and v as u"where' and' denote the t.ime and space derivatives resped.ively. 
It. is convenient 

respectively, we see t.hat (2.4) becomes 

and Vi and U and tf as 'Uj+! and v,+!, 
t.o perform a stereographi,: projection and so introduce complex 

fields II and v 

SI + iS2 S, - iS2� _1/:::_' v:=---- (2.2)� - -, ------ - ---- (/n(((lnv,j')2 + (1'1'; + l' + 0'/1;2))'11,+1 - I',] + S,l 1+ Sl 1 + '11,+11'1+1 1 + /1.,1'; - 2("11',)' 

Then (l'lsrei!,ardillg lhe ':ulldition (jf reallt.y (i.e. tlta,! 
t' :::: 11 t)} (2,1) bf:(OIl1E~S (2 ..5)which, in what follows, \ve will call t.he Landau-Lifschitz lattice.equivalent t.o t.he fullowing set of t.wo equations It is in t.his form that the invariance of the inhomogeneous Heisenberg model

li+u" -2v u,2 + P(u) 1 8 was first considered in ref. {4·.5}.+ __P(u):::O�1 +uv 2 B'u (2.3)�
• /I v,2 + P(v) 1 a-v + v - 2u + --P(v) =0� 

Looking at (2.5) we observe that, in general, the chain of equations (2 ..5) is
1 + uv 28v� infinite except when 

where P(y) :: exy4 +,y2 +ex, it denotes ~,a.nd as before, I denotes the derivative
with respect to x. Moreover, ()' ::: J~~h and l' ::: J)~J2 -�

[(lnVj)'j2 + ()'v; + 'Y + o:v;2 :: O.J3. In t.he ca.se when (2.6)�
t.he "rigid body" is axially symmetric (i.e., when J1 :: J2, or h :: h or J1 ::: h)� In this singular case we cannot express 'ILi+1 and Vj+l in terms of u, and v,.�we find that ()' :: 0 a.nd l' = ±2ex respectively.� 

However, the transformations (2.4) and (2.5) are invertible and so (2.5) can�
The system of of equations (2.3) is invariant with respect to the following rewritten as�discrete nonlinear tra.nsformation (u -+ U, v -+ V), where� 

1 1 1 (Inv)"+ex(v2 -v-
2� 1u==- __--:: )� (In[(( lnui+d)2 + o:u?+l + 'Y + ()'u~tl)'v' l+UV l+uv� (24) 1 + UjVj 1 + Ui+lVi+1[(lnv)12 + exv2 +1'+exv-?' .� 

----------- == 
2'IL

I
j +1 

(2.7) 

This can be verified by a direct computation, or can be checked by using, say,� 
Thus, if the equation (2.6) is also satisfied by some Ua then the Landau-Lifschitz�REDUCE.� chain is limited from both ends. In this case we have our equations (2.5) together 

3 
4 



with the boundary conditions 

[(lnvo)'F + O'v5 + '"Y + ~vo2 =0, [(lnuN)'J2 + ouJv + 'Y + ou-;/ = O. (2.8) 

Similar equations have been studied before. In fact ref. [5] presents solutions 

of the corresponding discret.e lattices for many integrable systems. The lattices 

which appear in ref. [4] were all related (in a direct or an indirect form) t.o the 

Toda lattice. The chain described by (2.5) and (2.7) is more complicated and, 

as we will show, is related to the doubly periodic elliptic functions and contains 

t hf· Toda Iatli,'e as a 110ntrivial limiting case. 

:L Soil/lion of t.he lincal' problem as the illit ial 

condit.iol\ 1'01' Ute Lalldall-Lifscltit." lal.l.ic(' 

Our solut.ion of the chain chain (V» will be presented in the next. sections. 

Here we \'lill discllss the constraint.s on the solutions of (2.;.1) which arise from the 

boundary conditions (2.8). Thus we want to find the initial functions UQ and VQ 

which satisfy (2.3). But let. us observe that if we impose 

U~2  + P(uo) =0 (3.1) 

then u~  +! &~o P( 'Uo) = 0 and so we see that the first equation in (2.3) is satisfied 

if '!LO = o. So uo is given by 

va 
dy 

(3.2)JJ-P(y) = X + C, 

or we may find an expression for uo in terms of some elliptic functions. 

Let us multiply t.he first equation in (2.3) by Vo, the second by 110 and subtract.. 

We find 

, " 2? , uov~ - t'ouh 
-(uovo)· + (Vouo - Uovo) - 2auovo(vo - uo) - 2(uovo) -~--" 1 +uovo (3.3) 

(u~v~  -l)(vfi - u5) - 0
+20 - . 

1 + uovo 

Then we int.roduce 110 =e' and Y = 1+~OtlO  - ! and observe that Y satisfies 

2 2 
(3.4 ) -i" + (s'(Ys + ~ - 21'2))' + 2a Vo - Uo ') = 0,

2 (1 + uot1o)

where 1"s = t,~}:.  However, from (3.1) we see that (-,')2 + l' + a(e
2
• + e-

2
,) =0, 

s" + o( fls _ t -?~) = 0 a.nd so we find that the equation for Y can be rewritten as 

(3.5)_}:. + (2p}··2)s - (PYs)s + a[Y(e:h 
- e-2S l], = 0, 

S 

where we have replaced t.he variable x by sand int.roduced P by P == P(e- ) = 
0'(e2s + e-2.) + ')'. To solve (3.5) we introduce an unknown function 4> given by 

2a (3.6)Y = rPs, ¢::: 2Py 2 - PYs + a(e2
' - e- )y. 

2 
and reduce the problem to a linear equation for the function X = e- ¢': 

(3.7)
PX" - AX, + Xl = 0, 

2where A = a(e2' - e- ,). 

Shortly we will show that this equation is closely related to the Lame equation 

whose solutions can be given in terms of Jacobi elliptic functions. First, however, 

we would like to present some other forms of this equation which represent some 

other familiar problems. 
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To do this let us consider the stationary case i. e. we assume that XI = AX 

(bearing in mind that in the general case we can represent the t dependence 

of X by f dAeAtx(A)d..\). Then, it is possible to reduce (3.7) to a stationary 

one-dimensional Schroedinger equation ?Ji" + u1/J = O. To do this we eliminate 

the terms involving the first derivative by setting Xp-t = 41 and find that the 
equation reduces to 

1 P-h) .5g192
iflss+Ci+ P~  + "4j52)4' =0, (3.8) 

where 91,2 =') ± 20. 

In the, ,~ases of hih!l(·l' sYlllmetry (0 = 0, or i =±2o) (:t8) is su!vabl", in krllls 

ul' (JIf·!11enu!.ry fUII"lions. Note that if we l'('wri\(~ (3.~) in !t'rllls of the original 

\'ariable .f' (and not s) we find t.hat the equation for t.he fundiou 4' = * (3.7) 

takes t.he form d7 

?f)1I + (.-\ + 2")' - 29192 )'1/1 = 0, 
(3.9)Q 

where Q(x) may be expressed in terms of the Weierstrass doubly periodic RO 

function, <~nd  in the case of the higher symmetry (0' = 0, or 91,2 = ")' ± 20'=0) 

(3.8) becomes the familiar heat equation. 

Next we return to the stationary form of (3.7) and introduce P = 0'(e 2s + 
ZS 

e- ) + ")' as our independent variable. We obtain 

1 1 1 1 ..\X· = O. 
XPP+'2(P-91 + P-92 -p)xp+ 4P(P-9d(P-92) (3.10) 

This equation, Heun's equation, is very dose to the Lame equation. To get the 

Lame equation we return to the stationary form of (3.7), differentiate it with 

respect to s and introduce a new function (J = X•. The equation for (J is already 

the Lame equation in the variable P i.e. 

1 1 1 1 (A+2P-91-9Z)O 
(3.11)Bp p + 2" { p - 91 + P - 92 + p}ep = 4P(P - 9d (P - 92) . 

In our future invest.igations we will use solutions of this f:quation, which can be 

given in terms of ellipt.ic functions, to obtain soliton solutions of the Landau

Lifschitz equation. In t.his work we restrict our attention to the general study of 

the problem and apply it to some simple cases. 

4. Recurrence relations for the Landau-Lifschitz lat.tice 

if we WilUt. \0 liud a sulution of the semi-infinite Landall-Lifs(hitz chain (start

ing frulll onE' end) th"n it is convenient to take the first step in the following form 

(bea.ring in mind that I.his form resembles the solution discussed in the previous 

section) 

S 1 + (InX)'s (4.1 )UQ =e 110 =e- 1 _ (InX)" 

where X is an arbitrary function and, here and below, ' denotes is. Then, let us 

seek solutions of (2.5) of the form 

O'n-l -s 1 + Un1 - __ 
n - eS 

._--, (4.2)V n = e 1 _ Unll - 1 + O'n-l 

with the boundary conditions 0'-1 =0 and 0'1 =(lnx)'. 

In this notion the right hand side of the chain equation (2.5) takes the form 

0' _ 1 - O'~ An == 0' _ 1 - O'~ 6 (4.3) n 2 B - n 2 n, 
n 

where ( PUn 
O'~  + 0'; - 1 )

An = (P(O'~ + ~~)  - AO'n)', Bn + (TnAn = det PO'~ _ AO'n 
(O'~+(1;-l)' ' 



and where the functions P and A are the same as in the previous section. The 

equation (2 ..5) itself becomes 

bn - l-::=~nn 

(j +1 = 11". ) , (4.4)1 
n 1 + (jn(on - 1-17._10", 

or, aft.er some t.rivial manipulations, 

An - (jn-I (Bn + 111/.1.,)
(j.,+1 = '). . (4.5) (l - 2(jn(1n-1 )(B" + O"rIA I1 ) + (Tn-I 0";; An 

Howe\'er, we <:a.1l rewrite (4.4) in the form 

.), 1 I- + (,,,(T., + __= 
( 4.6)I - (T.,<7 I1 +J 1 - fi"_II7,, 

ul' 

" 
= 2:= O",,-n'},.-n( -I)" + I. (4.7)1-(711(7,,+1 

,.,==0 

Using t.hese fOl"ll1ltlae we find that 

=i c' ~,)(1-1 = 0, 0'0 
X' (jt = ) , (4.8)

X' X"- X

(L P(X"'-X') 

where L == L(x) == PX" - AX'. 

All calculations can be carried out all way to the end so that we can obtain an 

expression for O"n+l in the form of a ratio of two determinants of the (n + 2) order. 

The calculations are simpler in the case of axial symmetry (when, for instance, 

a =0). This special case is of interest by itself and in physical applica.tions it is 

referred to as the XXV model. We will discuss this case in the next two sections. 

This will serve as a "warm up" for the general case which will be discussed in 

following sections. 

5. Calculation of 0'2 and 0'3 when C\' = o. 

First we introduce the following abbreviations: The (arbitrary) function X 

will be denoted by 0 (t.hus 0 = X) and its pth derivative will be denoted by p 

(thus p =B). Moreover, in the next section we shall use the symbol fi for the 

,~  p - ('» =<riP~ - r-'~,p~  , W IC , as we WI'II see, 0 ften anses..m ourexpressIOn p == p - ~ h' h 

calculat.ions. Not.e that. S' =(8 +1) - (8 -1) = (s+1). In this section we show 

t.hat., when n = 0, 0"2 ann 113 are given by 

20 31 

20 31 42 .53

d'{ 31 ) d'{ 
42)� 

31 42 42 .53 64 

:1 42 .')3 42 53 64 
(11 = (.5.1)

20 r20 313} '3= 
2rid 1 31 4'> 31 42 53 

det 
2 42 .53 3 42 53 G4C '}

4 .53 64 75 

From t.hese expressions it is easy to guess the form of a general (jk. 

To prove (.5.1) we observe that (4.4) tells us that (12 is given by 

In'[O"~ + (0't}2 -1](1 - 0"10'0) + (1~0'0  

(5.2) 
(]'2 = O"t{(l _ O'IO"o)[lnO'j+(;:)Z-lj' + O'~O'O}' 

and a similar expression holds for 0'3 (the indices on all 0"5 have to be increased 

by 1). So we see that to calculate 0'2 (and (13) we need O'~  (O'D, 11~ + (0'r)2 - 1 

(0'2 + (112)2 - 1),1 - 0'00'1 (1- 0'10'2) and O'~O'o  (0'20"t). 

Let us calculate first O'~  (112). To do this we observe that if we put O'j = ;; 
then 

8~82  - 8182 (5.3)(1; = (82)2 

To perform the differentiation of our determinants we observe that our matri
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along the last row and find that., say, in the i := 2 case ces have the property that each of their rows is the derivative of the row above. 

Hence, when we differentiate their determinants it is sufficient to differentiate 1 20 42) . (0 20 42)
only the last row as all the other contributions vanish. The differentiation of the s~ - Sl = det 1 31 53 , (5.7) 

s~ - 82 = det 2 31 53 , 
last row increases all the integers in it by one (i. e. 2 becomes 3, 42 becomes 53 ( 2 42 643 42 64 
etc.) and so we find that the numerator of (5.3) (in the (12 case) becomes 

a.nd so tha.t 

20 C20 C 20 C20 (20 42 )0 1 2) 31 
def 1 2 3 det 31 42 5331 )31) 31) 31) (31 42 del ·1 :n 42 - det 2 31 42 det 1 31 42 ni1'2 :1 'I 12 !J:l G4d'{ == ,2S:l Gl 2 '12 5:\ :1 42 r,:J :\ ;j:~ (il <1& + (a:!l'l - I (0 20 31))2 

dl t I :31 42
( (5.~)  

:11 1 2 :\ 2 42 5:l=Iht CO )dd [0 
;j:\1 42 2 :3 4 

1 '2 

} (01) (20 31)
3 4 5 6 dd 1 2 dd 31 42 

(5.4 ) 1O"\+ar- =- (1 -20))2 
This result follows from the Jacobi identity for the determinants[~l  (the de- (det 2 31 

20 31)terminants of the matrices, which have in common). Similarily we(31 42 In a similar way we find that 
find that 

20 
(20)det 1 2 3 2 : 

0 1 2) 2) 31 )
( de{ 

1 

del Cl 42 
2 3' 4 3 (5.9) 

0'\ '- (5 ..5 ) 1 - 0'10'2 = 20 
1 20))2 . 3}

( de' C')0

C 42
2 31 

(det ;}e' : 31 

42 53 

Next we calculate� 
with a similar expression for 1 - 0'\0'0·� 

0': + (0';)2 -1 = S2(S~ - 82) - Sl(S~ - sd Next we calculate the derivative of log;ti, which appears in (5.2), where (5.6) 
82 

2 a, {3 and 'Yare defined as in (5.8). This means that we have to calculate 

tha' +@' ay-2y' aD 
This time we have to calculate 82 - 81 and 8~  - S2 We expand ea.ch expression a/Jr 

12 
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Putting in the concrete expressions for a, (3 and,,; in the 02 case we find that 

0 23)o 20 1 2 3 4� 
a'-y - ,a' = -det ( ) det (.5.10)�

1 31 2 3 4 5 '� 
(� 

3 4 .5 6� 

and 

20 :31 

U31 1 :H 42 42)�
53�/J l' - 1'li =del (U . 

(.'),11)
:1] 42)det" C 2 12 5:) Ii'! 

:1 ,):~ lit I,) 

Fin,tlly, ,·ollc:.. tillg all the: te,rllls, f;tdvring thclll ()ut (Ii'. wc' find [hid (1",3 is 

given by a. rat.io of two c,xpressiuns, the numerat.or ()f whidl ill\'olw·s a prudu..-t 

of two ddermillitllt.s and t,he denominator ;t different'c" of (.wo prudud.s. Th ..., 

denominator is given by 

20 31 42)� 20 31� 3 4 20 31� 
0 2 3) 4?)31 42 .53 ( 1 

det 2� 31 42)-det : 53�d,t 3 4 5 det(31 42� 
3 42 53 ( 64� 

42 53 64� 

4 5 6 42 53�53 64 75 3� 
(5.12) 

which we calculate by expanding along the last row. We find that this expression 

is given by 

1 20 31 42)�° 20 31 2 31 42 53� 
(5.13)del (1 31 42) det 3 42 53 64� 

(2 42 53 4 53 64 75� 

This is all what is required to demonstrate our claim that 0"3 (and 0"2) are 

given by (5.1). 

6. The ca.<;e of arbitrary n, when G' == 0 

Here we use the induction method to prove our general formulae for (1k U: ~ 

0). As the calculations of this section repeat what we have done in the previous 

one they can be skipped during the first reading of this paper. In our general 

proof we will use the notation of the previous section i.e. we put °for \ and 

p for and its pth derivative. The matrices which arise in our calculation have 

t.he property tha.t all their rows can be obtained fr0111 a, row of fundians by 

differentiat.ing thcIll a certain Illlmber of times. SO, WC~ will denote them by 

11111,112, ... ,11,,;81,81, ...• 81111 with t.he understanding tha,! thE' /'" row of such a 

l!latrix is given I.ly !/;;.II~;, ••• ,a:/, where a, are some functions of sand 8, some 

IIUllllq,:,a.tivt' ill! ",':"'l'S. 

The {kternJinilllt.s uf such matrices will be denot.ed by 

del 110. 1,0.1, ..• , an; 81,81, ... , 8,,11 :;:: (0.1,0.2, ... , a,,; S 1, S'l, ... , 8 n ). (G.l) 

In this notation, the general form of the solution of the Lanclau-Lifschitz 

chain is given by 

(1,2,3, ... ,2,l+1;O,1, ... ,2n) _ 8~n
(J2n ~ - -;;-, 

(O,2, ,2n+liO,1, ,2n) Sin 
(6.2)

(0,2,3, ,21l+2;O,1, ,2n + 1) _ S~n+1  

0"211.+1 - ~ - - s2 
(1,2,3, ... , 2n + 2; 0, 1, ... , 2n + 1) 211.+1' 

where n ? 0, i =1, a.nd (-1) == O. 

To prove this we observe that our general formulae for 0,+1 (4.5) involve 0L 

0": +(J; -1 a.nd 1-0";-1 0";. We shall calculate them in a.n explicit form; a.fterwa.rds, 

the checking of the fina.l expression reduces to a. very simple problem. 

13� 14� 



For definiteness we shall limit ourselves to the case of odd i (t.he case of even 

i is very similar). First we calculate O"~n+l'  We find 

(0,2, ... , 21i+" 2; 0,1, ... , 2n, 2n + 2)(1,2, ... ,2'1;+ 2; 0,1, ... , 2n + 1) 

(S~n+l )2 

(0, 2, 3, ... ,2,i+" 2; 0, 1, ... , 2n + 1)(1, '2, ... ,21l+ 2; 0, 1, ... , 2n, 2n + 2) 

(S}n+l )2 

(0, I, ... , 2n + 2; 0, 1, ... , 2n + 2)( 2, :l, ... ,21;+ 2 j 0, 1, ... , 2" ) 

(sjll+1 )2 

(IU) 

Th, I,lst ('lllIa.lity, again. fulluws frutl! the .h"uL,i idt'ntity'J 

Tu !'akulal, a; + a; - 1 <tnd 1 - (1,_!fJ, we list; till' fullu\\'ing propf'l'ly (J!" 

!kt('''lllillillil~ (\\'hi"1i ,'<l1l I", ,'11(',,1\(·<1 I,y ,I dire!·t !'akula.tiun) 

de till,; aI, ... , On-I; bdldet/ 112; al , ... , On-I; b2 11 

-detll l2; 01,· . . ,an-I; bdldetl111; al,' .. , On-I; b211 (6.4) 

= detllll' 12; al,···, on-dldetllal,"" aI/-I, bl , b2'1. 

where a" bl , /1 2 , II and /2 denote a.rbitrary (n + I) dimensional column vectors. 

Next, using the notation of (6.2) we observe that, like in (.5.6) 

_ a;((aD' - an - st((s;)' - sD0": + 0";- 1 (6 ..5)
- (s1)2 

We calculate the differences of the terms in the numerator of (6 ..5). Thus for 

(s~n+l)'  - SL+l we have 

(S~n+l)'  - S~n+l =(0,2,3, ,2;+ 2; 0,1, , 2n, 2n + 2)� 

- (1, '2, ,2;+ 2 j 0, 1, , 2n + I) =� 

0(2,3, ... ,2;+" 2; 1, ... , 2n + 2n + 2) -1 (2, ,2;+2jO, 2, , 2n, 2n + 2)� 

+(2, ,2;+2jl, ,2n+ 1)]� 

+2 [(2, ... ,211+ 2; 0,1,3, ... , 2n, 2n + 2) + (2, , 2n+ 2; 0, 2, , 2n + 1)]� 

+( _l)k [(2, ... ,21;+ 2; 0, ... , k - 1, k + 1, ... , 2n, 2n + 2)� 

+(:}_, ••• , ?:-+..... 1(, 'J. ° ••• , h·I. _.)_, 1\.,I. .•• , 'J._ll + 1)] +.... " .'. 

(6.6) 

The simplest wa.)' to calculate the sums of detf:rminants in square bracket.s 

111 (G.G) is to n'presellt the functions mby their Laplace transforms, i.e. put 

Z=I ().Stj)(,\)d,\. :3 = I ).e>'·¢(>.)d>. etc. Then each of the det.erminants may be 

represented by lill (211 + 1) dimensional int.egral over d>\} .•• d'\211+1 with the in

tegrand being proport.ional to the Vandermonde determinant lV ('\1, ... A2n+l), 

which is ant.isynunetric wit.h respect to the permutation of any pair of its argu

ments. 

Let us calculate, for example, the sum of the two determinants which multi

plies (1) in (6.6). We find 

JdAI ... d'\2n+1 ¢Pt}¢(>'2) ¢(>.2n+l )[>.~>.~  A~~~i  + Al'\~'"  >.~:tU  

x W{Al A2n+d =Jd>'l d'\2n+IlJ'l(,\t)·· ·¢(A2n+d (6.7) 

2n 
X A~>'~ .. .A~~t~(.\l  + ).2n+l + L >'j)W(>'I ... >'2n+I), 

i=2 

as each of the terms of the added sum corresponds to an expression which is 

symmetric with respect to the permutation of any two indices of '\'s and so 

vanishes after the integration with the Vandermonde determinant. 
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But the last step of (6.7) can be rewritten as 

J ... d),2n+l ¢Ud· "<P(),2n+d),~),~.. • Aj:t:d),1 

1 A} ... Ai
n 

Ai
n
+ 

2
) 

2 A A2n A2n+2 
2 .. , 2 2 _ (6.8) 

· . . . .· . . . .· . . . .( 
2n 2n+2

1 A2"+1 •• , ),211+1 >'2n+l 

=(2,3, ... ,2,;-+ I, 2,;+ 3j 0, I, 2, ... , 2n + 1). 

Performing such a caJculation for each term in (6.6) and in (6.5) allows liS to 

prove our formula (6.2). 

In the' sanle way Wt~ Glkulalt~ all Ih(· uth.:'!' (f'rms in (6.6) and find 

(8~"+I)' - S}ll+l =(n, 2,3. ... ,2,;+ 2; 0,1, ... ,2/1,211+ 2)

(1,2, ... ,2;;+ 2; 0,1, .. . ,211 + 1) =(0,2, :3, ... ,2;;+1,2;+3; 0, 1,. . . ,20.211+ I). 
((:U!) 

The cakulations of the second t.erm in the numerator are the same and we obtain 

(s~n+tl'  - S~n+l :; (1,2,3, ... ,21;-+ 1,2;+ 3, 0,1, ... , 2n, 2n + 1). (6.10) 

In this way we find that 

O'~n+l  + 0"~n+1 - 1 :; 

(0,1,2, ... , 2n + 1; 0,1, .. . ,2n + 1)(2'3, ... ,2n+2,2n+:3j 0, 1, ... , 2n+ 1) . 

s~n+l 

(6.11) 

The calculations of 0": + 0"; - 1 in the case of even i are very similar. In the case 

when i :; 2n we find 

I 2 1- (O,I, •.. ,2n,O,I, ... ,2n)(2,3, ... ,2n+2jO,1, ... ,2n) ( 'J)
0"2n + 0"2n - - 2 6.L 

s2n 

When we calculate I-O"i-10"j it is necessary to use the definition (6.2), expand 

the determinants of the i th order along the last row, use (6.4) and then observe 
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that 

1 .. (0,1, ... ,i;O,I, ... i)(2,3, ... t+l;0,1, ... ,i-l) 
- 0",-10", = ~ ~ ~ --- ~(1,2, ... , ij 0, I, ... , i-I )(0,2, ... , i+ 1; 0,2, ... , i+ 1,0,1, ... , i)

(6.13) 

Finally, repeating, step by step, all the calculations (5.10-5.13) of the previous 

set;tion we have convinced ourselves about the validity of our recurrant formulae 

(6.2). 

Let us a.dd t.hat as a result. of our formula.e we can make the following state

ment.: 
Agen(:ral solu tion of t he following one-dimensional chain system 

1 (6.14 ) 1 t".,_,,~).p'(""~1  +2",),
;Pi = (~<Pl +1 

wh(.rt: ') is ,til ubit.rary constant, <P = ~ and on which the following bVlllldary 

conditions are imposed <P-1 = <pn+1 :; 0, is given by the expressions 

1 + 0", (6.15)
-'Pt-_~-. 

e - 1 - O"j 

Here (1, are defined by (6.2), X are given by \ = '2::;=0 esf).,t, where Cs are 

arbitrary constants, and where As sat.isfy the following relation: 

(6.16)
),0"'),"/ = O.L>'a+ L Aa A/3),"/+ L 

a a'l431:"1 odd .umber of ,.d,,'" 
all d.ff ....' 
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7. An example 

In this section we determine explicitly some solutions of our equations (2.3) in 

the case when a == O. We leave the discussion of the generality of these solutions 

to a further publication. Here we just want to show that our procedure is sound 

i. e. that we can find nontrivial solutions of the Landau Lifschitz equation with all 

the reality conditions properly imposed. So, here, we look for simple nontrivial 
solutions of (2 ..3). 

To find such solutions we have to solve first the equation (:l.7) for th(~ function 

\. However, for (1 = 0 this equation is just tIle heat equation a.ad it is easy to 

write down its solutions. The simplest solution (a.part from \ = 0) is probably 

\(.1'. t) = A f.I'I'(iB). 
(7.1 ) 

2 
1wh('rc tJ == 11 t + 1 .1'2, and wh(~r(: fI <wd A are arbit.rary "ul1lpkx Ilumbers. lIere, 

for simplicit.y, we have chosen, ')' == 1 in the definition of P(;IJ) in (2.;), W41ich gave 
liS S = IX. 

\-Vith this choice We find that (10=collst.ant and so we see tha.t. we have ob

tained a time independent solution for tIle Landau-Lifschit.z field u. To find a 

time dependent field we need t.o start wit.h a more complicated x. 

To do this we consider a slight.ly more general solut.ion of (3.7); namely 

3 

X = L Ak exp(iOk), 
(7.2)

k=O 

2 
where Ok = Jilt + J.lkX , and where Ak and Jtk are, at this stage, some arbitrary 
complex numbers. With t.his choice of X we find that 

0'0 = 2:~=o  Ak Jtk exp(ifJk) 
(7.3)2:2=0 Ak exp(ifJk) , 
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and 

l:i=o *(J'; - JL) )2(JL; + JLj) exp( -i(h) 
0'1 = 3 1.? . , k 1: i 1: j. (7.4) 

Lk=O k(JI. - JLj )~(1 + JLl/lj) exp( -tOk) 

Next we impose our conditions of reality of u. To do this we require that 

v! == uO'. This will be true if 0'2 = O. When we calculate 0'2 we find that 

JLl + JL2 + Ji3 + JL1Ji2JL3 
0'2 = (7.5) 

1 + JLt/12 + JL1JL3 + IL2JL3 

a.nd so we see that. we have a condition on II'S: 

JLI + J/2 + JLJ + JLIJL2Ji3 = O. (7.6) 

1I0\\'e\'<:' I" , this is not enough; t.o guarantee t.he realit.y of our solution of t.he 

Land:llI-Lifsdlit'l cc!uat.iun w(~ have to impose also 1I~ = Vo. Given (4.2) we see 

that. this requires (1J = -al' In this case our solution is given by II =UI. 

It is easy t.o see that t.here exist many solutions of (7.6) and of (1~  = -(11. To 

see this we expand all the t.erms in (1~ = -(11 and find that many of the resultant 

conditions are satisfied if JtA' satisfy (7.6) and either all are real (i.e. ILk = ILk) or 

one JI is real and the remaining two are complex conjugates of each other. 

The remaining conditions can then be treated as conditions on Ak. In the 

first case (when all Jik are real) Ak have to satisfy: 

At t 
1(2 Jll A2 2 JL2-A JL1 - Ji3) (Jil + /13)(1 - -) + -A(JL2 - JL3) (Ji2 + Jt3)(1 - -) = 0, 
1 Jt2 I JLl 

At t 
l (JLl - JL2)2(JLl + JL2)(1 - !!:2.) + AA3 (Ji2 - JL3)2(Ji2 + Ji3)(1 - Jt3) = 0, (7.7)

A3 Ji3 1 JL1 

At t 
2( )2( JL2) A3( )2 )( 1'3-A JL1 - JL2 JLl + JL2)(1 - - + -A Jil - Ji3 (Ji1 + Ji3 1 - -) = O. 
3 JL3 2 M 



while in the second case (when Jl'2 =ILL ILl =Ill) we llave 

At Aj 2? 

Al (1l2 - 1l3)-(1 + 1l21l3) =A3 (JLl - 11'2) (1 + 1l11l2), 

At At 2? 

-A(Ill - 1l3)-(l + JLl1l3) =A2 (Ill -1l2) (l + 11'!Jl2), (7.8)
2 3 

A~ ? A! .? 

-A (J1.2 - Il3)-(1 + tt'2P;s) =-A' ('11 - 113)-0 + 111113).
1 2 

Notice tllltt we can set., say, AI == I and that, say, t.he last. equat.ion in (7.7) 

and in (7.8) is <tutolllat.i'·itlly fulfilled if all the ot her (.t:pl;ttioIlS are satisfkd. 

Thf're are variuus solutions uf th(~se e((lI.tlicJl\s. III the ,·aSf· whE'1l ill.. <11'(' real 

't l1alllnl.) (~h()ice is to "tke A" j'(~al. Theil (7.7) /)(·'.'olile f'rillii.tiulls fur .ti. which 

shuuld haw~  posit.iv,· sulutiulls. Thlls "'f, have to lind 1'1.'. I.. = I, 2 <ind :1 Sl1dl 111a.! 

(7.6) is satisfied a.nd A~ are positive, It is eltsy 10 check t.hat if we dlvose, say, 

/11 = 0..), Jl 2 :: 0.1 (and /13 is given by (7.6») the expressions for Ai are indeed 

positive and we have al~ explicit solution of the Landau-Lifschitz equ<tt.ion. 

In the second case t.he sit.uation is even simpler as this time (7.8) are sat.isfied 
if we take, say, A2 == 1 and 

A_I !II:! - It3f (1 + W2tl3) 
(7.9)1 - Aj (/lj - Il3)2 (l + III Jl3)' 

In this case it is easy t.o see t.hat the solution u is of the "soliton" type _ i. e. 53 

(see (2.2) is nonzero in a. localised region. 

We will not discuss a.ny further properties of these solutions, nor try to con

struct more general ones. This will be done in our further work. Our reason for 

giving these examples here has been to demonstrate that the method works, i.e. 

that it gives us solutions of the original equa.tion with all the reality conditions 
explicitly fulfilled. 

8. The general case (a ::j: 0) 

In this section we will present explicit formulae for the recurrence relation 

for (1 k (4.5) in the general case (i. e. with no symmetry). We do not give a proof 

of the derived expression as our method of proving it is quite involved and, in 

the main, follows quite closely the steps used in the proofs given in the previous 

sections except. that all the calculations are much more cumbersome. We believe 

tha.t a simpler proof of our results may be found by considering in more detail 

tll(· group theordk nature of the Landall-Lifschitz chain with two fixed ends (i.e. 

limited from both ends) and given in terms of the theory of semisimplE' algebl'itS 

itll'd their representations but so far we have not found it yet. 

To present the eKplit:it expression for (1k in the general C,tse we introduce the 

fullowing infinite dimensional matrix 

x' \'1- \ U L" - L (L'2)'� 

X L R(x./11 - x.') L2 li(L''' - £I) L3� 

Llf�x' £I - L (L2)1 £IV - L" (L3)' 
(8.1 )I·L L2 R(£/It - V) (L3) R(L" - £III) £4 

U (£2)' R(L'v - £1/) (£3)' Lb" _ £IV (L4)' 

The form of this matrix is, hopefully, obvious from the entries that are explicit.ly 

given in (8.l). Then, our expression for (1k is derived from (8.1) and is given by 

detk+dlx/ll) f>. 
k~O  (8.2) 

(1k;: ( detk+lllxll ' 

where the symbol Ilxll denotes the matrix of the k + llh order which is obtained 

from (8.1) by taking its submatrix consisting of entries only in rows 2,3, ..k + 2 

and columns 1,2,...k+1 and IIx'lI denotes a similar metrix with entries from rows 

1,2, ...k+1 and columns 2,3, ..k+2. Also t.k = (_l)k. 

22 



\� 
"v 

'i 

9. Conclusions 

We have shown in this paper how the exploitation of the existence of a discrete 

group of symmetries of a given equation can help us in det.ermining its solutions. 

In t.his paper we have demonstrated this on the example of the inhomogeneous 

Heisenberg ferromagnet described by the Landau-Lifschitz equations. Our main 

result for these equations is given by (8.1). 

We would like to st.ress, that although in this paper \\ie ha.ve concentrated 

our at.t.ent.ion on the Land,w-Lifschitz equations our method is completely genera'! 

and cOlild he i1Vpli.·d to ,lilY q)lllpktdy integrabl(· sysknls. III ('adl of tllc·sc ,'ases 

olle hilS to take th,· fnlluwing SkI'S: First. OIl(' hits to rf:'writE' thc' equatiuns whidl 

d.-'s,ril,c the brUlI1' or till" </isnete sylllllletrit's as a syslc!Il uf "'1 UiI.t iOl\s for 11", 

(~urr<:'sl'olldillb la.tti,·c,. This systcm of f:'quaJiul1s is (olllpl.,tdy intcgraJ.tE· duc' to 

t he intq~r,tbility vI' \)1' thE' syllllll"try c·quaJiol\s. Nt'xl vilE' dcriw:s the solutions of 

the l;tttice equatiQns which arise when we reqllire thaJ this dlitin of equations is 

limit.ed from both ends. The solutions one obtains depend on several arbitra.ry 

complex parameters. Finally, we impose the condit.ion of reality (t.his we do by 

requiring that Vo = /1.1 and 11.0 = v1 (N-even), where we ha.ve assumed tha.t the 

finite chain stretches from 0 to N. This condition of reality fixes some of our free 

parameters. Then, the solution in the middle of the chain sa.tisfles the reality 

condition which we want our solution to possess, namely vN/2 =U~/2' 
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