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QeD AND JETS (THEORY) 

STEFANO CATANI 

INFN, Sezione di Firenze, Largo E. Fermi 2, 


1-50125 Florence, Italy 


ABSTRACT 

Recent theoretical developments in perturbative QeD and jet physics are reviewed. The comparison between the 
theoretical predictions and the experimental results from high-energy e+ e-, ep and pp colliders is discussed. 

Introduction 

Recent theoretical and experimental progress in 
Quantum Chromodynamics (QCD), the quantum field 
theory of strong interactions, has been· presented in 4 
parallel sessions (with more than 40 talks) and in about 
50 contributed papers at this Conference. Due to the 
limited amount of time and space, my contribution can­
not be considered a comprehensive review of the sub­
ject. A list of general topics reviewed elsewhere includes 
structure functions (and small-x physics) [1), most of 
HERA physics [2) and spin physics in QCD [3]. In this 
talk I concentrate on the comparison between pertur­
bative QCD and jet physics data from e+ e-, pp and 
ep colliders. In particular, 1 shall discuss the impact of 
accurate theoretical predictions on the analysis of the 
experimental data and outline further theoretical devel­
opments necessary both for future QCD tests and for 
calculations of QCD background for new physics. 

Hard scattering cross sections in perturbative 
QeD 

The perturbative approach to hard-scattering cross 
sections is based on the parton model picture. Consid­
ering, for instance, the inclusive production of a single 
particle at high transverse momentum Pl. in the col­
lisions of two hadrons (Fig. 1), and neglecting higher­
twist corrections (contributions vanishing as an inverse 
power of P.l), one can write down the cross section as 
a convolution of non-perturbative structure (F) and 
fragmentation (D) functions and a hard cross section 
factor O"hard. The latter is dominated by momentum 
regions of the order of P l. and hence, provided that 
P.l ~ A (A being the QCD scale), it can be computed 
in QCD perturbation theory to the lowest order in the 
'smaW (due to asymptotic freedom) running coupling 
as(p.l) -- (.80 Inp1/A2)-1. 

This naive parton model approach predicts the order 
of magnitude of the cross section. The accuracy of the 
perturbative QCD expansion is instead controlled by 
the size of the higher-order corrections, as given by the 

hF 

Fig. 1: The parton model picture of hard-scattering 
cross sections. 

+~:: 
k 

Fig. 2: Real and virtual NLO corrections for the hard­
scattering process PIP2 - P3P4· 

emission of both real and virtual gluons (Fig. 2). In the 
computation of these corrections one has to deal with 
different kinds of singularities. The customary ultravio­
let singularities, present in the virtual contributions, are 
removed by renormalization. By adding real and vir­
tual terms, the infrared divergences cancel in inclusive 
cross sections, whilst the left over collinear singularities 
are factorized in the process independent structure and 
fragmentation functions F(x,Pl) and D(x,PJJ, leading 
to predictable scaling violations. 

Completely inclusive quantities: NNLO predictions and 
as determinations 

Because of this complicated pattern of singularities, 
the simplest quantities which can be computed in QCD 
perturbation theory are the fully inclusive quantities, 
i.e. infrared and collinear safe observables depending 
on a single momentum scale. In this case only ultra­
violet divergences appear and, at present, techniques 
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are available [4] to perform analytic calculations up to 
next-to-next-to-Ieading order (NNLO), i.e. to relative 
accuracy O(a~) with respect to the lowest-order ap­
proxima~ion. 

Quantities which have been evaluated to NNLO in­
clude the imaginary part 1m II(i) ( Q2) of the correla­
tion function of the vector (i = V) and axial (i = A) 
currents [5,6] (the relevant mass corrections O(m~/Q2) 
are also known [7]), the deep inelastic scattering (DIS) 
sum rules (namely the Gross-Llewellyn Smith sum rule 
and the polarized and unpolarized Bjorken sum rules) 
[8] and the O(a~) coefficient functions for the DIS [9] 
and Drell-Yan [10] processes (note however that in this 
case a consistent NNLO prediction requires the O(a~) 
anomalous dimensions, which are still unknown)"'. 

Fully inclusive quantities are expressed as a simple 
power series expansion in as and, therefore, they are 
particularly suitable for as determinations. 

The imaginary part of the current-current correla­
tion functions is directly proportional to the total hadro­
nic cross section in e+ e- annihilation. The experimen­
tal data in the centre-of-mass energy range from 20 to 
65 GeV have been recently reanalysed by D. Haidt. 
Haidt's analysis [11] includes a consistent and updated 
treatment of electroweak radiative corrections as imple­
mented in ZFITTER [12]. Using the perturbative QCD 
prediction for the vector part of the current correlation 
function (the axial part is negligible below the ZO reso­
nance), Haidt obtains the following value for the strong 
coupling constant 

as(35GeV) = 0.146 ± 0.030 , (1) 

where the error is dominated by the experimental uncer­
tainty. The corresponding value evolved to the ZO mass, 
using the QCD running in NNLO [13], is as(Mz) = 
0.124 ± 0.021. Both the vector and axial parts instead 
contribute to the hadronic width rhad(Mz} of the ZO 
vector boson. This quantity is therefore given by the 
non-factorized expression 

rhad(Mz) =r~wR~CD + r:wR~CD' (2) 

where r~./ include all the known electroweak contri­
butions (14] and R~'tD -.. ImrrV,A(M~) are the corre­
sponding QCD corrections. Nonetheless, in the proper 
range of electroweak parameters, one can derive an ap­
proximate factorized expression. The factorized for­
mula for the hadronic branching ratio of the ZO recently 
obtained by G. Passarino [15] is 

R - rhad(Mz} "" R [1 + 1050+0.003as 
- rlep(Mz} - 0 . -0.002 1r 

... As shown below, for all these observables the size of the com­
puted coefficients in the as expansion (not as/1£' !) have been 
found to be of order unity. 

+1.136 ("':)2 -12.805 ("':)"] , 

Ro = 19.96~tg! , (3) 

where the uncertainties on the O(as) coefficient and 
Ro refer to variations of the top and Higgs masses in 
the range 100GeV < M t < 200GeV,60GeV < MH < 
1 TeV. Including the data collected in the 1992 run, the 
new LEP average for R reported at this Conference [16] 
is R =20.781 ±0.049. From this value and using eq. (3) 
one gets 

as(Mz) = 0.120 ± 0.007(exp.) ± 0.006(th.), (4) 

where the central value corresponds to Mf =150 GeV, 
MH = 300 Gev and the theoretical error is dominated 
by the uncertainty on the top mass. There is a slight 
discrepancy between the as value in eq. (4) and the 
corresponding official LEP average [16J 

as (lYfz ) = 0.124 ± 0.007( exp.) ± 0.006(th.) (5) 

This discrepancy is enterely of 'theoretical' origin (and 
smaller than the present experimental accuracy): the 
value in eq. (5) is obtained again from the result in 
eq. (2) as numerically implemented in ZFITTER 4.6. I 
believe the origin of this discrepancy will be soon clar­
ified. 

An independent determination of as in NNLO can 
be obtained from the hadronic width of the T lepton. 
Also this quantity is indeed related to the current cor­
relation function via a simple momentum sum rule [17]. 
The corresponding hadronic branching ratio is given by 

B( T - 111' + had.) (0) ]
R1' = B( [- ) =R [1 + bpert . + bnon-pert. , 

T - 111' 111 

(6) 
where R(O) is the parton model value and the pertur­
bative QCD correction is 

as (a s )2 (as)3
bpert . =-;- + 5.2 -;- + 26.4 -;- . (7) 

Since the T mass M1' is not very large, the non-pertur­
bative higher-twist contribution in eq. (6) is potentially 
sizeable. An estimate [17], based on QCD sum rules, 
gives 6non-pert. = -0.02 ± 0.01. Using this value and 
the present world average for RT , one obtains [18] 

as(M1') =0.36 ± 0.02(exp.} ± 0.04(th.}, (8) 

or, equivalently, as(Mz) = 0.122 ± 0.002(exp.) ± 0.004 
(th.). The very small theoretical uncertainty in eq. (8) 
heavyly relies on our understanding of the non-pertur­
bative corrections. The good news that appeared dur­
ing this year is that the estimated value of bnon-pert. has 
been found consistent with the measured nadronic mass 
spectrum of the T lepton [19]. For this reason, I think 



3 

we are now more confident about the determination (8) 
of as from T decay. 

The Gross-Llewellyn Smith sum rule can also be 
used to extract as. The NNLO theoretical prediction 
gives [8] 

l dx [F:p\x, Q2) +Fa"P (x, Q2)1= 6[1- 6.p." - 6.h. ..] , 

o (9) 

as (as)2 (as)3Llpert. = -;- + 3.58 -;- + 19.0 -;- ,(N, =3) . 
(10) 

Chyla and Kataev [20] used recent high precision data 
at (Q2) = 3 Gey2 from the CCFR Collaboration [21] 
and the estimate Llh.t. = 0.032 ± 0.016 for the higher 
twist contribution from QCD sum rules to obtain 

o:s(1.73GeY) = 0.320±0.043(exp.)±0:029(th.) . (11) 

Also in this case, due to the relatively low momen­
tum region involved, the theoretical uncertainty is dom­
inated by the higher-twist correction. A measurement 
of as from the Q2-dependence of the Gross-Llewellyn 
Smith sum rule would be very interesting to confirm the 
result in eq. (11). 

NLO calculations for inclusive quantities 

QCD calculations beyond leading order for inclusive 
quantities are much more involved. Due to the compli­
cated phase space for multi-parton configurations, an­
alytic calculations are in practice impossible for most 
of the distributions. Moreover, infrared and collinear 
singularities, present in the intermediate steps, have 
to be first regularized by analytic continuation in a 
number of space-time dimensions n = 4 + 2f differ­
ent from four. This analytic continuation greatly com­
plicates the Lorentz algebra and prevents a straight­
forward implementation of numerical integration tech­
niques. Despite these difficulties, efficient computa­
tional algorithms have been set up [22], at least in next­
to-leading order (NLO). Let me briefly sketch the basic 
points of the algorithms. 

The NLO matrix element IMreal(Pi, k)12 for real 
emission (Fig. 2) is split in a regular and a singular 
part IMread2 = IMreg.12 + IMsing.12 in the infrared and 
collinear limit. The regular part can be numerically in­
tegrated directly in four space-time dimensions, whilst 
only the singular part has to be evaluated analytically. 
The relevant simplification is that IMsing.12 can be com­
puted without any explicit NLO calculation in n = 
4 + 2f dimensions. This is because it can be obtained 
from the leading-order matrix element IM(pd1 2 by us­
ing universal infrared and collinear insertion factors. 
The corresponding factorization formulae [23] in the in­

frared and collinear limits respectively are 


IMsing. (pi, k)12 =Mt (Pi)[J(Pi; k)]2 M(Pi) , (k -to 0) , 


Li npr /Pik is the soft gluon current 

(12) 

IMsing.(Pi, k)12 = IM(Pi)12-.!....kPi(Z; f) , 
Pi 

(k -to ZPi) , 

(13) 
where JJJ(pii k) = 

and Pi(Z; f) are the Altarelli-Parisi splitting functions. 


Also the computation of the NLO matrix element 
for virtual emission can be at present greatly simplified. 
It has been realized that, in the infinite string tension 
limit, string theory provides an efficient bookkeeping of 
the Feynman diagrams of the corresponding massless 
field theory and new simplified techniques for evaluating 
one-loop amplitudes (although, so far, only in the case 
of external gluons) have been derived [24]. Using these 
techniques previous calculations of the one-loop 4-point 
amplitudes [25] have been checked and a new result, the 
one-loop 5-point gluon amplitude, has been obtained 
[26]. Although, it has been shown a posteriori that 
similar results can be derived directly from field theory 
[27], it is likely that string theory methods may continue 
to play a major role in inspiring simplified Feynman 
rules. 

The extension to higher orders of the NLO tech­
niques described so far is still an open problem and a 
challenge for theorists in this decade [28]. 

Having presented the general method to perform 
NLO calculations, in the following sections I shall dis­
cuss the comparison between these predictions and high­
energy collider data. 

Jet llleasures in e+ e - annih.ilation 

The most detailed QCD tests performed so far at 
e+e- colliders are based on studies of shape variables 
and jet cross sections. 

Shape variables 

The shape variables are global observables charac­
terizing the structure of the hadronic final states. One 
of these variables is the thrust T, which is defined as 

T M Li IPi . nl (14)= J-x Li Ipil ' 

and thus maximizes the total longitudinal momentum 
(along the unit vector n) of the final-state particles Pi 
in a given event. For a two-jet event we have T = 1, 
whilst a spherical event has T =1/2. Many other shape 
variables can be defined [29J, with the only constraint of 
being infrared and collinear safe observables. Once this 

http:IMsing.12
http:IMsing.12
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constraint is fulfilled, they can be computed in QCD 
perturbation theory and the non-perturbative contri­
butions are nominally of the order A/Q (Q is the e+e­
centre-of-mass energy). In the following I denote by ya 
generic shape variable whose two-jet limit corresponds 
to the region y - 0 (for instance, y = 1 - T). The 
corresponding shape variable cross section is defined by 

Y.,- l , 1 dO' 
(15)R{as{p),Q/p;y)= 0 dY;dy' . 

The conventional approach for studying shape vari­
ables is based on the comparison between data and NLO 
QCD calculations in the form 

R(as(p), QII1; y) = 1 + as(J1)R(1){y) 

+a~(/')[R(2>(y) - 2/3oR(l)(y) In Q/p] (16) 

+O{a~ In2 QII') , 

where the perturbative contributions R(1){y), R(2)(y) 
have been computed numerically (as described in the 
previous section) by Kunszt and Nason [29]. Note that, 
unlike in the case of the fully inclusive quantities theI 

perturbative terms in eq. (16) are functions of the ac­
tual value of the shape variable y. Moreover, in eq. (16) 
we have explicitly introduced the dependence on the 
renormalization scale p. This dependence is formally of 
NNLO (i.e. dR/dInJ' = O(a~» but it can be numer­
ically large if i) Jl is very different from the centre-of­
mass energy Q (see the O{a~ In2 Q/p) term in eq. (16», 
i.e. the natural physical scale of the process, and/or ii) 
the perturbative functions R(n)(y) are large. For these 
reasons, assuming a well-behaved perturbative expan­
sion, p is usually set equal to Q and l' variations (typi­
cally by a factor of four) around this value are used for 
estimating the theoretical uncertainty due to uncalcu­
lated higher-order contributions. Nevertheless, a more 
empirical approach is often considered: p is left as a 
free parameter and fitted to the data together with as. 

An updated summary [30,31] of as determinations 
from NLO calculations in e+e- annihilation is presented 
in Fig. 3. All these measurements are pretty consistent 
and the average value (taking into account experimental 
and theoretical correlations) for as is 

as(Mz) =0.119 ± O.OOl(exp.) ± 0.006(th.). (17) 

The error is dominated by theoretical uncertainties due 
to hadronization corrections and higher-order contribu­
tions. The non-perturbative hadronization effects are 
estimated via Monte Carlo event generators by com­
paring the corresponding results at parton and hadron 
level. The overall size of these corrections is typically 
between 5 and 15%. The relative effect among different 
Monte Carlo generators is instead of the order of few 
percent and is usually assigned as the corresponding 
hadronization uncertainty. 

Higher-order contributions are estimated from renor­
malization scale variations. As a matter of fact, the 
peculiar feature of these QCD tests and as determina­
tions to O(a~) is the following [32]. Far away from the 
two-jet region, the NLO expression (16) with a renor­
malization scale p ~ Q gives good fits to the data. On 
the contrary, reasonable fits in the two-jet region can be 
achieved only by using renormalization scales p much 
smaller than Q (as small as a few GeV!) and values of 
as smaller than those obtained in the multi-jet region. 

Julv 15. 1993 
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Fig. 3: Compilation of measurements of as{Mz) from 
event shapes, jet rates, energy correlations and scaling 
violations, in O(a~), at LEP and SLC [31]. 

The reason for this strong scale dependence is that 
the perturbative functions R(n )(y) in eq. (16) are large 
in the two-jet region (y - 0). For instance, in the case 
of thrust the actual calculation gives 

R(y =1-T) ~ 1-CF as In2(1-T)+O(a~ In4(1-T» . 
1"-1 1\" 

(18) 
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The double logarithmic contribution as In2(1-T) is due 
to the bremsstrahlung spectrum of a soft and collinear 
gluon. Although infrared and collinear singularities can­
cel in inclusive cross sections upon adding real and vir­
tual contributions, in the two-jet limit real emission is 
strongly inhibited. The ensuing mismatch of real and 
virtual corrections generates 10garithmicaIIy-enhanced 
terms whi-eh spoil the convergence of the perturbative 
expansion in as. 

Observables dominated by two-jet configurations are 
thus affected by a large and systematic theoretical un­
certainty due to higher-order logarithmic corrections. 
Reliable predictions can be obtained only computing 
these corrections and, if possible, resumming them to 
all orders in as. 

A detailed understanding of logarithmically en­
hanced terms now exists for many shape variables [33­
37], namely those for which the small-y logarithms L = 
In l/y exponentiate [38]. The shape variable cross sec­
tion R(as, y) can thus be written as follows 

IR(as l y) = C(as)E(as l L) + D(as! y) (19) 

where 

C(as) = 1 + L
00 

Cna~ 
n=1 

00 n+1 
In E(as, y) = L L Gnma~Lm =Lg1(asL) 

n=1 m=1 

+ g2(asL) + crsg3(asL) + ... , (20) 

and D(as, y) vanishes as y -+ 0 order-by-order in per­
turbation theory. The word exponentiation refers to the 
fact that the terms a~Lm with m > n + 1 are absent 
from In R(as, y), whereas they do appear in R(crs, y) 
itself. In the expression (19) the singular In y depen­
dence is enterely included in the effective form factor 
E. The function g1 resums all the leading contributions 
cr~Ln+l, while g2 contains the next-to-leading logarith­
mic terms cr~Ln, and 93 etc. give the remaining subdom­
inant logarithmic corrections a~Lm with 0 < m < 11. 

Eq. (20) represents an improved perturbative ex­
pansion in the two-jet region. Once the functions gi 
have been computed, one has a systematic perturba­
tive treatment of the shape distribution throughout the 
region of y in which asL 1{. 1, which is much larger than 
the domain asL2 <:: 1 in which the as perturbative ex­
pansion (16) is applicable. Furthermore, the resummed 
expression (20) can be consistently matched with fixed­
order calculations. In particular ,one can consider the 
next-to-Ieading logarithmic approximation (NLLA) as 
given by the functions 91 and g2 and combine them 
with the order-a~ results in eq. (16) (after subtracting 
the resummed logarithmic terms in order to avoid dou­
ble counting), to obtain a prediction (NLLA+O(a~» 

which is everywhere at least as good as the fixed-order 
result, and much better as y becomes small. 

Extensive experimental studies based on NLLA+ 
O(a~) calculations have been carried out during the 
last two years [39] and further analyses have been pre­
sented at this Conference [40]. As expected from the 
improved theoretical accuracy of these predictions [33], 
it has been shown that the resummed calculations have 
a reduced dependence on the renormalization scale and, 
in particular, remove the need to choose 'unphysical' 
(very small) renormalization scales in the two-jet region 
(see, for instance, Fig. 4). 

Ii .!--.......~O.J."-........-u"-'"""""-u.J......---GA.J..,..o.--....u.J..,..o......L.........:...Ju 
14"'/". 

Fig. 4: Measured distributions of heavy jet mass Mf[) 
and thrust T, compared with fits to the O(a}) and 
to the resummed NLLA+O(a}) calculations, with a 
renormalization scale factor XJl. == Jt/Q = 1 in both 
cases. 

A summary of as(Mz) from resummed calculations 
is given in Fig. 5 [30,31}. The resulting (correlated) 
average value 

crs(!v/z) = 0.123 ± 0.002( exp.) ± 0.005(th.) (21) 

is in good agreement with that obtained from analyses 
in O(cr}) alone and has a comparable uncertainty. Note 
however that the theoretical errors are treated differ­
ently. All the central values in Fig. 5 refer to the same 
renormalization scale value Jt = Q and scale uncertain­
ties are evaluated by varying I' by (approximately) a 
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factor of four around Q. This range includes the best 
fit values for p: renormalization scales very different 
from Q are not only theoretically disfavoured but they 
also fail jn describing the data. Non-perturbative effects 
are again estimated from Monte Carlo event generators. 
However J since modern Monte Carlo simulations oper­
ate by generating parton configurations of arbitrarily 
large multiplicity (typically much larger than the max­
imum of four partons involved at order O(a~», they 
are better suited to estimating the hadronization cor­
rections for resummed calculations. In summary, using 
resummed calculations there is much less freedom to 
define the central value of as and its theoretical uncer­
tainty and a more consistent QeD picture emerges. 

ALEPH 
DELPHI 
L3 
OPAL 

O.12SiO.OO5 
O.123±O.OO6 
O.123iO.OO8 
O.120±0.OO6 

o........,...v.vvv 

0.10 0.11 0.12 0.13 
<ls{M Z ) 

0.14 0.15 


Fig. 5: Summary of measurements of as(Alz) from 
LEP and SLC, using resummed NLLA+O(a~) calcula­
tions [31]. 

Jet cross sections 

A jet is qualitatively defined as a collimated spray 
of high-energy hadrons. It is likely to be produced by 
hard scattering of partons and thus it can be regarded 
as a universal signal of parton dynamics at short dis­
tances. However, in order to perform accurate quan­

titative studies, one needs a precise definition of jet. 
EssentiallyJ one has to specify how low-energy particles 
are assigned to jets. 

The standard jet definition in e+e- annihilation [41, 
29] amounts to introducing a dimensionless resolution 
variable Yij = dij / Q2 for every pair (i, j) of particles 
(jets). Then the particles (jets) with the minimum 
Yij are merged until a fixed resolution Ycut is reached 
(Yjj > Ycud· The final-state particles in each event are 
therefore classified in a well defined number of jets, de­
pending on the resolution Ycut. The main feature of 
this definition is that the corresponding iterative pro­
cedure of clustering type provides an unambiguous and 
exhaustive assignment of particles to jets. 

Several jet clustering algorithms for e+ e- annihi­
lation are available [29]. Different jet algorithms are 
specified by tl1e definition of the dimensionful resolu­
tion variable dij. The theoretically favoured resolution 
variable is [36,42,43] 

d\~.L) = min 2(Ef E~)(1 - cos 0··) (22)
I] " ] '] 

where E j , Ej are the particle (jet) energies in the e+e­
centre-of-mass frame and OJ; is their relative angle. This 
resolution variable reduces to the minimal relative trans­
verse momentum kL j in the limiting case of small rel­
ative angles (Ojj - 0). For this reason the algorithm is 
known as k.l-algorithm. 

Let me compare the k.l-algorithm with an older jet 
definition as given by the JADE algorithm [41], where 
the jet resolution variable is essentially the invariant 
mass dlf) =2E, Ej (1 - cos Ojj) :::: (Pi + pj)2 of the pair. 

The resolution variables i~.L) and d~~) both vanish in . . '] ']
the soft lImit E i , Ej - 0 (the two algorithms are thus 
infrared safe) bu t they behave differently for small (and 
finite) particle energies. It follows that they treat soft 
radiation in a different way. In particular since i~) de-

I '1 
pends on the product EjEj , the JADE algorithm prefers 
to merge soft particles first, even if they are far apart 
in angle. In the case of the k.l-algorithm , the reso­
lution variable d~:.L) is instead diagonal with respect 
to particle energies (i.e. the product E, Ej is replaced 
by E1 or EJ). Hence, soft particles are merged with 
the energetic particle closest in angle. The different jet 
classification is clearly shown by the L3 event reported 
in Fig. 6 [44]. One can say that the JADE algorithm 
induces strong attractive kinematic (due to the jet def­
inition and independent of the underlying dynamics) 
correlations among soft particles. On the contrary, the 
k..L-algorithm, where these correlations are absent, leads 
to the several advantages: i) it avoids a non-intuitive 
classification of events and an unnatural assignment of 
particles to jets (soft and wide-angle jets); ii) it re­
duces the size of the non-perturbative corrections due 
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"'::\,\ . 
(a) 

_--:::::;::::::::::::::~~~·:,?X·~~~~-

Fig. 6: A 3-jet event as 'seen' by (a) the JADE algo­
rithm and (b) the "=1. -algorithm. 

to the hadronization process (since soft particles are 
merged with the energetic particle closest in angle, soft 
fragmentation products are likely to be assigned to the 
'parent' jet)i iii) theoretical calculations in perturbative 
QeD are more reliable, because multi-parton kinemat­
ics does not dominate multi-parton dynamics in higher 
perturbative orders. 

The latter point is particularly evident in the small­
Ycut region, where the QCD perturbative expansion of 
jet cross sections is dominated by large double logarith­
mic corrections of the type as Inm Ycut(m ::; 271). These 
contributions, whose origin is due to the emission of soft 
and collinear gluons (as for the case of event shapes in 
the two-jet region), can be resummed to all orders in as 
if jets are defined using the "=1. -algorithm. On the COll­

trary, in the case of the JADE algorithm, the attractive 
kinematic correlations among soft particles prevent the 
implementation of the resummation procedure [45]. 

In the period of about two years since its introduc­
tion, the "=1. -algorithm has become popular for both 
theoretical and experimental applications, including de­
terminations of as and studies of jet topology and co­

here?ce effects. As an example of these analyses, let me 
conSider the average jet multiplicity (nje,) as a function 
of the jet resolution Ycut. This measurement can be con­
sidered as an alternative QCD test with respect to the 
mean multiplicity of hadrons produced in e+ e- anni­
hilation. An appealing feature of (nje,) is that, unlike 
the hadron multiplicity, it is an infrared safe observ­
able and thus its absolute normalization (and not only 
its asymptotic increase) is computable in perturbation 
theory. Moreover, it is highly sensitive to non-abelian 
effects, i.e. to multiple jet production by gluon cas­
cades. This effect is particularly evident in the small­
Ycut region where the QCD calculation, to leading ac­
curacy in the double logarithmic expansion parameter 
a == (as/27r) In2 Ycut, predicts 

(Hje,) - 2 :::: CFa [1 + ~CAa + _1_C~a2 + ... J . 
1Ic:., < I 12 360 

(23) 
Note that in this approximation the deviation of eq. (23) 
from the double logarithmic behaviour as In2 Ycut is en­
terely due to non-abelian (i.e. proportional to powers 
of the gluon charge CA =Nc ) contributions. The QeD 
predictions for (Uje,) in NLLA+O( Q'~) have been suc­
cesfully tested by the L3 and OPAL Collaborations [39] 
(see Fig. 7). 

10 eData 
QCD + Jetset (as =0.132) 

- QCD + Herwig (as = 0.131) 
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/\ -I 
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10 

-3 10 -2 10 -110 
Ycut 

Fig. 7: L3 data on the average jet multiplicity (Hie,) 
compared with NLLA+O(a~) predictions. 

Many more studies of jet properties in e+ e- anni­
hilation have been reviewed in Refs. [44,46,47]. I shall 
come back to the issue of jet definition in the following 
sections. 

Jet physics in hadron-hadron collisions 

Perturbative QCD predictions for hadron-hadron 
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collisions need an extra input with respect to e+e- an­
nihilation: the parton densities of the incoming hadrons 
to be convoluted with hard-scattering cross sections. 
The present knowledge of parton densities is reviewed 
elsewhere' at this Conference [IJ. For the purpose of 
the following presentation, let me just mention that, 
waiting for new exciting results from HERA [2J, a new 
generation of NLO parton densities was born in the last 
year [48J. They incorporate new and accurate data in 
the range x "" 10- 2 from the NMC [49] and CCFR [50J 
experiments and their main difference with respect to 
previous parton densities is in the increase (about 20%) 
of the sea quark distributions in the small-x domain 
(0.01 ~ x ~ 0.08). 

Cone algorithms 

In hadron-hadron collisions jets are usnaJly defined 
in terms of cone algorithms: a jet consists of all the 
particles whose momenta lie inside a cone of radius R 
in the pseudorapidity-azimuth space. To be definite, 
I shall consider the cone algorithm outlined in the so­
called 'Snowmass Accord' [51.]. Following the Snowmass 
Accord a particle of transverse energy ETi, pseudora­
pidity Tli =-In(tan Bd2) and azimuth cPi (with respect 
to the direction of the colli'ding hadrons) belongs to the 
jet if 

(24) 

where the kinematic variables of the jet are defined by 

ETJ = L ETi, {7JJ, cPJ} = L {fli! cPdETi/ ETJ , 
iEcone iEcone 

(25) 
To a good approximation, this cone algorithm is im­
plemented in the experimental analyses by the CDF 
and DO Collaborations [52,53J. In the following I shall 
discuss the comparison between NLO QCD predictions 
[54,551 and Tevatron data. In particular, I shall ad­
dress some points which require further investigat.ions 
and that I consider relevant for the present and future 
understanding of jet physics in hadron collisions. These 
points refer to: i) the role of underlying-event effects; 
ii) the merging issue in the case of overlap~ing cone~; 
iii) the size of non-perturbative fragmentatIOn contfl­
butions. 

Jet studies in NLO QCD 

During the last three years, detailed studies of jet 
properties have been carried out by the CDF Collabo­
ration at the Fermilab Tevatron pp collider. Also the DO 
Collaboration has joined these analyses in the last year, 
extending the covered angular region up to 1711 < 3. The 
comparison between NLO QCD predictions {54] and 
Tevatron data [56J for the one-jet inclusive cross section 

is shown in Fig. 8. These results are for Vi = 1.8 TeV 
and are averaged over a proper rapidity range with a 
cone of size R = 0.7 t . Note that the NLO QCD cal­
culation provides an absolute prediction for the cross 
section: the agreement with data over nearly ten or­
ders of magnitude is remarkable. The theoretical un­
certainty of the calculation is estimated to be about 
15% [57J. This estimate relies on the dependence on 
both the renormalization scale I' (the 'physical' range 

~ ET is considered) and the parton densities.ET/4 ~ I' 
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Fig. 8: The one-jet inclusive cross sections measured 
by CDF (0.1 ~ 1111 ~ 0.7) and DO (2 ~ ITII ~ 3), and 
compared with NLO QCD predictions. 

An independent source of uncertainty for the pert~r­
bative QeD prediction is represented by the underlYing 
event, i.e. low-pl. fragments produced by soft interac­
tions of the spectator par tons in the colliding hadrons. 
The effect of the underlying event on the cross sec­
tion in Fig. 8 is est,imated to be small [57], at least 

tThe value R = 0.7 (or the cone size is that preferred by the 
NLO QeD calculation [57) in order to rnhunUze the theoretical 
uncertainty due to higher-order contributions. 
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for ET > 50 GeV. Nonetheless it can contribute sub­
stantially to other jet measures. In order to discuss 
this point. let me consider the measurement of scaling 
violation:s in jet cross sections. 

8 
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I 


~ 1.2 

~ 1.0 
'0 
~0.8 

f0­

e 0'8.11...o-....I.--O~.1'-4---0-.l-8--'---O...;..2-2---..i..-
O 2

-
6

-. -----I 

XT 
Fig. 9: Ratio of the dimensionless distributions 
Efdcr/dET at .;s = 546 GeV and 1800 GeV (the dot­
ted box represents the experimental systematic uncer­
tainty). The solid and dashed curves are N LO predic­
tions corresponding to different parton densities. The 
dot-dashed curve is the NLO prediction after the over­
correction for the underlying-event contribution. 

The CDF Collaboration [58] has measured the di­
mensionless inclusive distribution Efdcr/dET at two 
different centre-of-mass energies, .;s = 1800 GeV and 
546 GeV. According to the naive parton model, each 
of these distributions is a function of the sole scaling 
variable XT = 2ET /.;s. Perturbative QCD predicts an 
additional dependence (scaling violation) on ET (more 
precisely, ET / A) or, equivalently, on .;s at fixed XT. 
The data, reported in Fig. 9, clearly show scaling vio­
lations. However, in the 10w-xT region, they disagree 
at the level of two standard deviations with the N LO 
QCD predictions. A tentative explanation of this dis­
agreement has been proposed in Ref. [59]. It is based on 
the treatment of the underlying-event corrections. Ex­
perimental studies of minimum bias events [60] suggest 
that the underlying event generates a distribution <?f 
transverse energy which is almost uniform in the vari':. 
abIes T} and 4>. The CDF Collaboration determines this 
underlying event contribution at each .;s by measuring 
the ET density at large distance (in the l1-tj> plane) from 
the jet axis, the so-called 'pedestal' of the jet. Then an 
equivalent energy density is subtracted from the jet core 
in order to correct the data and compare them with the 
theory. The main observation in Ref. [59] is that the 
energy density measured in the pedestal is about a fac­
tor of two larger than the corresponding energy density 
measured in minimum bias events. Therefore a sub­
stantial contribution to the pedestal height can be con­
sistently attributed to soft QCD radiation associated 
to the jet activity. Since QeD radiation is already ac­
counted for in the NLO calculation, this implies that the 

current data may have been over-corrected. Actually, 
applying the corresponding over-correction to the the­
oretical prediction. the discrepancy between data and 
theory is reduced at the level of about one standard 
deviation (Fig. 9). While this improvement is perhaps 
not overwhelming, I think that the problem addressed 
is relevant and that further studies of the underlying­
event contributions to jet physics are clearly warranted. 
For instance, one can try to compare cone jets produced 
in hadron collisions with similarly defined jets in e+ e­
annihilation (where the underlying event is absent). A 
first step towards this direction has been already per­
formed by the OPAL Collaboration [61]. 

Another open question about jets in hadron colli­
sions concerns the merging issue. In fact, at least in 
their simplest formulation, cone algorithms are not un­
ambiguously defined. In the case of events with many 
final-state particles, the constraint (24) can be satisfied 
by configurations where individual particles are mem­
bers of more than one jet, i.e. the cones are found to 
overlap. lIence, the cone algorithm must be supple­
mented with additional conditions able to specify how 
particles in the overlapping region have to be assigned 
to jets. This ambiguity has only a small effect on highly 
inclusive quantities (like the one-jet inclusive cross sec­
tion) but it can have a large numerical impact on the 
properties of multi-jet configurations and on the de­
tailed internal structure of jets. 
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Fig. 10: CDF data on the transverse-energy pro­
file of tbe jets compared with the O(Q~) calculations. 
The da:::;hed lines delimit the region spanned by the 
theoretical predictions for the original jet algorithm of 
the 'Snowmass Accord'. The dot-dashed curve corre­
sponds to the prediction for the modified algorithm with 
Rsep = 1.3R. 

The CDF Collaboration has started to investigate 
the internal structure of jets by studying their trans­
verse-energy profile [62]. Given a sample of jets of 
transverse energy ET defined with a cone radius R, the 
average fraction F(r, R, ET) of transverse energy th~t 
lies inside an inner cone of radius l' < R (concentrIc 
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with the jet-defining cone) has been measured. The 
data reported in Fig. 10 refer to Er = lOO GeV and 
R = 1.0. While there is a crude agreement between the 
theoretical prediction in O(O'~) and the experimental 
result, the JaUer suggests that the observed jets have 
less energy fraction near the edge of the cone. A tell­
tative explanation of this discrepancy, as proposed in 
Ref. [57], refers to t,he merging issue. According to 
the condition (24) for the 'Snowmass Accord', in the 
~(O'~) calculation two partons are merged into a single 
Jet up to the limiting configuration in which they have 
equal transverse energy and a relative distance 2R in 
the pseudorapidity-azimuth space. On the other side, 
hecause of the supplementary conditions needed in the 
experimental practice to disentangle overlapping cones, 
the CDF algorithm is likely to recognize the above lim­
iting configuration as t.wo distinct jets. In order to sim­
ulate better the experimental jet algorithm, an extra 
constraint can he introduced in the theoretical calcu­
lation: two partons are no longer mer ed into a single 
jet if their distance Ri; = (fli - flj)2 + (tPj - tPj)2 is 
larger than a fixed value Rsep. As shown in Fig. 10, the 
CJ( Ct~) prediction turns out to be consistent with the 
data for Rsep = 1.3R. This argument offers a reason­
able explanation of the observed energy profile of the 
jet. However it may be considered as an ad hoc explana­
tion and raises the question whether the merging issue 
has to be reconsidered for each jet observable. 

The jet studies discussed so far and many others 
reported at this Conference [56] enhance our confidence 
in perturbative QCD in the large ET regime and, at 
the same time, hint at possible problems in the present 
understanding of the fine structure of hadronic jets. In 
particular, it emerges that future developments in the 
field are strictly linked to the definition and the details 
of the jet-finding algorithm. 

Alternative jet definitions 

Clustering algorithms of the type used in e+e- an­
nihilation allow an unambiguous and exhaustive assign­
ment of particles to jets. Therefore it may be worth­
while considering t.heir use also for hadron-hadron col­
lisions. The generalization to hadron collisions of e+ e­
flustering algorithms is hy no means trivial, because 
one ha.c; to face the prohlem of dealing with the soft 
remnants of the incoming hadrons and factorize them 
from high-p.l jet.s produced by hard scattering of par­
tons. As proposed in Ref. [63], resolution variables of 
transverse momentum type are particularly suitable for 
this purpose and, actual1y, a k.l-clustering algorithm 
for hadron collisions has been set up in Refs. [64,65]. 
Following this algorithm, the observed final state par­
t,ides are merged into jets or factorized into the beam 
remnants according to which of the resolution variables 

d~j =. min(Efj, E~jh/(T1i - flj)2 + (tPj - tPj)2 (the lon­
gitudInally boost-Invariant generalization of the min­
imal relative transverse momentum) and diB = Efj 
(the transverse momentum square with respect to the 
incoming hadron direction) is the smallest one. 

The k.l-clustering algorithm may offers some advan­
tages with respect to cone algorithms. The merging 
issue is indeed avoided by definition. Moreover, the 
k.l-algorithm can be more stable with respect to non­
perturbative contributions (either from the underlying 
event or from fragmentation smearing) and higher-order 
perturbative corrections [64-66]. 

(a) 

(b) 

Fig. 11: a) Soft gluon emission accompanying a hard­
scattering process and b) the corresponding angular 
configurat.ion. 

In order to illustrate this point and to compare (at 
a qualitative level) the two algorithms, let us consider 
the case in ''''''hich two hard partons (with energy Es 
and sC'nt,t.ering angle Os) are produced by qq-scattering 
(Fig. 11 (l). \\'e can then discuss how two soft (El' E2 ~ 
Es) and collinear (0 1 , O2 ~ Os) gluons PI and P2, pro­
duced respectively by final-state fragmentation and ini­
tial-state radiation, are assigned to jets by different al­
gorithms. Using a k.l-resolution variable, the gluon PI 
is clustered with the hard parton Es and the gluon 
P2 is assigned to the beam jet. Instead, in a cone al­
gorithm both Pt and P2, or PI or neither of them are 
included in the hard jet depending on the actual val­
ues of the cone radius R and the scattering angle Os 
(Fig. lIb). \Ve see that the k.l-algorithm works as a 
variable-radius con~ <'llgorithm; and the effective radius 
depends on the kinematics (and the colour flow) of the 
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hard.scattering subprocess. Therefore, we may argue 
that the k1. -algorithm corresponds better to the QCD 
expectation that soft hadrons produced coherently by 
the fragmentation of hard partons should be naturally 
assigned to the jet of the energetic parton nearest in 
angle, independently of the actual value of its angu­
lar distance. Moreover, on the perturbative side it has 
been found,,[65] that the k1. -algorithm gives in O(a~) 
approximately (within 15%) the same one-jet inclusive 
cross section as for the cone algorithm with a cone ra­
dius R ~ 0.7. This cone size is that which minimizes (a 
posteriori) the theoretical uncertainty in the O(a~) cal­
culation for the cone algorithm. This coincidence may 
well be a numerical accident but, at least, it offers some 
physical intuition on t.he (optimal' radius R ~ 0.7. Af­
ter all, the fact that one gets, for free, jet cross sections 
wit.h a reduced (if est.imat.ed as for the cone algorithm) 
theoretical uncertaint.y, is a promising feature of the k1.­
algorithm. In conclusion, I think that future theoret.ical 
and experimental studies of different jet algorithms can 
help for a deeper understanding of jet properties. This 
issue is even more relevant for DIS processes, which, 
in a sense, are intermediate between e+ e- annihilation 
and hadron-hadron collisions. 

Jets in ep collisions 

A large number of new QCD analyses have been 
reported at this Conference [2,67,68] by the experiment.s 
at the ep collider HERA at DESY/Hamburg. For this 
reason this section is mostly devoted to HERA studies 
of hadronic final states in photoproduction and DIS. 

Photoproduction 

Beam electron scattering at small angles in ep col­
liders is an intense source of quasi-real (with invariant 
mass Q2 "'" 0) photons, and can be used for studying 
photoproduction processes. In the case of high-energy 
photoproduction, QCD predicts [69] a large contribu· 
t.ion coming from hard parton scattering via two differ­
ent mechanisms, the so-called direct and resolved mech· 
an isms (Fig. 12). In the first case the photon couples 
directly to quarks and the coupling is pointlike. In 
the second case, the photon participates in the scatter­
ing process through its hadronic component, described 
in terms of the photon structure function. The pho­
ton structure function consists in turn of two different 
terms: a hadron-like contribution, usually described in 
terms of the vector meson dominance model, and a par­
t.onic contribution which is controlled by perturbative 
QCD. Both the direct contribution and the short dis­
tance behaviour of the photon structure function are 
calculable in perturbation theory. In particular, per­
turbative QCD predicts [69] that the partonic content 

of the structure function increases like In pi / A2 (p1. be­
ing the transverse momentum of the scattered parton) 
thus dominating jet production at high energies. 

(a) (b) 

Fig. 12: a) Direct and b) resolved contributions to the 
photoproduction process. 

High-pl. jets (defined with a cone algorithm), pro­
duced in t.he photoproduction regime with Q2 < 4 Gey2 
and phot.on-proton centre-of-mass energy between 100 
and 300 GeV, have been observed by the HI and ZEUS 
Collaborations at HERA [70]. The one-jet inclusive 
cross section measured by HI is reported in Fig. 13 and 
compared with the corresponding Monte Carlo simula­
tion of the event generator PYTHIA (based on leading 
order QCD) [71]. In the high-pl. region (Pl. > 10GeY) 
the Monte Carlo predictions are consistent with the 
data. In particular, if only the direct contribution is 
considered, the predicted cross section faBs short of the 
measured one by at least an order of magnitude. 
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Fig. 13: HI dat.a on the inclusive PT distribution 
of jets compared with the predictions of the PYTHIA 
Monte Carlo program (solid and dotted lines). The 
dot-da!;hed line is the prediction if the resolved photon 
contribution is excluded. 

An independent and direct evidence for the resolved 
photon component comes from the study of the event 
topologies. Direct and resolved photon contributions 
have indeed a different jet signature (Fig. 12): while 
the direct component leads to a (2+1 )-jet final state 
(two high-pl. jets and a remnant jet along the proton 
direction), an addit.ional remnant jet (along the photon 
direct.ion) is produced by the resolved mechanism. The 

http:est.imat.ed
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substantial amount of hadronic energy observed in the 
photon direction (Fig. 14) clearly shows the presence of 
the resolved photon subprocess. 
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Fig. 14: II 1 data on t.he energy flow versus the po­
lar angle 9 (9 = 1800 is the photon direction). The 
full line represents the Monte Carlo simulation for the 
resolved and direct processes, whereas the dot-dashed 
line gives the prediction for the direct process only. 

The comparison between photoproduction data and 
QCD predictions has been performed so far at a semi­
quantitative level. \Vith the increased statistics ex­
pected from the next HERA run, more detailed quanti­
tative tests of QCD will be possible. In particular, using 
the NLO QCD calculations l [72,73J which have become 
available in the last few months, accurate information 
on the photon structure function can be extracted from 
the data. 

Final states in DIS 

In 1992, most of the HERA data on DIS have been 
collected in the kinematic range of moderate transferred 
momentum Q2 (4Gey2 < Q2 < 100Gey2) and low 
Bjorken x (l0-4 < X < 10- 2) with an average value 
(~V) ...... 100 GeY of the ;*p centre-of-mass energy. QCD 
studies of hadronic final states have been concentrated 
on the comparison with Monte Carlo event generators. 
The QCD based Monte Carlo models which have been 
considered are LEPTO PS, LEPTO ME+PS, ARIAD­
NE and HERWIG [71J. LEPTO PS is a parton shower 
~fonte Carlo which generates parton cascades to leading 
logarithmic accuracy in perturbative QCD. The amount 
of radiation produced in the flnal state by the shower­
ing process is controlled by the maximum kinematic 
scale chosen for the init.ial-state QCD evolution. The 

1Note that at present there is a prett.y large numerical discrep­
ancy (between 40 and 80%) among different calculations [721 of 
the resolved contribution. 

tw.o dilTerent options Q2 and W2 = Q2(1 - x)/x for 
thiS scale have been extensively studied: in the small-x 
regime they represent two extreme limiting cases (Q2 ~ 
~V2). More detailed dynamics information is instead 
contained in the other Monte Carlo models. LEPTa 
ME+PS includes the complete leading-order QCD ma­
trix element, while the latter is approximated in ARI­
ADNE and HERWIG respectively by a colour dipole 
and by taking into account QCD coherence. As a re­
sult, in these improved models the initial-state parton 
shower evolves up to a dynamical scale roughly propor­
tional to the transverse momentum square of the quark 
scattered by the the electroweak current. 

Fig. 15 shows the hadronic-energy distribution as a 
functioll of the pseudorapidity in the HERA laboratory 
frame. The origin 6.T} =0 in Fig. 15 is set at the pseu­
dorapidit.y value corresponding to the struck quark in 
the naive part.on model. The data clearly show that 
the target fragmentation region (6.T} > 0) is filled up 
by initial-state QCD radiation. Moreover, the compar­
ison with the J\·fonte Carlo simulations witnesses the 
inabilit.y of the simple parton shower models to repro­
duce the data. Depending on the choice Q2 or ~V2 for 
the evolution scale, LEPTa PS gives too little or too 
much radiation from the initial state. On the contrary, 
LEPTO ME+PS, ARIADNE and HER\VIG give a rea­
sonable description of the measured energy flow. 

(0) x< 1 0-" 
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Fig. 15: The hadron ie-energy distribution versus the 
pseudorapidity 6.'1 in DIS events. The ZEUS data points 
are compared with Monte Carlo simulations: (a) LEPTO 
ME+PS (fllll1ine), LEPTO PS with evolution scale ~V2 
(dashed line) or Q2 (dotted line); (b) ARIADNE (full 
line), HF,R.\VIG (dashed line), HER\VIG with a model 
for the soft underlying event (dotted line). 
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Similar conclusions can be drawn from the analy­
sis of other global event characteristics [74]. The sim­
ple tuning of the kinematic parameters in the parton 
shower model fails to explain the HERA data. An over­
all consistency with the experimental results is instead 
achieved by the Monte Carlo generators in which the 
parton sh~~er is matched with hard QCD radiation. 

The first evidence of multi-jet structures in DIS has 
been reported recently by the E665 Collaboration [75]. 
At HERA, multi-jets events are clearly visible and both 
the HI and ZEUS Collaborations have started detailed 
analyses of jet production rates [68,76]. The jet algo­
rithm used so far is a modified version [77] of the JADE 
algorithm for e+ e-. In this algorithm the dimensioll­
less resolution variable Yij is defined by rescaling the 

invariant mass d~P = 2EiEj(1-cosf)ij) (i.e. the di­
mensionful resolution variable used by the J AD E algo­
rithm in e+ e-) with the centre-of-mass energy square 

lV2 of the final-state badronic system (Yij =cl~f) /lV2). 
.Moreover, in order to deal with the remnant of the ill­
coming proton, the clustering procedure considers not 
only the observed final-state particles but also an addi­
tional pseudoparticle carrying the missing (i.e. lost in 
the beam pipe) longitudinal momentum of the event. 
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Fig. 16: ZEUS data on the jet rates Rj (j = (0 + 1) + 
{l + l),j = (2 + l),j = (3 + 1) reading downwards) 
compared with Monte Carlo predictions. 

Fig. 16 shows the (n + 1)-jet rates (the notation n + 1 
refers to n final-state jets plus the proton remnant) as 
reported at this Conference by the ZEUS Collabora­
tion [68]. The data are well described by the improved 
l\'ionte Carlo models (simple parton showers fail again). 
but additional analyses on the size of the hadroniza­
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tion corrections and on the sensitivity to different par­
ton densities are necessary before a detailed comparison 
with the available NLO QCD calculations [78] can be 
performed. In view of the discussion developed in the 
previous sections, also theoretical and phenomenologi­
cal investigations of different jet algorithms are desider­
able [63,791. Certainly, more quantitative QCD studies 
and results, such as determinations of as, will come in 
the near future. 

SUllllnary of as deternlillatiolls 

Many theoretical and experimental analyses have 
been recently devoted to the determination of the strong 
coupling constant as. In Table 1 I have reported an up­
dated version of the compilation of as determinations 
presented by S. Bethke at the '92 Dallas Conference 
[47]. The as values in Table 1 which differ from those 
in Ref. [47] have been discussed ill the previous sec­
tions. The main quantitative differences are related to 
a sizeable decrease of o.s as extracted from the total 
cross sections in e+ e- annihilation below and at the 
zO peak. In the first case, the reduction in the central 
value of as is due to the new theoretical input (the con­
sistent treatment of electroweak radiative corrections) 
in Haidt's analysis [11]. In the second case, as has de­
creased because of the improved statistics: the central 
val ue§ of Ci S is one standard deviation smaller than the 
previous one. 

The only result in Table 1 which is derived from low­
energy phenomenology and, hence, non-perturbative 
techniques is that obtained from the mass splitting of 
the charmollium states [80], calculated using lattice 
gauge theory (LGT). The sources of the theoretical un­
certainty in this as determination have been discussed 
elsewhere [81,82] and, in particular, the very small the­
oretical error estimated in [80] has been questioned [81]. 

All the other results in Table 1 come from high­
energy phenomenology (jet physics). As theoretical in­
put, they use QCD perturbation theory plus an esti­
mate of nOll-perturbative corrections. 

The values of as I as a function of the energy scale 
Q, are compared with the QCD prediction of a running 
coupling in Fig. 17. The energy dependence of the as 
results from jet physics is distinct, and is in very good 
agreement with the QCD running. Therefore it is mean­
ingful to evolve (according to perturbative QCD) all the 
resulls to as{Afz). A significant subset of these values 
is shown in Fig. 18. This subset is chosen by considering 
a single (t s value for es.ch relevant process and/or en-

STile value reported in Table 1 is the average uC th.e two de­
terminations {15,16] discussed ill the second section. 
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Tahie 1 S : ummary 0 f measurements 0 f as· 

Process 
Q 

[GeVJ as(Q) as(Mzo) 
Aa.(Mzo) 

expo theor. 
order of 
perturb. 

GLS (CCFRI 1.73 0.32 ± 0.05 0.115 ± 0.006 0.005 0.003 NNLO 

R.,. (world] 1.7S 0.36 ± 0.05 0.122 ± 0.005 0.002 0.004 NNLO 

DIS [v] 5.0 0.193 ! g:g:: 0.111 ± 0.006 0.004 0.004 NLO 
DIS [~I 7.1 0.lS0 ± 0.014 0.113 ± 0.005 0.003 0.004 NLO 

cc mass splitting 5.0 0.174 ±0.012 0.105 ± 0.004 0.000 0.004 LGT 

J/\J!,T 10.0 0.167 ! g:g~t 0.113 ! g:~i 0.001 + 0.001 
- 0.005 NLO 

e+e- [O'had) 35.0 0.146 ± 0.030 0.124 ± 0.021 - - NLO 
e+e- rev. shapes1 35.0 0.14 ± 0.02 0.119 ± 0.014 - NLO 
e+e- rev. shapes] 5S.0 0.130 ± O.OOS 0.122 ± 0.007 0.003 0.007 NLO 
e+e- rev. shapes] 5S.0 0.132 ±O.OOS 0.124 ± 0.007 0.004 0.006 resum. 

pp - bbX 20.0 0.138 ! g:gi: 0.109 ! g:g~~ + 0.012 + 0.011 
- 0.001 - 0.010 NLO 

pp - ~v jets 80.6 0.123 ± 0.025 0.121 ±0.024 0.017 0.016 NLO 

e+e- [seal. viol. I 91.2 O.llS ± 0.005 O.IIS ± 0.005 0.001 0.005 NLO 

r(Zo _ had.) 91.2 0.122 ± 0.009 0.122 ± 0.009 0.007 + 0.005 
0.00. NNLO 

ZO lev. shapes] 91.2 0.119 ± 0.006 0.119 ± 0.006 0.001 0.006 NLO 

ZO lev. shapesJ 
SLD 91.2 0.126 ± 0.007 0.126 ± 0.007 0.004 0.006 resum. 
ALEPH 91.2 0.125 ± 0.005 resum. 
DELPHI 91.2 0.123 ± 0.006 resum. 
L3 91.2 0.124 ± 0.009 resum. 
OPAL 91.2 0.120 ±0.006 resum. 
LEP ,4verage 91.2 0.123 ± 0.006 0.002 0.005 resum. 

ergy rangef. The measurements from jet physics agree 
quite well with each other, within their overall errors, 
and the resulting weighted average (leaving out the re­
sult from charmonium mass splitting) is 

as(A/z) =0.118 . (26) 

While it is straightforward to quote the average value, 
the uncertainty on as(A1z) is difficult to define since 
the errors on the various as determinations are maiuly 
of theoretical nature and, hence, highly correlated ll . 
Here I present two different estimates of the ullcertainty 

t In the case of e+ e- annihilation, the errors on the 01 S de­
tenninations from the total cross sections are larger than those 
from the event shapes at the same energy. Therefore, the fact 
of including two values of as from e+ e- aJuubilation below and 
at the ZO peak does not change the conclusions reported ill the 
following. 

liThe fit of the as values ill Fig. 18 gives X2 =3.7 fOT 8 d.o.C. 
In the case of gaussian errors, the corresponding uncertainty on 
as{Mz) would be Aas{Mz) =±O.OO3. 

on as 

6.as(Alz) = ±O.005 (optimistic) (27)I 

6.a s(Afz) = ±0.007 (conservative) (28) 

The optimistic view derives from considering that the 
errors on each as determination from jet physics, re­
ported in Table 1 and Fig. 18, are reliably estimated. 
Thus the optimistic value in (27) is equal to the small­
est of these errors. No further reduction of the error 
coming from the weighting procedure has been con­
sidered, because of the strong (theoretical) correlations 
among the various uncertainties. The conservative at­
titude follows from arguing that the theoretical errors 
on the as values in Fig. 18 may have been underesti­
mated [81]. Possible sources of this underestimate are, 
for instance, hadronization corrections in e+ e- annihi­
lation and heavy-quark mass effects in DIS. Despite this 
residual ambiguity in the error assignment, the world 



15 

average value of as(Mz) is now very stable [47,81,831 
and the consistency of the as determinations from all 
the available experiments provides a remarkable quan­
titative test of QCD. 

a ( Q) r-----r-.---r--r--,--,-rT.....-r----,..-.---......-r-.....-r""T'T"'l-----, 

possible. The results described in this brief review and 
many others presented at this Conference witness the 
very good agreement between (NLO) perturbative QCD 
predictions and jet physics data. More importantly, 
they have opened new prospects in hadronic physics: 
hadronic jets are no longer just an observed (and pre­
dicted) phenomenon but rather a powerful tool for in­
vestigating the dynamics of quark and gluons at short 
distances. 

Future developments in the field require progress in 
the theory (calculations beyond NLO) as well as ac­
curate theoretical and experimental studies of multi ­
jet (n ~ 3) structures. Moreover, with the increasing 
centre-of-mass energy available at present and future 
hadron colliders, a new kinematic region, the region of 
small values of the Bjorken variable x, is now opening 
up. Our understanding of perturbative QCD in this 
regime has still to be improved, as, possibly, already sig­
nalled by the difficulties [84,85] in explaining the data 
on direct-photon and heavy-flavour production [56,86]. 
The forthcoming HERA results will playa major role 
in exploring this kinematic region. Certainly, multijet 
physics and small-x physics have to be regarded as the 
new frontiers of QCD. 
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