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Abstract. An algorit.hm is proposed for the correction of observed multiplicity distributions by a 

maximum entropy method. This algorithm gives results which are compatible with those from more 

time consuming simulated annealing method. 

Introduction. 

Observed multiplicity distributions have to be correct.ed for detector efficiency and limited geomet­

rical acceptance. A method [1] to correct. observed multiplicity distributions consists in minimizing 

(1) 

where 
N 

(2)S = - L tn In tn, 
n=1 

Tn is the fraction of events with true multiplicity in bin nand N the total number of bins. 

(3) 


Om being the fraction of detected events with observed multiplicity in the bin In, Pmn is the probability 

that an event with a true multiplicity in t.he bin n be observed as an event with observed multiplicity 
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in the bin m and O'm is the statistical error of bin m. A is a Lagrange multiplier that determines the 

relative strength of Sand X2 • 

In the following an algorithm to minimize (the cost function) F is described. 

The algori thnl. 

One starts with the configuration (Tf,T~, ... ,TRr), which we call C I , where the TP's are given by 

NevTO - T.o - - TO _
1- 2-"'­ N-N (4) 

Nev being the total number of events and N the maximum number of bins. Since the n's are still 

undetermined, N is chosen equal to the number of bins of the multiplicity distribution from event 

generator used to compute the Pmn. 'so The first step consists in lowering the number of events in a bin, 

say i, by ~n = 1 and raising the number of events of another bin, say j, by ~1j =~n = 1. This is 

called a move and the new configuration is called C2 • In a second step one computes 

!)"F = F(C2 ) - F(Ct} (5) 

where F(C2 ) and F(Cd correspond, respectively, to the cost function of configurations C1 and C2 • If 

~F < 0 the move is accept.ed, otherwise it is rejected. Steps 1 and 2 are repeated for the moves between 

bin i and the other bins. When i spans bins 1 t.hrough N, a sweep is completed. For each sweep one 

counts the number of accepted moves and the algorithm is stopped when no further move is accepted. 

The above algorithm may be used to minimize any function. Also, in a move one may lower or raise 

the number of events in a bin i by an arbitrary !)"n; one may also use different ~n for different sweeps. 

For example, one may use a large ~7i in the first swe.eps to accelerate the algorithm and a small one 

when approaching the minimum. 

This algorithm may be regarded as a genetic algorithm (see ref. [2] for an introduction). \Vithin 

the framework of genetic algorithms t.he 7i's correspond to genetic populations, a move to a mutation 

between two different populations and F to the fitness function. 

Application to the InuItiplicity distribution. 

The algorithm described above is appJied here to the correction of observed multiplicity distribution 

of negative particles produced in S-Pb interactions at 200 GeV Ic per nucleon (see ref. [3] for details). 

The observed negative multiplicit.y distribution to be corrected in the following is shown in figure 1. 

To minimize F, 20 sweeps were sufficient. Figures 2 and 3 show, respectively, the number of accepted 

moves and X2 as functions of the number of sweeps. As F approaches the minimum less and less moves 
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are accepted; at the minimum no more moves are accepted. At this point X2 ~ M as it is expected; M 

being the number of bins of the observed distribut.ion. 

Figure 4 shows the corrected multiplicity distribution; error bars are purely statist.ical. This distri­

bution is less smooth than the one from the simulated annealing method [4]. One may explain this fact 

noting that the simulated annealing method gives a better estimate of the minimum of the cost function 

while genetic algorithms give a rough estimate of the minimum [5]. However, it takes 30 minutes on 

IB1\1 3090 to minimize F with the present algorithm while wit.h the simulated annealing method it takes 

500 minutes. 

The mean multiplicity, dispersion D_ =J< n:' > - < n_ >2 and their ratio are 

< n_ >= 57.40 ± 0.40 	 (6) 

D_ =44.27 ± 0.97 (7) 

< n_ > =1.297 ± 0.030 (8)D_ 

Conclusion. 

An algorithm for the correct.ion of observed multiplicity distributions is presented. The corrected 

distribution is compatible with the one obt.ained by the simulated annealing method. The algorithm is 

less demanding in terms of comput.ing t.ime. 
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Fig. 1. Observed negative multiplicity distribution. 
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Fig. 2. Number of accepted moves vs number of sweeps. 
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Fig. 3. x2 tiS number of sweeps. 

6 




-1 
10 

-2 
10 

+ 

+ 

+ 
tt 


-3 
t 


10 

t 

-4 
10 

Fig. 4. Corrected negative multiplicity distribution. 
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