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I. INTRODUCTION

Fig. 1 illustrates graphically the basic structure of an antiproton source[1,2,3,4], and lists its major technical issues. This description will emphasize these major issues, which are generally unique to antiproton sources. Many conventional accelerator physics issues, associated with the beam transport lines and the collection and accumulation rings, will not be discussed in detail in the interest of brevity.

In Fig. 1 and throughout this article, the Fermilab antiproton source[2,3] will be used as a specific example to illustrate the principles.

II. ANTIPROTON PRODUCTION AND COLLECTION

A. Antiproton production

1. Transverse plane considerations

(a). Production cross section. Antiprotons are produced in high-energy p-nucleus collisions. The kinetic energy of the high-energy proton is converted to matter-antimatter pairs in the reaction

\[ p + \text{nucleus} \rightarrow p + \text{nucleus}^* + (\pi^+ + \pi^- + \text{other hadrons}) \]

The production of antiprotons is conveniently described in terms of the differential yield,

\[ \frac{dY}{dp_{\text{ant}} dp_{\text{prot}}} = \frac{1}{\sigma_{\text{abs}}} \frac{d\sigma}{dp_{\text{prot}}} \]

in which \( \sigma_{\text{abs}} \) is the proton absorption cross section in the target, and \( \frac{d\sigma}{dp_{\text{prot}}} \) is the differential antiproton production cross section. The forward yield rises with proton energy. For a given proton energy, the forward yield rises with antiproton energy to a peak or plateau [10,11,12].

(b). Antiproton phase space density: thin target approximation
from the momentum transfer in hadronic processes.

\[
\frac{d\sigma}{dp\Omega} = \frac{\lambda}{N_p} \left( a \rho \right) \exp \left( -\frac{\rho^2}{2a^2} \right)
\]

(2.8)

The rms production angle \( \theta_0 = \rho/p \) decreases roughly linearly as the antiproton energy increases, since \( \rho \) is roughly constant at a few hundred MeV (characteristic of the momentum transfer in hadronic processes).

### Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Approximate Value</th>
<th>Units</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proton absorption length in (longitudinal) target</td>
<td>10</td>
<td>cm</td>
<td>( \lambda = 1 )</td>
</tr>
<tr>
<td>Forward differential production yield</td>
<td>0.118</td>
<td>( \text{p/GeV} \text{cm}^{-2} )</td>
<td>( \lambda )</td>
</tr>
<tr>
<td>rms production angle</td>
<td>50</td>
<td>rad</td>
<td>( \theta_0 )</td>
</tr>
<tr>
<td>Target length</td>
<td>5</td>
<td>cm</td>
<td>( L )</td>
</tr>
<tr>
<td>Proton beam parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of protons/bunch</td>
<td>2.5</td>
<td>( \mu \text{pp} )</td>
<td>( N_p )</td>
</tr>
<tr>
<td>Proton beam rms size in x,y on target</td>
<td>0.04</td>
<td>cm</td>
<td>( \sigma_x, \sigma_y )</td>
</tr>
<tr>
<td>Proton beam full time spread</td>
<td>0.15</td>
<td>muce</td>
<td>( \sigma_t )</td>
</tr>
<tr>
<td>Antiproton beam parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full energy spread of the collected antiproton beam at production</td>
<td>4% ( E=35 ) GeV</td>
<td>( \Delta E )</td>
<td></td>
</tr>
<tr>
<td>Full transverse emittance collected (both planes)</td>
<td>20 x m-mrad</td>
<td>( \Delta x, \Delta y )</td>
<td></td>
</tr>
<tr>
<td>Antiproton mean velocity</td>
<td>0.94</td>
<td>c</td>
<td>( \mu )</td>
</tr>
</tbody>
</table>

Example parameters related to antiproton production (Fermilab antiproton source, original design [8]).

For example, in Table 1, the design parameters for the Fermilab antiproton source are given. Using these numbers, the forward antiproton transverse phase space density at production is roughly

\[
\rho \approx \sqrt{\frac{4\pi}{3}} \frac{\sigma_x \sigma_y \Delta x \Delta y}{\lambda}
\]

with \( \sigma_x, \sigma_y \) the rms (y) beam size on the target, and a differential yield whose angular dependence is also Gaussian (with rms width \( \sigma_\theta \),

\[
\frac{d\sigma}{d\Omega} = \frac{\lambda}{N_p} \left( a \rho \right) \exp \left( -\frac{\rho^2}{2a^2} \right)
\]

(2.7)
\[
\frac{d^2}{dp\Omega} \rho_{(0,0,0)} = \frac{1}{\Omega} \int d\Omega' \frac{1}{2\omega_\tau^2} N_p \exp(-\frac{p}{\omega_\tau})
\]
\[
= 0.118 \times 10^{-6} \left( \frac{m^{-2} - m^{-2}}{\text{proton} \cdot \text{cm}} \right)
\]
\[\text{antiprotons}\]
\[\text{transverse phase space}\]

(c) Antiproton phase space density: thick target
We allow the target to have a finite thickness, and consider the total number of antiprotons produced, integrated over all transverse phase space. The interaction length in the target for protons is given in Eq. (2.3); for antiprotons,
\[
\bar{\lambda} = \frac{1}{g_\text{abs}}
\]
(2.9)
in which \(g_\text{abs}\) is the antiproton total absorption cross section in the target. The total number of antiprotons per unit momentum produced from a target of length \(L\) is then
\[
\frac{dN_\text{ip}}{dp} = \frac{\exp(-\frac{L}{\bar{\lambda}})}{w \lambda} \frac{d\Omega}{\Omega} N_p
\]
(2.10)
in which \(w = \frac{1}{\bar{\lambda}}\) and \(\zeta = \frac{L}{\bar{\lambda}}\). For the case \(\bar{\lambda} = 1\),
\[
\frac{dN_\text{ip}}{dp}(\zeta) = \frac{d\Omega}{\Omega} N_p \exp(-\zeta)
\]
(2.11)
This maximizes at \(\zeta = 1\), or \(L = \lambda\), a one interaction length target. From Table I, for the Fermilab design, we have for the total ratio of antiprotons produced per proton
\[
\frac{1}{N_p} \int d\Omega \left( \frac{d\Omega}{\Omega} \right) \exp(-\zeta)
\]
\[\text{antiprotons} \quad \text{proton (Gev/c)}\]
\[\approx 0.50/(1.18/0.5) \exp(-0.5) = 2.8 \times 10^{-4}\]
For the Fermilab design, the accepted momentum bite is about 0.36 GeV/c, and the collection efficiency is about 10 percent, leading to collected antiproton-to-proton ratios of about 10^{-5}.

The antiproton phase space density will depend on the transverse size of the incident proton beam, the length of the target, and the angular distribution of the antiproton differential yield. To illustrate the latter two dependencies qualitatively, consider Fig. 4 to 7.

\[\text{Fig. 4} \quad \text{Simplified model: cut-off at} \ \theta_0\]
\[\text{Fig. 5} \quad \text{Simplified model for antiproton production cross section dependence on} \ \theta_0\]
\[\text{Fig. 6} \quad \text{Rays from three points in the target, in physical space}\]
\[\text{Fig. 7} \quad \text{Rays from Fig. 5, in transverse} (x) \text{ phase space}\]
Phase space at target center

Transverse phase space of Fig. 6, projected to target center

From the figures, it is seen that a finite length \( L \) target causes an effective source size for the antiprotons of order \( \alpha L \). Because of the shape of Fig. 7, this is sometimes referred to as the "butterfly" effect. The finite size of the incident proton beam will result in an additional effective source size of order \( \alpha L \). Typically, \( \alpha L \approx 0.4 \). The dominant contribution to the effective antiproton source size is that due to the finite target length.

An exact result for the antiproton phase space density from a thick target results from a solution to the transport equation. This equation (neglecting multiple Coulomb scattering in the target) is

\[
\frac{d^2 \rho}{d\theta_p^2} - \frac{1}{L} \frac{d\rho}{d\theta} + \frac{1}{L^2} \rho = \frac{d^2 \rho}{d\theta_p^2} - \frac{1}{L} \frac{d\rho}{d\theta} + \frac{1}{L^2} \rho
\]  

(2.12)

For a proton transverse density (round beam: \( \alpha_L = 0 \))

\[
\rho(x, \theta, \phi) = \frac{N_p}{\sigma_t^2} \exp\left(-\frac{x^2 + \theta^2}{\sigma_t^2}\right) \exp\left[-\frac{(y - \theta)^2}{\sigma_t^2}\right]
\]  

(2.13)

and a Gaussian antiproton differential yield as given in Eq. (2.7), the antiproton transverse phase space density from a target of length \( L \), projected back to the center of the target, is

\[
\frac{d^2 \rho}{d\theta_p^2} - \frac{1}{L} \frac{d\rho}{d\theta} + \frac{1}{L^2} \rho = \frac{d^2 \rho}{d\theta_p^2} - \frac{1}{L} \frac{d\rho}{d\theta} + \frac{1}{L^2} \rho
\]

(2.14)

in which

\[
a_{\rho}(x, \theta, \phi) = \frac{1}{\sigma_t^2} \left( \sigma_{x}^2 - \frac{1}{2} \sigma_{\theta}^2 \right)
\]  

(2.15)
The density is modified mostly at small $x$ due to the finite size of the proton beam, and falls off at large $\theta$ due to the Gaussian dependence of cross section on angle. The bulk of the density lies within the area $K(r,\theta)$.

The number of antiprotons per unit momentum per bunch collected into the collection ring is then

$$\frac{dN_L}{dp} = \int_{x,y} dA_x dA_y \delta(p(x,y,\theta_1,\theta_2)),$$  

in which $A_x$, $A_y$ are the areas in $x,y$ phase space which the transport system and collection ring can accept (the transverse acceptance). For useful design estimates, the equations given above may be used to perform numerical integrations over the accepted regions of transverse phase space. Often the most useful technique is to use the density distributions as a sampling basis in a Monte Carlo ray tracing calculation through a transport line and collection ring with complicated aperture limits.

For simple numerical estimates of the yield, an analytical result can be obtained with some simplifying assumptions. We may transform the phase space variables into phase-amplitude form, and do the integration over the phase variables in both planes. For upright acceptance ellipses at the target center with aspect ratios $\beta_x, \beta_y$ the phase space density as a function of amplitude is

$$\frac{d}{dp} \rho(a_x, a_y) = \frac{N_y}{\pi \sigma_x \sigma_y} e^{-\frac{a_x^2}{\sigma_x^2}} e^{-\frac{a_y^2}{\sigma_y^2}}$$

in which

$$f_{s,\gamma}(\eta) = \frac{1}{\beta_y} \beta_y f_{\gamma}$$

and the amplitude variable $a_\gamma$ is related to $x$ and $\theta_\gamma$ by

$$a_\gamma = \frac{x^2 + \beta_y \theta_\gamma^2}{\beta_y},$$

with similar equations for $y$. The yield may be obtained by integrating up to the maximum accepted amplitude for each plane. If both planes have the same maximum "acceptance" $a_\gamma$ and the same $\beta$ function at the target (see Fig. 8), then the result of this integration gives for the yield

$$\frac{dN_x}{dp} = \frac{N_y}{\pi \sigma_x \sigma_y} e^{-\frac{a_x^2}{\sigma_x^2}} e^{-\frac{a_y^2}{\sigma_y^2}}$$

in which

$$H(r,s) = e^{-\frac{r^2}{2\sigma_r^2}}$$

where

$$r = \frac{s - a_\gamma}{a_\gamma}$$

and

$$a_\gamma = \sigma_x \sigma_y$$

in this expression.
is the characteristic emittance of the source; and
\[ r = \frac{\beta_e}{\beta_i}, \tag{2.29} \]
where
\[ \beta_e = \frac{\sigma_x}{\sigma_e}, \tag{2.30} \]
is the characteristic aspect ratio of the source, and
\[ \sigma(x) = 1 + \frac{1}{r^2} + q^2 \tag{2.31} \]
For very large \( s \), \( H(r,s \beta_e) \rightarrow 0 \), and we regain the formula for the total integrated yield.
For finite \( s \), the yield depends on the parameters \( s \), \( r \), and \( \frac{L}{\beta_e} \). Fig. 9 below shows the dependence of the quantity \( 1 - H(r,s \beta_e) \) on the parameter \( s \), for three values of \( r \), and for a typical \( \frac{L}{\beta_e} > 5 \) cm/7.5 mm.

![Fig. 9](image)

\[ 1 - H(r,s \beta_e) \] vs. \( s \), for \( r = 1, 0.05, \) and 0.2. The upper curve is for \( r = 1 \), and the lower for \( r = 0.2 \).

For the Fermilab example, we have \( \sigma_x^2 = 28 \) mm-mrad, and for the acceptances given in Table 1, \( s \) is about 85, and \( 1 - H(r,s \beta_e) \) is about 0.12 for \( r = 1 \). Fig. 9 illustrates the strong dependence of the yield on \( r \); as \( \beta \) increases from the characteristic source aspect ratio \( \beta_0 \) (about 7.5 mm for the Fermilab example), the yield is diminished rapidly. The collection lens (discussed below) is critical to achieving the optical match required to establish the proper value of \( \beta_0 \). The acceptance, which also determines the yield, is established by the apertures of the transfer line and collection ring.

The rate of antiproton production per unit momentum per second is
\[ \frac{dN^+}{dp} \bigg|_{-N} = B \frac{dN^+}{dp} \bigg|_{+N} \tag{2.32} \]
in which \( B \) = number of bunches per cycle of proton synchrotron and \( C \) = number of cycles/second of the proton synchrotron. For the case of Fermilab, \( B = 80 \) and \( C = 0.5 \) Hz, leading to
\[ \frac{dN^+}{dp} \bigg|_{-N} = B \frac{dN^+}{dp} \bigg|_{+N} \exp \left(-\frac{1}{2} H(r,s \beta_e) \right) \]
\[ = 8 \times 10^{-5} \text{antiprotons/s/GeV/c} \]
\[ 1.2 \times 10^4 \text{antiprotons/atom/GeV/c} \]
(4). Target material limitations [13,14]. The energy deposited in the target per cycle by the proton beam, per unit mass of target, is
\[ \frac{E_{\text{target}}}{m} \bigg|_{\text{antiprotons}} \frac{1}{p} \frac{dE}{dx} \bigg|_{\sigma, \sigma_e} \tag{2.33} \]
From Eq. (2.22), the phase space density is proportional to \( \frac{N}{\sigma, \sigma_e} \); hence, to obtain more antiprotons, one wishes to maximize \( \frac{E_{\text{target}}}{m} \bigg|_{\text{antiprotons}} \). The energy deposited in the target causes the target's temperature to rise each cycle from \( T \) to \( T + AT \), in which
\[ E_{\text{target}} = \int \frac{c_p(T)}{m} dT \tag{2.34} \]
where \( c_p \) is the specific heat of the target. If \( E_{\text{target}} \) exceeds about 200-300 Joules/g, the rapid temperature rise may make the target susceptible to fracture due to thermal shock waves. Copper targets are often used, rather than tungsten, because, although their absorption length is longer, their ductility leads to a lack of extreme sensitivity to thermal shock, and so they can be operated at higher values of \( E_{\text{target}} \) than tungsten.

This problem can be overcome to some extent through the use of a "beam sweeping" system [15], which scans the proton beam across the target during the beam pulse, to reduce the peak energy deposition. To avoid an increase of the effective source size, the collection optics must also be swept in synchronism.
2. Longitudinal plane considerations [16]

The duration of the antiproton proton pulse, $\sigma_t$, will be essentially the same as that of the protons $\sigma_t$. The longitudinal density of the antiprotons at production,

$$\bar{\rho} = \frac{N_p}{\sigma_t \Delta E}$$

will be maximized with a small value of $\sigma_t$. A bunch lengthening and rotation in longitudinal phase space in the proton synchrotron, just prior to extraction, is performed to reduce the value of $\sigma_t$ for the beam delivered to the target.

The usual practice is first to adiabatically lengthen the beam on a flat top of the main synchrotron. This flat top lasts many synchrotron periods, and occurs just prior to extraction for antiproton production. The rf voltage is reduced adiabatically from $V_1 = V_{\text{max}}$ to $V_2 = V_{\text{targ}}$. As a result, the bunch is lengthened and the energy spread is reduced. (Fig. 10)

![Adiabatic bunch lengthening in the proton synchrotron](image)

The numbers are exemplary of the Fermilab Antiproton Source

The beam is extracted at this point; the factor $\frac{V_1}{V_2}$ is typically in range of 3-4. The upper limit on $V_1$ is determined by the voltage capabilities of the proton synchrotron RF system; the lower limit on $V_1$ is limited by beam loading effects which become important at low voltages, and possibly also instability effects due to the small value of the momentum spread present just before the bunch rotation. Additional limitations arise from the natural non-linearities of the rf dynamics, which have been neglected above.

The beam transported to the target will have a momentum spread increased by the factor $\frac{V_1}{V_2}$, and the beam transport line from the proton synchrotron to the target, in particular the final focus to a small spot on the target, must have sufficient chromatic bandwidth to deal with this momentum spread.

![Bunch rotation](image)

The numbers are exemplary of the Fermilab Antiproton source. The final time spread is $\sigma_\Delta = 0.15$ nsec.

B. Antiproton collection

1. Transverse plane considerations

The strongly divergent beam from the target must be focused into a parallel beam. Fig. 12 illustrates the mismatch problem.
The mismatch is corrected with a strong axisymmetric magnetic lens placed immediately after the target. (Fig. 13)

The transverse kick delivered by the lens

\[ P_x = e \int B \, dl \]

which gives a deflection angle:

\[ \theta = \frac{P_x}{P} = \frac{e}{\mu} \int B \, dl \]

(2.37)

For axisymmetric point-to-parallel focusing, we require \( \theta = r = B = G \), with \( G \)-lens gradient. In the thin lens approximation the lens focal length is

\[ f = \frac{e}{\mu} - \frac{P_x}{P} \]

(2.38)

\[ f = \frac{e}{\mu} - \frac{eG}{\mu} \]

(2.39)

Fig. 14 Thick lens and target, showing focal length

For a lens of thickness \( l \), the focal length (Fig. 14) is

\[ f = \frac{1}{(l \tan(\mu))} \]

(2.40)

in which

\[ k = \frac{eG}{\mu} \]

(2.41)

and

\[ \mu = \sqrt{l} \]

(2.42)

Fig. 15 shows the action of the linear lens in transverse phase space:

Referring to Fig. 15, from the requirement that \( x_1 = R_0 \), we have that
which sets the lens strength $k$ to collect an angle $\Theta_0$ for a given length $l$ lens of radius $R_0$.

An additional requirement on the strength of the lens is related to the lattice function $\beta_s$, required for matching into the beam transport at the second principal plane of the lens.

From Fig. 15,

$$\beta_s = \frac{2}{\kappa} \left( \frac{\Delta S_m}{\Delta S_{in}} \right)$$  \hspace{1cm} (2.44)

If the beam transport optics determines $\beta_s$, Eq. (2.44) may be considered an additional condition on $k$ which, together with Eq. (2.43), determines both $k$ and $R_0$. Alternatively, if $R_0$ is fixed, for example, by lens engineering constraints, Eq. (2.44) may be considered to be a matching condition for the transport optics.

Asymmetric focusing lenses which have been used include lithium lenses, horns and plasma lenses. In all cases, additional important considerations include minimizing antiproton absorption in the lens material (which is what motivates the use of lithium, the lowest density conductor), reducing multiple Coulomb scattering which will increase the emittance (again favoring low-Z materials), and obtaining reasonable good ($1^*$) quadrupole field quality.

The transport line from the lens to the collection ring generally may be designed using standard beam line design practices. Matching of the optical functions is critical for high efficiency collection. The major unusual feature is the need for relatively high bandwidth (typical collection momentum spreads are in the range of 3%, see below). This may necessitate the use of sextupoles in dispersive regions of the transport line.

2. Longitudinal plane considerations [16]

The collection lens, transport system, and collection ring have a combined energy full width $\Delta E$, which defines the momentum spread accepted from the target. However, the accumulation ring downstream from the collection ring generally must have a smaller momentum bandwidth for the injected beam. Hence it is necessary to reduce the momentum spread of the antiprotons in the collection ring. This may be done with a rotation by 90° in longitudinal phase space, followed by an adiabatic debunching.

The antiproton bunch from the production target will have the same time spread as that of the proton beam, called $\Theta_s$ above. This bunch is injected into the collection ring, in which the rf voltage is sufficiently large to accommodate the full energy spread $\Delta E$ from the target. The bunch is mismatched (see Fig 16) and rotates in the bucket.

Subsequently, as in Fig. 16, the rf voltage is reduced to zero and the beam is adiabatically debunched. If the entire process preserves the longitudinal emittance, then, we have, approximately

$$\sigma_{\Delta E} = \frac{T_0}{2B} \Delta E_{\mu_0}$$  \hspace{1cm} (2.45)

where $B$ is the number of bunches injected into the collection ring, $T_0$ is the period of the collection ring, and $\Delta E_{\mu_0}$ is the final full energy spread of the debunched beam. If

$$\Delta E_{\mu_0} = \frac{2\sigma_{\Delta E}}{T_0} < \langle \Delta E \rangle_0$$  \hspace{1cm} (2.46)
in which $\Delta E_b$ is the full momentum acceptance of the next (accumulation) ring, then the limit on the system momentum acceptance is the beam line/collection ring momentum aperture, $\Delta E$, and the total number of antiprotons produced per cycle of the proton synchrotron is just

$$\frac{dN}{d\epsilon} = B \frac{dN}{d\Delta E} = B \Delta E \frac{d\epsilon}{d\Delta E} \exp\left(-\frac{1}{\lambda} \left(1 - H(r, s, \epsilon) B_{\epsilon} \right) \right)$$  (2.47)

$B$ is not really a free parameter, because the bunches must fit into the circumference of the collection ring, which requires

$$B < \frac{\Delta T}{\Delta \epsilon}$$  (2.48)

in which $\Delta T$ is the harmonic number, and $\Delta \epsilon$ the period, of the proton synchrotron. Hence

$$\frac{dN}{d\epsilon} = W \frac{dN}{d\Delta E} \frac{d\epsilon}{d\Delta E} \exp\left(-\frac{1}{\lambda} \left(1 - H(r, s, \epsilon) B_{\epsilon} \right) \right)$$  (2.49)

In this case, the dependence on the details of the bunch length manipulations in the proton synchrotron and the collection ring do not appear.

If, on the other hand,

$$\Delta E_{\epsilon,\mathcal{B}} > (\Delta E)$$  (2.50)

then the limit on the system momentum acceptance is set by $(\Delta E)_{\epsilon,\mathcal{B}}$ and the total number of antiprotons produced per cycle of the proton synchrotron is

$$\frac{dN}{d\epsilon} = B \frac{dN}{d\Delta E} = B \Delta E \frac{d\epsilon}{d\Delta E} \exp\left(-\frac{1}{\lambda} \left(1 - H(r, s, \epsilon) B_{\epsilon} \right) \right)$$  (2.51)

The production rate depends on the transverse parameters, on the time spread at extraction of the proton bunch in the proton synchrotron, on the efficiency of the longitudinal cooling, and on the energy aperture on the accumulation ring. This is generally not a good situation. In practice, if this is the case, one may employ fast longitudinal stochastic cooling (below) to further reduce the momentum spread of the debunched antiproton beam prior to transfer to the accumulation ring, until $\Delta E_{\epsilon,\mathcal{B}}$ becomes less than $(\Delta E)$.

III. THE ANTIPROTON COLLECTION RING

Antiprotons from the target are injected into the collection ring. After the bunch manipulations described above, the debunched beam is cooled transversely (and longitudinally) to prepare for transfer into the limited acceptance of the accumulation ring.

A. Transverse Stochastic Cooling

1. Conceptual design: general results.

Fig. 17 illustrates the basic scheme [17,18,19,20,21,22,23,24,25,26].

The pickup measures the offset $x$ from the reference trajectory of a sample of the beam; this signal is sent to a kicker, located an odd multiple of betatron quarter-wavelengths downstream. The kicker delivers a kick $k_B$ to the sample. This kick causes the position at the pickup on the next turn to be $(x - k_B)$, where $k_B$ is called the "system gain". For such a system, in terms of $g$, the cooling rate for the transverse emittance $\epsilon$ is

$$\frac{1}{\tau} = N \frac{W}{T} \left[2g - g^2(M + U)\right]$$  (3.1)

in which $W = \text{system bandwidth}$, and $N = \text{number of particles in the ring}$. The "noise-to-signal" ratio is

$$U = \frac{6 \pi \epsilon_{\mathcal{B}} \epsilon}{\text{WP}_\epsilon} = \left(\frac{\epsilon_{\mathcal{B}}}{\epsilon}\right) \frac{\epsilon}{\epsilon_{\mathcal{B}}}$$  (3.2)

where $\epsilon_{\mathcal{B}}$ is the value of $\epsilon$ corresponding to the initial emittance $\epsilon_0$, $\epsilon_{\mathcal{B}}$ is the rms system noise, measured as a position error at the pickup. $T$ is the revolution period in the accumulation ring, and $\text{WP}_\epsilon$ is the beta function at the pickup. The mixing factor $M$ depends on the longitudinal beam density

$$M(u) = \frac{\epsilon^2(u) \psi(u) \text{d}u}{\sqrt{\psi}}$$  (3.3)

in which $f = \text{f Laser}$ is the revolution frequency, and the longitudinal density is

$$\psi(u) = \frac{1}{\sqrt{\pi \text{d}u}}$$  (3.4)

For a rectangular frequency distribution, with a full spread $\Delta\epsilon$ in the beam,
\[ \phi(a) = \frac{1}{J\omega} \]  

(3.5)

and

\[ M = \frac{f^2 \ln 2}{2\pi f} \]

(3.6)

Ideally, \( M = 1 \), but this is not always achievable in practice. If \( M > 1 \), the mixing is said to be "poor"; it takes roughly \( M \) turns for the beam to sample to become renewed. Cooling is only possible for \( g \leq \frac{1}{2} \). The cooling rate maximizes at the optimum value of \( g \).

\[ \varepsilon_m = \frac{1}{M + U} \]

(3.7)

for which the cooling rate is

\[ \frac{\partial \varepsilon_m}{\partial t} = \frac{W}{N} \left[ 2g - g' \left( \frac{M + U}{M + U} \right) \right] = 0 \]

(3.8)

The result is

\[ \varepsilon_m = \frac{U_\perp}{U} = \frac{U_\perp}{\frac{1}{2} M + U} \]

(3.9)

where the last result follows if we use \( g = g_m \). It is clear that we want \( M > U_\perp \) to achieve a small value for \( \varepsilon_m \). Some systems [7] have "plunging pickups" in which the system gain \( g \) is increased during the cooling cycle as the beam cools, to maintain close to the optimum gain at all times despite the increase in \( U \).

2. Single-particle cooling

(a) Coherent cooling rate. Consider just one particle in the ring, undergoing a betatron oscillation with amplitude \( x \) at the pickup. The kicker delivers a kick angle \( \eta_0 \) to the particle, where the proportionality between \( x \) and \( \eta_0 \), and the appropriate time synchronization, is provided by the stochastic cooling system. (Fig. 17) The devices used as pickups and kickers are usually stripline couplers [28,29], as shown in Fig. 18.

![Diagram of a single-particle cooling system](image)

For such a device, the voltage produced by the beam in the dipole pickup is determined by the (frequency dependent) transverse impedance \( Z_{\perp}(\omega) \).

\[ Z_{\perp}(\omega) = \frac{R_0}{2} \frac{d(0,0)}{h} \sin(\Theta(\omega)) \exp\left(\frac{\pi}{2} - \Theta(\omega)\right) \]

(3.11)

in which \( \Theta(\omega) = \frac{\omega^2}{c^2} \) and \( d(0,0) = 2\pi \text{rad} \). \( Z_{\perp} \) is the on-axis transverse sensitivity.

Summing over the harmonic structure (betatron sidebands) of the beam, the voltage from the pickup due to one particle is

\[ V_{pu}(t) = \sqrt{\frac{\pi}{2}} \sum_{n \neq 0} Z_{\perp} \sin(\Theta(\omega)) \exp\left(\frac{\pi}{2} - \Theta(\omega)\right) \]

(3.12)

in which \( \Theta(\omega) = \frac{\omega^2}{c^2} \) and \( d(0,0) = \frac{2\pi}{2\pi} \). \( Z_{\perp} \) is the on-axis transverse sensitivity.

Typically a number \( n_p \) of pickups is used, and the power is summed into a signal combiner:

\[ P_{pu}(t) = n_p P_{pu}(t) \]

(3.13)

The total voltage is

\[ V_{pu}(t) = \sqrt{n_p V_{pu}(t)} \]

(3.14)
This voltage is amplified (multiplied by \( g_A(\omega) \), the amplifier gain function) and delivered to the kicker after a time delay of \( Lc \), where \( L \) is the electrical length of the pickup-amplifier-kicker system. For a harmonically varying pickup voltage, the voltage to the kicker is

\[
U_k(t) = g_A(\omega) V_{pk}(\omega) \exp(-i\omega(t - L/c))
\]

(3.15)

The relationship between the voltage applied to the kicker \( U_k(\omega) \), and the kick angle which the particle receives \( \theta_k(\omega) \), is parameterized in terms of the kicker sensitivity \( K_j(\omega) \):

\[
\theta_k(\omega) = \frac{2\pi}{\omega} \frac{U_k(\omega)}{K_j(\omega)}
\]

(3.16)

for a harmonically varying kicker voltage \( U_k(\omega) \exp(-i\omega t) \). Here \( \dot{\theta}_k \) is the particle's velocity, and \( \omega \) its energy. The stripline kicker sensitivity is

\[
K_j(\omega) = \frac{2\pi}{\omega} \frac{U_k(\omega)}{K_j(\omega)}
\]

(3.17)

The total kicker voltage \( U_k \) is divided through power splitters to feed \( n_k \) kickers. Each kicker receives power

\[
P_k(t) = \frac{P_k}{n_k}
\]

(3.18)

and thus voltage

\[
U_k(t) = \frac{U_k(t)}{n_k}
\]

(3.19)

The total coherent kick is then

\[
\theta_k(t) = \frac{2\pi}{\omega} \frac{U_k(t)}{K_j(\omega)}
\]

(3.20)

in which

\[
F(\omega) = g_A(\omega) \int K_j(\omega) d\omega
\]

(3.21)

This kick is sampled by the particle as it passes through the kicker at time \( t_p \), at which its betatron phase is \( \Psi + \Psi_{np} \), where \( \Psi_{np} \) is the betatron phase advance from pickup to kicker. The emittance change from this kick must be averaged over many revolution periods, and also averaged over a random distribution in the initial betatron phase \( \Psi \) at the pickup.

Finally, one requires timing synchronization between the pickup and kicker (Fig. 19).

---

**Fig. 19**

Timing synchronization condition: Electrical delay time (neglecting dispersion) = \( Lc \)

---

If \( \theta_{pk} \) = azimuthal angular distance along the ring from pickup to kicker, then the timing synchronization condition is

\[
(t - t_p) = \frac{\theta_{pk}}{\omega} = \frac{L}{c}
\]

(3.22)

Since the beam has a spread in frequency, this timing condition cannot be satisfied for all particles simultaneously. We choose to satisfy it for the mean frequency of the beam:

\[
\theta_{ns} = \frac{\theta_{pk}}{\omega} = \frac{L}{c}
\]

(3.23)

Then \( \Delta w = \omega - \omega \) is the deviation of particle's frequency from the mean of the beam. The phase and time averaged emittance change produced by the cooling system, with this condition applied, is then

\[
\langle \Delta \epsilon \rangle = \frac{\epsilon^2}{2L E} \int \int \int \sum \left\{ F(n \pm Q) \exp[i(n \pm Q)\omega(t - L/c) - i\omega \Delta w, z, \Psi]\right\}
\]

(3.24)

From the average emittance change, the coherent ('single-particle') damping rate is

\[
\tau = -\frac{\epsilon^2}{4} \int \int \int \sum \left\{ F(n \pm Q) \exp[i(n \pm Q)\omega(t - L/c) - i\omega \Delta w, \Psi], K_j(\omega) \right\}
\]

(3.25)

**b) Phase requirements.** Suppose that \( \theta_{ns} = 0 \). We want the real part of

\[
\left( \frac{1}{2} \right) F(n \pm Q) \Psi_{np} + (\phi) = \frac{\pi}{2} \sin(\Psi_{np} + \phi)
\]

(3.26)

to be positive, and optimally = 1. This requires for the positive sideband (top sign):

\[
\Psi_{np} = \phi = \frac{\pi}{2} + 2\pi m, m=0,1,2,...
\]

(3.28)
for the negative sideband
\[ \psi_{re} + \phi = \frac{n}{2} + 2m, \quad n=0,1,2... \] (3.29)

These conditions can both be satisfied only if \( \phi \) is an integer multiple of \( \pi \). If \( \phi = \) even multiple, \( \psi_{re} = \pm \pi/2, \pm 3\pi/2, \pm 5\pi/2, \) etc.; if \( \phi = \) odd multiple, \( \psi_{re} = \pm \pi/2, \pm 3\pi/2, \pm 5\pi/2, \) etc.;

Now allow \( \Delta \omega \neq 0 \), and consider the term \( \exp(-i \Delta \omega \theta_{re}) \). To obtain cooling at all harmonics, we require for all \( n \) within system bandwidth:
\[ \Delta \omega \theta_{re} = \frac{n}{2} + 2m \Rightarrow a < a_{re} = \frac{1}{\Delta \omega} \frac{1}{\Delta \omega / 4 \theta_{re}} \] (3.30)

where \( \Delta \omega \theta_{re} \) is the fraction of the ring's azimuth between pickup and kicker. For \( n > \Delta \omega \theta_{re} \), we loose cooling. Because it corresponds in the time domain picture to particles leaving the sample between pickup and kicker, this effect is sometimes called "bad mixing".

(c). Simplifying assumptions. Let
\[ f_{n}^{j} [F_{re}] = \frac{1}{2} \int_{-1/2}^{1/2} F_{re} \, df_{re} \] (3.31)

(we neglect the very small variation of \( F \) over the beam frequency distribution) and take \( \Delta \omega = 0 \), \( \psi_{re} = \pi/2 + 2m \), to get
\[ \frac{1}{\tau} = \frac{1}{N} \sum_{n=0}^{N-1} \frac{h_{n}^{2}}{\hbar} \] (3.32)

If we convert the sum over harmonics to an integral
\[ \sum_{n=0}^{N-1} \rightarrow \int_{-1/2}^{1/2} \frac{1}{f_{re}} \] (3.33)

and extend this over the system bandwidth from \( f_{1} = W \) to \( f_{2} = 2W \), we have
\[ \frac{1}{\tau} = \frac{2W}{N} h_{n}^{2} \] (3.34)

in which \( h \) is the average of \( h_{n}^{2} \) over the system bandwidth:
\[ h = \frac{1}{W} \int_{-1/2}^{1/2} \frac{1}{f_{re}} \] (3.35)

Comparison with the equivalent coherent term in Eq.(3.1), in terms of the "system gain" \( g \), allows the approximate identification:

\[ g = h - \frac{e^{2} N}{4 \hbar} \frac{\partial_{n}^{2} \rho \partial_{n}^{2} \rho}{2 \hbar} \left\{ F_{re} [n + Q] \theta_{re} \right\} \] (3.36)

where the average is meant to be taken over the system bandwidth.

(d). Example: Fermilab Debuncher 2-4 GHz transverse cooling system [30,31].

The pickup/kicker parameters are \( b=2.5 \) cm, \( w=2.25 \) cm, \( L=2 \) GHz, \( Z_{k}=85 \Omega \) (see Fig. 20)

Variation of pickup, kicker sensitivities, and their product, with frequency, for the Fermilab Debuncher

\[ g_{a} \text{ at mid-band typically 140 dB, } \text{ so from the figure, } (Z_{k}, K_{p}) = 60 \Omega / \text{cm, } \text{ so } (F) = 10^{4} / \text{GHz} \text{ or } 600 \text{ cm } = 6 \times 10^{4} \Omega / \text{cm}. \text{ Other parameters: } n_{p} = n_{K} = 128, f_{p} = f_{k} = 780 \text{ cm } = 590 \text{ kHz, } k_{p} = 1, f_{1} = 8 \times 10^{9} \text{ eV, } N = 7 \times 10^{7} (\text{design}). \text{ Then } b_{(\text{mid-band})} = 6 \times 10^{9} \Omega / \text{cm, } 6 \times 10^{5} \times 5.9 \times 10^{7} \times 780 \times 128 \text{ cm } = 6 \times 10^{7} \text{ cm } = 0.05 \text{ s}^{-1} \text{, and } \text{ in which } h_{(\text{mid-band})} = \frac{1}{W} \int_{-1/2}^{1/2} \frac{1}{f_{re}} \, df_{re} = 2.8 \text{ Hz.} \text{ The total damping rate will be smaller since it needs to include the heating terms also.} \]

3. Heating from other particles (Schottky noise)

(a). Heating rate. For no Schottky band overlap, the rate of mean square emittance change resulting from to fluctuations in the pickup signals due to the finite number \( N \) of particles in the beam is given by
\[ \frac{\langle \Delta \epsilon^{2} \rangle}{\Delta t} = \frac{2 \pi N \epsilon^{2} / N_{p}^{2} + \pi N \epsilon^{2} / N_{p}^{2}}{2 \pi N^{2} \epsilon^{2} / N_{p}^{2}} = \frac{1}{N \pi \epsilon^{2} / N_{p}^{2}} \] (3.37)

Since
the incoherent contribution to the emittance damping rate for particle $k$, due to other particles in the beam is

$$\frac{1}{\tau_{\text{incoh}}} = \sum_{n \neq Q} \left( \frac{2\pi}{n} \right)^2 \frac{1}{N} \frac{1}{\tau}$$ (3.38)

(b). Simplifying assumptions. Using $h$ defined above in Eq. (3.31),

$$\frac{1}{\tau_{\text{incoh}}} = \sum_{n \neq Q} \frac{2\pi}{n} \frac{1}{N} \frac{1}{\tau}$$ (3.39)

where

$M_n = \frac{\pi \Phi_{\text{eff}}(n)}{n + Q} = \frac{1}{2n\Delta f}$ (3.40)

is the "mixing factor" at harmonic $n$. The last equation follows for a rectangular longitudinal beam frequency distribution, of full width $4f$. The mixing factor is generally $>1$ and approaches 1 at harmonics for which the Schottky beat frequency overlaps $n\Delta f = \frac{f}{2}$. Ideally, this occurs at the top end of the system bandwidth. If we take $h$ constant over the system bandwidth and equal to the average $h$ defined above, in Eq. (3.36), then, converting the sum to an integral gives

$$\sum_{n \neq Q} M_n = 2\pi \frac{\Phi_{\text{eff}}(0)}{f} = 2\pi \frac{\Phi_{\text{eff}}(0)}{\ln(2)}$$ (3.42)

so

$$\frac{1}{\tau_{\text{incoh}}} = \frac{W}{N} \left[ \frac{\pi \Phi_{\text{eff}}(0)}{\ln(2)} \right] = \frac{W}{N} \frac{\Phi_{\text{eff}}}{\ln(2)}$$ (3.43)

in which

$$M = \frac{\Phi_{\text{eff}}}{\ln(2)} = \frac{W}{2\Delta f}$$ (3.44)

is the average mixing factor (as in Eq. (3.5)).

(c). Example: Fermilab Debeschcier transverse cooling [30,31].

Using $h = 0.05$ (from 2(d) above),

$$\frac{\Delta \tau_{\text{incoh}}}{\tau} = \frac{\Delta \tau_{\text{incoh}}}{\tau} = 0.0055 \times 0.002 = 1.1 \times 10^{-4}$$

$$M = \frac{f \ln(2)}{\Delta f} = 5.9 \times 10^{-7}$$

This is a rather large mixing factor. In the collection ring, the small value of $h$ required for the bunch-manipulation RF gymnastics forces this compromise. The Schottky noise contribution to damping rate is then

$$\frac{1}{\tau_{\text{Sch}}(\text{incoh})} = 2 \pi \times 10^{-4}$$ (3.45)

4. Heating from electronic noise

(a). Heating rate. The other incoherent contribution is due to electronic noise (primarily thermal noise in the pickup and preamplifier). This contribution is given by writing the incoherent damping rate due to Schottky noise (Eq. (3.39))

$$\frac{1}{\tau_{\text{incoh}}}(\text{elec}) = \sum_{n \neq Q} \frac{2\pi}{n} \frac{1}{N} \frac{1}{\tau}$$ (3.46)

in terms of the Schottky power density at harmonic $n \pm Q$,

$$\frac{d\Delta P_{\text{Sch}}(n \pm Q)}{df} = \frac{h(n \pm Q)(n \pm Q) \times \Phi_{\text{eff}}(n \pm Q)}{2\Delta f}$$ (3.47)

If the thermal noise density is designated by $d\Delta P_{\text{th}}$, then the emittance (anti-)damping contribution from this source has the same form as above with this power density substituted for the Schottky noise density, namely

$$\frac{1}{\tau_{\text{incoh}}} = \frac{2\pi}{n} \frac{1}{N} \frac{1}{\tau} \sum_{n \neq Q} \frac{h(n \pm Q)(n \pm Q) \times \Phi_{\text{eff}}(n \pm Q)}{2\Delta f}$$ (3.48)

The thermal noise density is

$$\frac{d\Delta P_{\text{th}}}{df} = \frac{1}{2} (T_R + T_A)$$ (3.49)

where $T_R$ and $T_A$ are, respectively, the absolute temperatures of the pickup terminating resistor and the preamplifier. To reduce this contribution to the heating rate, the preamplifier and its terminating resistor are often cooled to cryogenic temperatures.

(b). Simplifying assumptions. Using again $h$ defined above in Eq. (3.31), we have

$$\frac{1}{\tau_{\text{incoh}}} = \frac{f \ln(2)}{2\Delta f}$$ (3.50)

in which

$$\tau_{\text{incoh}} = \frac{f \ln(2)}{2\Delta f}$$ (3.51)
\[ U = \frac{2 P_0}{\Delta f (\ln 1 + Q)} \]
\[ U = \frac{2 P_0}{\Delta f (\ln 1 + Q)} \approx \frac{2 P_0}{\Delta f} \]

U is called the "noise-to-signal ratio:"

\[ \frac{dU}{dM} = \frac{dP_0}{dM} \frac{dM}{dU} \]
\[ \frac{dU}{dM} = \frac{dP_0}{dM} \frac{dM}{dU} \]
\[ \frac{dU}{dM} = \frac{dP_0}{dM} \frac{dM}{dU} \]

If \( b_0 \) is taken constant and equal to its average \( b \), given above in Eq. (3.36), then

\[ \frac{1}{\tau_{\text{avg}}} = \frac{1}{N} \frac{dU}{dM} \]

in which

\[ \frac{1}{\tau_{\text{avg}}} = \frac{1}{N} \frac{dU}{dM} \]

(c). Example: Fermilab Debuncher transverse cooling [30,31].

The parameters are \( n_p = 128; \delta p_0 = 780 \text{ cm}; f_0 = 590 \text{ kHz}; b_0 = 1; \text{ E}=60 \times 10^6 \text{ eV}; N=7 \times 10^7 \) (design); \( \gamma_z (\text{ms}) = 30 \text{ cm} / \text{ cm} \) (mid-band); \( \gamma_z (\text{initial}, \text{ rms}) = 3 \times 10^{-2} \text{ cm} / \text{ rad}; T_A = 40^\circ \text{ C} \); \( T_F = 40^\circ \text{ C} \) (note cryogenic temperatures). Then

\[ U_1 = \frac{1.6 \times 10^{-4} (7.8 \times 780 + 12.8 \times 5.9 \times 10^{-1})}{2 \times 10^3} = 2.8 \]

\[ b = 0.05 \] (from above); so

\[ \frac{1}{\tau_{\text{avg}}} = \frac{1}{2 \times 10^3} \frac{0.05}{2} = -2 \text{ Hz} \]

5. Overall damping rate and emittance time evolution

(a). Overall damping rate. Putting all the terms together, we have

\[ \frac{1}{\tau_{\text{avg}}} = \frac{1}{N} \sum \frac{1}{\tau_{\text{avg}}} \frac{1}{\tau_{\text{avg}}} = \frac{1}{N} \frac{1}{\tau_{\text{avg}}} \]

\[ \frac{1}{\tau_{\text{avg}}} = \frac{1}{N} \frac{1}{\tau_{\text{avg}}} \]

In bandwidth-averaged form:

\[ \frac{1}{\tau_{\text{avg}}} \]

Optimum gain:

\[ b_{\text{opt}} = \frac{1}{M + U}; \frac{1}{\tau_{\text{avg}}} = \frac{W}{N (M + U)} \]

(b). Time evolution of the emittance. From Eq. (3.56),

\[ \frac{dE}{dt} = \frac{2 W}{\Delta f} \left( k_0 + \frac{2 W}{M + U} \right) \]

This equation is of the form

\[ \frac{dE}{dt} = -k_0 E + k_1 \]

With \( k_0 = \frac{2 W}{\Delta f} \) and \( k_1 = \frac{2 W}{N} \)

The solution is

\[ E(t) = E_0 \left( 1 - \exp(-k_0 t) \right) \]

Asymptotically, the emittance is cooled to

\[ E_0 = \frac{U_0}{k_1} \left( 1 - \exp(-k_0 t) \right) \]

At optimum gain

\[ E_0 = \frac{U_0}{k_0} \]

(c). Example: Fermilab Debuncher transverse cooling [30,31].

The system is generally not operated at the optimum gain because of the large amount of microwave power required (several kilowatts). Hence the actual performance is (with \( b = 0.05 \))

\[ \frac{1}{\tau_{\text{avg}}} = \frac{1}{N} \frac{1}{\tau_{\text{avg}}} \]

The asymptotic emittance is

\[ \frac{1}{E_0} = \frac{2}{0.05} = 0.1 \]

30
For an input emittance of 20 μm-mrad, the beam cools asymptotically to about 211 μm-mrad.

6. Beam feedback: coherent effects

(a) Modification to the system gain. The kicker's coherent effect on the sample (gas) is fed back into the system by the beam on the next revolution, if there is insufficient sample mixing on one turn to remove the coherence. This is very similar to the gain modification which occurs in a standard feedback system: the gain with feedback 

\[ g' = \frac{g}{1+\beta g} \]  

(3.63)

in which \( \beta \) depends on the feedback network (in this case, the beam transfer function). In the cooling system, the equivalent of \( g \) (\( g_w \) at the nth harmonic) is modified as follows:

\[ g'_w = \frac{g_w(1+\beta g)}{2} \]  

(3.64)

in which

\[ T_w = \frac{1}{1+\frac{\alpha g}{2}} \]  

(3.65)

depends on the beam frequency distribution through \( M_0 \); the result above is correct for a rectangular frequency distribution, for which \( M_0 \) is given in Eq.(3.41) above. Then, the cooling rate \( n \)th harmonic contribution, with beam feedback included, becomes

\[ \frac{1}{T_w} = h_w T_w - \frac{k_w T_w}{2}(M_0 + U) \]  

(3.66)

The optimum now occurs when

\[ h_w T_w = \frac{1}{M_0 + U} \]  

(3.67)

For \( M_0 > U \), the optimum gain is increased by a factor of 2. Note that the cooling rate at the optimum is the same as before. However, at \( h_w \), the beam transfer function gives

\[ T_w = \frac{1}{M_0 + U} \]  

if \( U_0 \ll M_0 \) (3.68)

At the optimum gain, neglecting the noise contribution, the cooling system provides "signal suppression" of all signals by a factor of two. This fact is sometimes used in adjusting cooling systems.

(b) Example: Fermilab Debuncher. \( M=9.3; U=2.8; h=0.05 \). Then

\[ T = \frac{1}{1+\frac{M_0}{2}} = \frac{1}{1+233} = 0.811 \]

As noted above, we are not at the optimum gain, which, with feedback, corresponds to

\[ h_w = \frac{1}{M_0 + U} \]

\[ T_w = \frac{1}{M_0 + U} \]

The cooling rate, including beam feedback effects, is

\[ \frac{1}{T_w} = \frac{2W}{N} \left[ \frac{K_T}{2(M+U)} \right] \]

\[ \frac{4\pi 10^7}{7\pi 10^7} \left[ \frac{0.05 \times 811}{0.05 \times 811} \left( 0.9 + 2.8 \right) \right] = 1.75 \text{ Hz} \]

slightly smaller than the value obtained ignoring feedback.

B. Longitudinal Stochastic Cooling

Longitudinal stochastic cooling may be used in the collection ring to further reduce the momentum spread of the debunched beam prior to transfer to the accumulation ring. This process is similar to transverse cooling—except that pickup definition of "center" is a little trickier. There are two techniques to establish a "central energy":

1) a dipole (position-sensitive) pickup located in a region of the machine in which there is a correlation between the beam's position and its momentum ("Palmer" cooling, Fig. 21)

2) a longitudinal ("sum") pickup measures the frequency distribution of the beam; an electronic "notch" filter, which provides a frequency-dependent gain is introduced into the cooling system. The filter "notch" can be adjusted to make the gain minimize at a
frequency corresponding to the central beam revolution frequency (energy) about which we
want to cool the beam. ("Thomdahl" cooling. Fig. 22)

A detailed analysis requires a treatment along the lines discussed below for the stochastic
stacking system in the accumulation ring.

C. Other issues in the collection ring [32,33]

The transverse and momentum apertures of the collection ring often set the limit on
the antiproton collection rate, and so should be carefully maximized. The transverse
apertures are generally limited by physical constraints, as beam dynamics does not play a
very important role due to the short storage time. The design of the ring lattice, and the
physical dimensions of the cooling pickups and kickers, must respect the need for
maximum transverse physical aperture. The momentum aperture may be set by the maxin
voltage available on the bunch rotation cavities.

IV. THE ANTIPROTON ACCUMULATION RING

The beam from the collection ring is injected into the accumulation ring, where it
will be stored for many hours. The injected beam is accelerated by a conventional rf system
[34] from the injection orbit into the "stack-tail" stochastic cooling system. In this system,
the beam is "stochastically stacked" in longitudinal phase space (Fig. 23). Stochastic
stacking[35] is a form of longitudinal stochastic cooling. It requires a more sophisticated
analysis than simply dealing with time dependence of the second moments of the
distribution. The Fokker-Planck equation is used to describe the evolution of the beam
distribution function.

\[ \Psi(E) = \frac{dN}{dE} \]

A longitudinal pickup (similar to the loop coupler in Fig. 18, but operated in sum
mode) measures the energy of a sample \( dN \) of particles. The energy measurement is
accomplished by one or both of the techniques mentioned above for longitudinal stochastic
cooling. The signal is amplified and delivered to the kicker, which changes the sample's
energy by \( \Delta E \) (Fig. 24). Particles are accelerated; the density increases with energy because
the process incorporates longitudinal stochastic cooling along with the acceleration
("stochastic stacking")

The flux passing \( E_0 \) due to action of a kicker delivering \( \Delta E \) is estimated as follows.
\[ \Delta N = \text{number of particles passing } E_0 \text{ cross-hatched area in graph} \]
The pickup measures the energy of a sample $\Delta N$ of particles at energy $E - \Delta E$; the kicker changes the sample's energy by $\Delta E$. This results in a particle flux ($\Phi = dN/dt$) along the energy axis

$$\Phi = \int f(\Delta E)_{\text{ave}} \frac{d\Phi}{d\Delta E} (\Delta E^2)_{\text{ave}}$$

(4.1)

in which $f$ is revolution frequency, and $(\Delta E)_{\text{ave}}$ is the average coherent energy gain per turn = $eV(E)$, where $V(E)$ is the voltage on the kicker. $(\Delta E^2)_{\text{ave}}$ is the mean-square energy delivered to the beam per turn.

An explicit expression for the voltage $V(E)$ can be given in terms of the pickup, kicker, and amplifier parameters. We refer to the loop coupler pickup in Fig. 18 above; the sum voltage is

$$V_{\text{sum}}(E, t) = \sum Z_{\text{loop}}(n, n, E) \exp (i \omega t - i \tau_0)$$

(4.2)

The effective longitudinal impedance $Z_{\text{eff}}$ is (28)

$$Z_{\text{eff}}(n, n, E) = \frac{b}{2} d_0(E) \sin \left( \frac{\pi}{2} E \right) \exp \left( -i \frac{\pi}{2} n \theta(u) \right)$$

(4.3)

The transverse sensitivity $d_0(E)$ is given an explicit energy dependence. This comes about because the pickup is often located in a dispersive region of the ring. The energy $E$ is measured relative to that of the closed orbit point through the center of the pickup. The transverse sensitivity varies with $x$, the horizontal distance from the pickup centroid (see Fig. 18); in a dispersive region, $x = D \Delta E(E_0)

$$d_0(E) = \frac{2 \tan \left( \frac{\pi}{2} E \right)}{\pi} \cosh \left( \frac{\Delta E}{2 \Delta E_{\text{disp}}} \right)$$

(4.4)

in which $E_0$ is the beam total energy, $E$ is the energy difference relative to that of the on-axis particle, and $D$ is the dispersion at the pickup. Far off axis (for $\Delta E >> 1$), the sensitivity falls off like $d_0(E) \approx \frac{2 \sin \left( \frac{\pi}{2} E \right)}{\pi} \exp \left( -i \frac{\pi}{2} n \theta(u) \right)$. This provides a mechanism for shaping the gain of the cooling system to an exponential energy response, which, as discussed below, will be required for the "stack-tail" cooling system.

The voltage delivered to the kicker is

$$V_k(E, t) = \sum Z_{\text{pick}}(n, n, E) \exp (i \omega t - i \tau_0) \frac{6 \pi}{n \theta(u)}$$

(4.5)

in which the amplifier gain $g_k(n, n, E)$ also has an explicit energy dependence (such as might come from a notch filter). $l$ is the system electrical length. The voltage sampled by the beam, averaged over many revolutions, is

$$V(E) = \frac{1}{n \theta(u)} \sum Z_{\text{pick}}(n, n, E) \exp (-i \omega t - i \tau_0) \frac{6 \pi}{n \theta(u)}$$

(4.6)

for $n$ pickups and $n$ kickers. The kicker sensitivity (assumed to be at a zero dispersion point) is

$$K_n(n, n, 0) = \frac{2 \sum Z_{\text{pick}}(n, n, E) \exp (-i \omega t - i \tau_0) \frac{6 \pi}{n \theta(u)}}{n \theta(u)}$$

(4.7)

$V(E)$ is the coherent voltage which produces cooling. The exponential in Eq. (4.6) expresses the "bad mixing" effect. $\langle \Delta E^2 \rangle$ is the incoherent (heating) contribution. As seen below, this will result in a diffusion term in the Fokker-Planck equation. Physically, it arises from Schottky noise, electronic noise, and other diffusive mechanisms (such as intrabeam scattering) to which the beam is subject. The Schottky contribution may be obtained by the same sort of analysis as in the transverse cooling case. The mean square energy fluctuations per unit time due to Schottky noise are

$$\langle \Delta E^2 \rangle = 2 e V(E) \frac{\pi}{2} \theta(u) \frac{6 \pi}{n \theta(u)}$$

(4.8)

Writing the beam frequency distribution in terms of the energy distribution

$$\theta(u) = \frac{dB}{d\theta(u)} \frac{d\theta(u)}{du}$$

(4.9)

Here $\theta = \frac{\pi}{2} E$. The mean-square energy change of the beam per turn due to Schottky noise is

$$\langle \Delta E^2 \rangle_{\text{Sch}} = \left( \frac{dV(E)}{d\theta(u)} \right)^2 = e V(E) \frac{\pi}{2} \theta(u) \frac{6 \pi}{n \theta(u)}$$

(4.10)

Similarly, for the amplifier noise contributions we have

$$\langle \Delta E^2 \rangle_{\text{amp}} = e^2 |R_k|^2 \frac{d\theta(u)}{d\theta(u)} \frac{6 \pi}{n \theta(u)}$$

(4.11)

2 Beam feedback
As in the transverse case, the beam will form a closed loop with the cooling system, providing negative feedback into the cooling system. The amplifier gain is modified as follows:

\[ g_a(\alpha,E) = g_a(\alpha,E) \frac{g_a(\alpha,E)}{1 + g_a(\alpha,E)b(x,E)} \]

in which the feedback network analog is given in terms of an integral over the gradient of the beam's energy distribution:

\[ b(x,E) = \frac{1}{\Delta s} \int \frac{d\omega}{\omega} \frac{dV}{d\omega} \left[ \exp\left[ \frac{eV_\omega}{\Delta s} \right] - 1 \right] \]

(4.12)

This expression for \( g_a(\alpha,E) \) should be used in the equations above to account for beam feedback. As with any feedback system, the amplifier and feedback network must be designed to provide sufficient gain and phase margin from instability; in this case, this must be done for all frequencies within the system bandwidth, for all beam energies within the stack, and for all expected values of the beam energy density gradient. This requires careful design, performed with the use of codes.

2. Simplify assumptions to obtain a Fokker-Planck equation

We neglect beam feedback and "bad mixing". Averaging pickup impedance, amplifier gain, and kicker sensitivity over the system bandwidth \( W \) from \( f_1 \) to \( f_2 \), we have

\[ V(E) = 2ah(E)/W \]

(4.13)

where the average is over the system bandwidth, and

\[ \left( \frac{d\Delta E^2}{\Delta E} \right) = 2e^2 \int_{f_1}^{f_2} \frac{p\phi E}{2} \left[ \frac{L}{f_1} - \frac{L}{f_2} \right] \frac{dV}{d\omega} \left[ \exp\left[ \frac{eV_\omega}{\Delta s} \right] - 1 \right] \]

(4.14)

Combining the noise contributions gives

\[ \left( \frac{d\Delta E^2}{\Delta E} \right) = 2e^2 \frac{p\phi E}{2} \left[ \frac{L}{f_1} - \frac{L}{f_2} \right] \frac{dV}{d\omega} \left[ \exp\left[ \frac{eV_\omega}{\Delta s} \right] - 1 \right] \]

(4.15)

in which

\[ A = e^2 \frac{p\phi E}{2} \left[ \frac{L}{f_1} - \frac{L}{f_2} \right] \frac{dV}{d\omega} \left[ \exp\left[ \frac{eV_\omega}{\Delta s} \right] - 1 \right] \]

(4.16)

and

\[ D_a(E) = e^2 \frac{p\phi E}{2} \left[ T_s + T_a \sum_{\omega_1} \frac{d\omega_1}{\omega_1} \left[ \exp\left[ \frac{eV_\omega}{\Delta s} \right] - 1 \right] \right] \]

(4.17)

The first term is due to Schottky noise, the second to system electrical noise. Then the equation for the flux becomes

\[ \Phi = f_1 V(E) \psi - f_1 (AV/E) \psi + D_a(E) \]

(4.18)

Use of the continuity equation

\[ \frac{d\psi}{dE} - \frac{d\psi}{dE} = 0 \]

(4.19)

gives

\[ \frac{d\psi}{dE} = - \frac{d}{dE} \left[ f_1 V(E) \psi \right] + f_1 \frac{d}{dE} \left[ AV/E \psi + D_a(E) \frac{d\psi}{dE} \right] \]

(4.20)

This Fokker-Planck equation is required to describe the time evolution of the density distribution. It is generally only solved numerically, because it is nonlinear in \( \psi \).

However, there are solutions of the static case \( \frac{d\psi}{dE} = 0 \), which are instructive [35].

B. The Static "Stack-Tail" System

1. Required voltage profile

We take \( D_a = 0 \) for simplicity, and \( p = 1 \). Assume constant flux = input flux from the collector ring \( \Phi_0 \). Output flux goes into another cooling system (called the "core" system). Then the flux is

\[ \psi(E) = f_1 V(E) \psi - f_1 (AV/E) \psi + D_a(E) \]

(4.21)

so

\[ \frac{d\psi}{dE} = \frac{\Phi_0}{AV/E} + \frac{e}{AV(E)} \]

(4.22)

The pickup voltage profile \( V(E) \) is chosen to maximize

\[ \frac{d\psi}{dE} = \frac{\Phi_0}{AV(E)} + \frac{e}{AV(E)} \]

(4.23)

Solution:

\[ V(E) = \psi(E) \psi - \frac{E - E_k}{E_k} \]

(4.24)
where $E_0 =$ injection energy, $\psi_0 =$ injection density. The maximum increase in $\psi(E)$ with energy which can be achieved is an exponential growth, with an energy scale $E_a$. In this case, the required voltage profile is

$$V(E) = \frac{2\phi_0}{\phi_0(E)} \exp \left( \frac{E - E_0}{E_a} \right)$$  \hspace{1cm} (4.25)

This illustrates that the maximum increase in $\psi(E)$ with energy which can be achieved is an exponential growth, with an energy scale $E_a$. In order to provide this, the voltage applied by the kicker system must decrease exponentially with the same scale factor away from the injection energy. This decrease in voltage is typically accomplished by a combination of the fall-off in transverse sensitivity of dipole pickups located in dispersive regions, and the use of filters.

2. Example: Fermilab Accumulator ring stack-tail system [36]

For the Fermilab accumulator ring, the beam and machine parameters are: $\eta = 0.23$; $f_y = 2 \text{ GHz}$; $f_z = 1 \text{ GHz}$; $W = 1 \text{ GHz}$; $E_0 = 8 \text{ GeV/c}$; $\Psi_0 = 5 \times 10^7 \text{ sec}^{-1}$; $\beta_{\psi} = 1.7 \times 10^4 \text{ sec}^{-1}$, giving

$$E_a = \frac{\beta_{\psi} \Phi_0}{\sqrt{\lambda}} \frac{1}{f_y} \frac{f_z}{f_z} = 5 \times 10^9 \text{ x } 0.693 = 7 \text{ MeV}$$

Required kicker voltage at injection: $\psi_0 = 5 \text{ eV}$

$$V(E) = \frac{1}{\psi_0} \rac{d\psi}{dE} = 34 \text{ volts}$$

The energy scale of the whole stack is set by the required density gain: for a density enhancement of $5 \times 10^7$, we need

$$\ln \frac{\psi(E)}{\psi_0} = \frac{E - E_0}{E_a} = \ln 5 \times 10^7 = 13.1$$

$$E_a = 13.1 \text{ MeV}$$

Fig. 25 shows the stack density profile for the Fermilab accumulator.

Log $\psi(E)$ (antiprotons/eV)

Accumulator ring
antiproton stack

Fig. 25

C. The Static "Core" System

1. Longitudinal core cooling.

The accumulator core is a longitudinal cooling system into which the flux from the stack-tail system is deposited. (See Fig. 25.) In practice, one of the major limits to the operation of the stack tail system is the perturbations which it produces in the core. These may be either longitudinal or transverse (the transverse effects are caused by small misalignments in the stack tail kickers). Substantial care in pickup/kicker design and implementation is required to reduce such effects to a manageable level.

A dynamic description of the interaction between the core and the stack-tail requires numerical solution of the Fokker-Planck equation. However, a crude analysis can be made of the situation after the accumulation process using the "stack-tail" ceases. This will occur when we have reached the required total number of antiprotons (about $5 \times 10^{11}$ for the original Fermilab design [37]; see Fig. 26)
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The mixing is "poor". For \( N = 5 \times 10^{11} \) particles, and with a noise figure of \( U_0 = 0.5 \), the cooling rate at optimal gain is
\[
\tau_c = \frac{1}{N \left( M + U_0 \right)} = \frac{1}{5 \times 10^{11} (13 + 5)} = 3 \times 10^{-4} \text{ Hz}
\]
\( \tau_c = 0.9 \text{ hrs} \)

An initial emittance of 7 mm-mrad from the collection ring would be reduced to 2K mm-mrad in about an hour. This is acceptable, since the accumulation time is typically more like 10-20 hours. The asymptotic emittance is
\[
\epsilon_{\text{asym}} = 0.5 \text{ mm-mrad}
\]
\( \epsilon_{\text{asym}} = 0.25 \text{ mm-mrad} \)

D. Other issues in the accumulation ring

Although by far the dominant issues in the accumulation ring relate to stochastic cooling, there are also number of other conventional accelerator physics issues. These are generally those associated with an high quality storage ring. They include single particle and collective stability considerations; dynamic aperture and Resonances; stochastic cooling as well as the core cooling system (which must be physically separate from the "stack-tail" system), using one of means we have previously mentioned, establishes a voltage profile
\[
V(E) = -\frac{dV}{dE} (E - E_c)
\]
(4.27)
where \( E_c \) is the central energy of the core, and \( \frac{dV}{dE} \) is a constant. Then the equation for the flux gives
\[
\rho(E) \approx \exp \left( -\frac{e}{2D_c} \frac{dV}{dE} (E - E_c) \right)
\]
(4.28)
which has as a solution
\[
\mathcal{F}(E) = C \exp \left( -\frac{e}{2D_c} \frac{dV}{dE} (E - E_c) \right)
\]
(4.29)
This corresponds to a Gaussian density distribution with an rms width
\[
\sigma = \frac{\sigma_c}{\sqrt{\frac{dV}{dE}}} = \frac{(\Delta E)^2}{\frac{dV}{dE}}
\]
(4.30)
The Fermilab system [37] has \( \sigma_c = 5 \text{ MeV} \).

2. Transverse core cooling.

The core also requires a transverse cooling system to reduce the transverse emittance to about 2K mm-mrad, required for the final beam to be delivered to the collider. In addition, this system is useful in controlling transverse perturbations to the core emittance caused by the stack tail system. Unlike the collection ring system, this system does not require rapid cooling.

Example-Fermilab accumulator core transverse cooling system [37]. The parameters are \( \eta = 0.023; m = 0.005 \) (this is the final result of the core cooling process; \( T = 1.7 \text{ microsec (same as the collection ring)}; W = 2 \text{ GHz} \). Then
\[
M = \frac{1}{2W^2} \frac{d^2E}{dP} = \frac{1}{2 \times 2 \times 10^9} \times 1.7 \times 10^4 \times 0.023 \times 0.005 = 13
\]
42
Great care in emittance preservation during the transfer to the collider is crucial. Careful matching of all transfer lines, and sufficient aperture for close to 100% efficient transfer, is required.
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