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Ab.stmct 

Modules over affine Lie superalgebras g are studied, in particular, for g = 05P(i, 2). 

It is shown that on studying Verma modules, much of the results in Kac-Moody 

algebra can be generalized to the super case. Of most importance are the gener

alized Kac-Kazhdan formula and the Malikov-Feigin-Fuchs construction, which give 

the weights and the explicit (orm of the singular vectors in the Verma module over 

affine Kac-Moody superalgebras. We have also considered the decomposition of the 

a.dmissible representation of osP(i. 2) into that of 5£(2)0Virasoro algebra. through 

which we get the modular transformations on the torus and the fusion rules. Dif

ferent boundary conditions on the torus correspond to the different modings of the 

current superalgebra and ch~acters or super-characters, which might be relevant to 

the Hamiltonian reduction resulting in Neveu-Schwarz or Ramond superconformal 

algebras. Finally, the Felder BRST complex, which consists of Wakimoto modules by 

the free field realization, is constructed. 

1 Introduction 

Some recent work has been focused on the Hamiltonian reduction of the super-group valued WZNW 

theory which gives rise to a super-Toda and (extended) superconformal field theory [27,41,13,24,25). 

Such procedures might be the only accessible way of quantizing the super-Liouville field theory, since 

their discretized version, i.e. the super-symmetrized matrix model does not exist yet. In ref.[l,22,231, it 

has been shown that by combining the matter sector with the Liouville sector in a non-critical string 

theory one obtains a 2D topological field theory, which is equivalent to the 5£(2, R)/5£(2, R) gauged 

WZNW model. A striking feature of the non-critical string theory, as well as the GIG model, is the 

appearance of infinitely many copies of the physical states with non-standard ghost numbers [36,31,1,8J. 

We expect similar structure exists when G is a supergroup. Namely" there must be a close relation 

between the non-critical fermionic string and the G/G gauged supergroup val.ued WZNW theory. The 

present paper is a preparation toward such a consideration. 

The essential ingredients of the WZNW theory is encoded in ita current algebra, tlie Kac-Moody 

algebra. It is also dear that it is the structure of the algebra modules that determine the physical states 

in G/G WZNW theory. The general structure of the affine Kac-Moody modules has been extensively 

studied [32,31,14,15]. However. concerning its generalization, Lhe contragradient super-algebra module, 

less results can be found in the literaLure [42,43,29,301. In this paper, we try to shed some light on the 

structure of modules over superalgebras. which mighL be relevant to our understanding of the (gauged) 

supergroup valued WZNW theory. As a consequent problem, the analysis of the BRST semi-infinite 

cohomology of the GIG WZNW theory, where G is in general a supergroup, will be done in a separate 

paper (19). Our main results are the generalized K~-Kazhdan formula, eq.(80) and the generalized MFF 

(38) construction. To give a clear idea what we have done in this paper, let us recall some essential facts 

about our knowledge of the infinite dimensional Lie algebras. In [32], the structure of Verma module over 

an infinite dimensional Lie algebra was studied; Kac-Kazhdan formula tells· whether a Verma module is 

reducible, and gives the weights of the singular vectors in a Verma module. In [381, the explicit form of 

such a vector in a Verma module was constructed, in a way we mighL call it MFF construction. Moreover, 

the Wakimoto modules (namely, whe~ restricted to Viruoro algebra, the Feigin-Fuchs modules [16]), were 

extensively studied [14,15]. 

Our paper is organized as follows. In section 2, we review some fundamental knowledge about 

Lie superalgebra. In section 3, we study a hidden Viruoro algebra in U(05P(1,2» through GKO 

construction (20,211 of 05P(i, 2)/5£(2). We get the decomposition of the representation of 05P(1, 2) 

into 5£(2)0 Virasoro, and concentrate on the so called admissible representations [33,18]. Later we deal 

with the 5 modular transformation and the fusion rules. Fusion rules of the the admissible representations 

are given through Verlinde formula (45,39.2]. Similar to those of SL(2), there are negatives integers 

appearing in the fusion rules, which might be explained as that there are lowest weight states appearing 



in the fusion of two highest weight states. It. should be Doted t.hat. the decomposition, eq. (45). is first 

given in [33] in a sophisticated way. We get the S-modular transformation of osP(i. 2) through that of 

the Virasoro and s£('2), which are already known. The characte ... of the admissible osP(i, 2)-modules 

are obtained by combining that of Virasoro and s£('2). 

In section 4, we study the osP(i, 2)-module in general, and give out the structure of all OSP(i,2)
modules. The result is analogous to the classification of Feigin and Fuchs on Virasoro-module (16) and 

that of Feigin-Frenkel on SL(2)-module [15]. The Kac-Kazhdan formula [32] and MFF construction [38] 

i. generalized to superalgebra. aa it had been mentioned above. 

Sect.ion 5 is devoted to t.he construction of Wakimoto modules [46], which is t.he free field realization 

of the current superalgebra [5]. The Felder cohomology [17,4) is analyzed in detail for U(g) =osP(i, 2). 

In conclusion, we speculate that for a general affine 8uperalgebra g, the coset space construction 

for glgo' where go is the even part of g, will result in a WN algebra. In appendix we deal with some 

technical details. 

2 Lie superalgebra and Current superalgebra 

In this section we review some fundamental properties of the Lie superalgebras, mainly to make our paper 

self-contained. Det.ailed discussion can be found in [42,29,30]. The representation theory of OSP(I, 2) 

haa been st.udied by the authors of ref.[42,43]. 

2.1 Lie super-algebra 

Lie superalgebra, namely, graded Lie algebra in mathematical terms, can be written as g =go + gf. go, 
the even part of g, is by itself a Lie algebra. 

Denote the generators of g by r", a =1, ... ,dv + dg1(or 00, when g infinite dim. ), where d9i iso 

the dimension of gr. The commutato ... are 

[ra ,ri'1 =r~r"'l, (I) 

where r~ are the st.ructure constants. The Lie bracket [ , ) i. defined to be 

[a, iI) = ail - (_l)4i.,(<I)4i.,(6)ila, (2) 

where deg(a) =O(resp. 1) for a e gjj(resp. gr). From Jacobi identity 

[ra, [ri', r"'l1 =[[ra, rP], r"] + (_I)d(a)4iCIf)[r", [ra, rl]), (3) 
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we get 

r~/JJ~ = r!/~ + (_I)d(a)d(If)1"~/a-r, (4) 

where deal =O(resp. 1) for r a e gjj(resp. gd. 

In [30], Kac gave out a classification of all finite growth contragradient Lie superalgebraa, each ass0

ciated wit.h a generalized indecomposable n x n Cartan matrix and a subset of {I ... n}. 

Let A =(aiJ) be an n x n generalized Cartan mat.rix; r ~ I ={I ...n}. aiJ satisfy 

ail =2, atj::; 0 Vi ::F i, i,i e I, 
(5) 

alj = 0 ..... aji =O. atj is even Vi e r. 

The Cheval ley basis {e;, Ii, hi. i =1.•. n} satisfy 

[eit Ij1 = bijh,; [h;, hj] = 0; 
(6) 

{h"e;l= aijtj; [hi.!;1 =-ajj/;; 

(adei)-<lii+leJ = (ad/;)-<l;j+l/j =0 Vi::F i, i,; e Ij (7) 

where the Zrdegrees oCe•• Ii. hi are 

deg(h;) =0, Vi e I; 
deg(e;) =deg(fi) =0, Vi t1. rj (8) 

deg(e;) =deg(fi) =I, Vi e r. 

Remark: (super)Virasoro algebra is not a contragradient superalgebra. 

2.2 Finite dim. Lie superalgebras 

In this subsection, we shall restrict our discussion the cases that dim(g) is finite. Similar to Lie algebra. 

the adjoint representation of the finite dimensional Lie superalgebra takes the form 

(rlr)If"=r",,. (9) 

Define the supertrace, 

"'r(F) = E(-l)d(a)Faa' (10) 

There exists a metric tensor 

hail = str{FaFP), (11) 

with relation 

haJJ =(_1)d(a)d(tI)h Pa. (12) 
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We would like to restrict our discussion to the semisimple Lie superalgebra, (which follows from the 

definition in ref. [42]), i. e. go is semisimple and 

ddlhaJJI :;0. (13) 

Define the inverse of h 

haphJJ"f = 6 7 • (14)a 

It can be verified [42] that 

C = raha"rI' (15) 

is a Casimir operator. In the adjoint representation 

Cad = 1. (16) 

To make our discussion more concrete we consider a simple example, the OSP(l, 2) superalgebra, 

{j+,r} =2P; {j%,j%} = ±2J%; 


[J3,j%] =±~j%i [J%,j"l = -j%; (17) 


(J+,rl =2J3; [P,J%] =±J%, 


while other (anti)commutators vanish. We see that the even generators, J% I J3 constitute a SL(2) 

subalgebra. The irreducible representation of aSP(l, 2) with highest weight j (e..'Ccept for j = 0) can 

be decomposed into the irreducible representations of 5L(2), with isospin j and j - ~ respectively. The 

HWS of the OSP(l, 2) is defined as 

j+jj,i,i) = 0; Pli,i,j) =ili,j,j), (IS) 

where the first index. in li,i,k) labels the osP(1, 2) representation and the last two indices refer to the 

5£(2) isospin and its third component. By eq.(lS), Ii,},j) is also a HWS for 5L(2) with isospin j. Then 

Ii,j -1/2,i - 1/2) =rlj,j,j) (19) 

satisfies 

J+Ij,j -1/2.j - 1/2) = 0, (20) 

and generates another SL(2) irreducible moduleoChighest weight j-l/2. The lowest dimensional faithful 

representation of OSP(I. 2) is given by j = 1/2. for which 

str{J+ r} = str{J- J+} = 1; str{j+r} =-str{r j+} = 2; 
(21) 

.dr{J3J3} =1/2. 

·1 

The adjoint representation is of j = 1, by eqs.(9.1l) the metric can be worked out. explicitly, 

h+- =h-+ =3; hi.-t =-hi.-t =6; 
(22) 

h33 =3/2. 

By eq.( 15), the second Casimir operator of OSP(I, 2) is 

c= 1/3{J+J- +J- J+ + 2J3J3 - ~j+r + ~rj+}. (23) 

For an irreducible representation labeled by isospin j 

c =j(2j + 1)/3 ·1. (24) 

2.3 Current superalgebras 

We now tUrn to the current superalgebra Jik 8880ciated with a finite dimensional Lie superalgebra G. 

The currents satisfy the short distance operator product expansion ( OPE ), 

J ik (ZI)JIJ(Z2) = kh..ikp + r~J"f(':2) (25)
=i2 Z12' 

By Sugawara construction, we get the stress-energy tensor 

2ksdimHi)c=--_- (26)
21+ 1 

where c is the central extension of the Virasoro algebra and 

sdim(g) =d{}1J - ds;" (27) 

The level of the current superalgebra, eq.(25), is 

k =2khG, (28) 

where hG is the dual Coexter number Cor Lie algebra, 3/2 Cor OSP(I, 2). For an integrable representation 

of OSP(l, 2), I: is an integer. 

3 (Super)characters and Modular Transformations 

The affine Kat-Moody superalgebra associated with 05P(1, 2), eq.(25), assumes the Collowing Corm, 

{it. j; } =2J!+. +2rk6r +.,oi {j;: ,in =:l::2J;:+.; 


[J!,j;:] =±!i;+r; [J';,i;1 = -i;+r; (29) 


[J:, J;;;] = 2J!+m + ,.k6,,+m.oi [J!, J';] = ±J;=+m, 


[d, J:l = ,.J:. 
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lIere, in general, the odd generators could be integral or half-integral moded. However, in the case of 

osP(i, 2), it is clear that the two modings are isomorphic. Unless specified we shall assume the integral 

moding for all the generators. In subsection (3.3) we shall come to this point again. 

The highest weight state of OSP(i, 2) is aD eigenstate of J~ and annihilated by J:, j:, n e N 

and it. The highest weight representation of OSP(I,2) is generated by acting on the highest weight 

state with the lowering operators. It is useful to notice that the even part o( osPii, 2) is itself a SL(2) 

Kac-Moodyalgebra. So in general we can decompose the representation space of osP(i, 2) into a tensor 

product o( two spaces, 

osP(i, 2) - SL(2) 0 OSP(L, 2)/SLc2). 

Such decomposition is carried out explicitly in subsection (3.1). Similarly, the (super) characters of 

OSP(i,2) can be written in terms o( that of s1(2) and its branching functions, aa what is done in 

subsection (3.2). In section 4 we shall show that these results can be rederived (rom the pure algebraic 

approach. 

3.1 The Decomposition 

The even part of OSP(L.2) is the s1(2) subalgebra. The energy momentum tensor for SL(2) WZNW 

theory is, via Sugawara construction, 

rsL(2)(Z) = : JSla + V.+J~ + p-J+ : (30) 

By GKO[20.21] construction, we get a Virasoro algebra for the coset space V =OSP(l, 2)/SL(2). 

TV (z) = TOSP(l.:n(z) _ T SL(2)(z). (31) 

It is easy to verify that 

[TV, TSL(:!)] ::: 0; 

COSP(1,2) - ..1L. 
- 3t+a' (32) 

CS L(2) - ..a... 
- 1:+2' 

V • (A:+l)3 
c =1- ti(2A:+al(A:+2)' 

So far we are interested in the rational. conformal field theory( RCFT), for which the possible sets o( the 

characters can be classified. For SL(2h RCFT [33,401, the level k satisfies 

1:+2= f (33)
q' 

where p, q are coprime positive integers. Then by eqs.(32. 33) 

CV = 1 _ 6 (p - :j)2 I (34) 
pq 

6 

where 

ij= 2p- q. (35) 

We see that gcd(p, ii) = 1. So the Virasoro algebra for the coset space V = OSP(I,2)/SL(2) is in the 

(p, q) minimal series, provided 

p, q, 2p - q > O. (36) 

Similar consideration haa been taken by Kac and Waldmoto [331 in the study of the admissible repre

sentation o( OSP(L, 2). Notice that the unitarity of sL(2) demands q =I, p ~ 2, which leads to a 

Vnon-unitary Virasoro minimal series in the V sector except (or the trivial case, c =O. 

Remark: OSP(i,2) WZNW theory is not a unitary theory except for the trivial case, I: = O. 

The admissible representation o( SL(2) [33,40} is classified as 

2j+l=r-se;r=1, ... ,p-l s=O, ... ,q I, (37) 
q 

where j is the isospin of the HWS. Now we consider an HWS in osP(i, 2) with the level and the isospin 

as in eqs.(33, 37). It is easy to see that such a HWS is a tensor product of the HWS's in SL(2) and V 

sector separately, 

IHWS)osP(i,'l) =IHWS)sL(2) ®IHWS)v 

Its con(ormal weight in the V sector is 

hv hosPri.'lI- hsL('2) 

j(j + 1/2) j(j + 1) j(j - I: - 1) 
k + 3/2 - k + 2 = (21: + 3)(1: + 2) 

(m, - rq)'l _ (p _ ,;)2 

4pq 

h•.m , (38) 

where 

m =2r- s-I, (39) 

Again we find that hv is indeed in the set o( conformal weights of the minimal (P, q) Virasoro series 

provided we restrict the possible values of r, s to be 

o< r < p, 0 < m < q. (40) 

Soon after we shall see that upon this restriction the super-characters form a representation of the modular 

group on torus. 
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To decompose an irreducible osP(i, 2) module, let us proceed to find out all the states I~) in the 

OSP(i,2) module which are HWS's for both Sm) and Virasoro (p, q) algebra, 

I~) = I;:, ;)S£(2) 0 II, ria)v. (41) 

Assuming that such a state appears in tbe Nth level of the osP(i, 2) module, we try to solve the following 

equations, 
i1i±!lJl - l!1±.U + h, m, N e Z+, 

{ ] = l<;: -I) - !i~ = j +n/2,nE Z, 
(42)k+312+ N - '+2 • 

which has infinitely many solutions 

N = ~n(n + I) + f2,q + t(r + n)q - tmp, (43) 

J= j + n12, I = r + n + 2tp, ria = m, 

or 

N = ~n(n + 1)+t2,q - i(r+ n)q- imp + m/, (44) 

J= j +n/2, 1= 2tp - (r +n), ria = m, 

where 8, t e Z such that N > 0, or N = 0, n < O. Because we are considering the irreducible 

representations ofOSP(i, 2), some solution should be excluded. We see that the state 1±1+2tp, 8)S£(2)0 

I±, + 21'p, m)v is a singular state in the Verma module M(ll")s£(2) 0 M(I', m)v, if 0 S 1< p. 50 

in the decomposition we should restrict ourselves to the irreducible S£(2) and Virasoro modules. After 

taking this into account, we get 

,-1 
LOSP(1,2) = "'LS £(2)®LYm m+BE odd, (45)m,.. ~ r.. t 

'=1 
where L~~t(·,2) is the irreducible reprepresentation for osP(i, 2) with the HW5 of level k and isospin 

jm.I 

q • ~( q +q) I
k+ 3/2 = 2;' q+qEeven, gCfJ q, -2- = ; 

4jm.I +I = m - m = I,···. q- I s = 0, ... ,q - 1. (46)B !, 
It is easy to see that the isospin j in eq.(46) is exactly that in eq.(37). However it may be convenient to 

adopt the (q , ti) and (m, s) notation for the case of OSP(l, 2) (instead of the labels (p, q) and (r, ,) for 

Sm». 

3.2 Characters and Supercharacters on Torus 

We note that for a Z'l graded algebra, the module should also be Z% graded in consistence with that of 

the algebra. For convenience we assume that the Z2 degree of the IIWS of a HW module is even. The , 
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character X and the supercharacter Sx of a g-module R are defined as 

X = trnel2""(£o-fl)+i2raJ:: Sx = Ifr ne"n(£o-flHi2..d: (47) 

The characters and supercharacters 80 defined correspond to the different boundary conditions along r 

direction. Notice that up to a phase factor the supercharacter can be obtained from tbe character by 

letting z -+ z + 1. 

Using tbe decomposition, eq.(45), we have 

XOSP(I.2)( .. r) - ",-I "S£(2)(z r)xv (r)
.m,. ., - L..'=I "".1 , r.m ' 

SX~~P(I.2)(z, r) = Ef;;.I(-1)'+"xf,:(2)(z, r)Xr.m(r), (48) 

m+.isodd, m=l, ...i-l, B=O, •.• p-l. 

Xr.m(r)'s so defined are called the (OSP(i,2)::) SL(2» branching functions. 

Modular transformations of the characters of the SL(2) admissible representations and Virasoro 

minimal models have been studied in detail in ref.{II,26,10,40j. Then the modular transformations of the 

OSP(l, 2) (super)characters caD be obtained by using tbe decomposition formula eq.(45). 

Under S: r - -l/r,: - :Ir 

,-I I-I 
;;S£(2) _ '" '" .1.'1'.5£(2) S£(2).
"-1.1 - L..t L..t ,. X"I"

"=1.'=0 
,-1 I-I 

-v _ '" '" ....I'm'.V V • (49) 
"=lm'=O 

where 

XI,m - L..t L..t ~, m X"m" 

.1.'.',S£(2) = f!(_I)"'+.r' e-i",,',/I· rqll'
I I V;;q SlD p ; 

s.'m'.V = f!(_l),m'+m"+I' rmm'p. ;rql/'
1m VP4 SID --.-SID --. (50) 

q P 

From eqs.( 49-50), we get the S modular transformation ofsupercharacters SX~~P(I.2) , when 1 S m = 
2r - B-1 < q, aRer a lengthy calculation. 

i-I I-I 
SX·OS"P(i.2) - S'.!!','.OSP(i.2)SXOS"P(i,2).

m,' - E E ". • m'.' t 

",'=1 .'.0. 
" +-' t ••• 

s,::':' .OS"P(i.2) fJi(-I)(m-t+,'_m')/2e-''',,'P/I sin (rqmm'/i). (51) 

We see that when 1 S m < 2p - q = 9,0 S , < q, m +. E odd, SX~~:(l·2) form a representation of 

the modular group. 50 we get a rational conformal field theory. On the contrary, the character,t are not 

closed under S modular transformations. This issue will be addressed again in t.he next sU.beeetion. 
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Generally one can figure out the fusion rules through the 5 matrix [45.2). The relation between the 	 Now let us calculate the characters of the 05P(i.2) modules in a more explicit form. It is useful to 

fusion rules and the 5 matrix is conjectured by Verlinde [45]. later proved in [39]. 

.. " 5j n5ts;,n (52)NiJ =~ S. n 
n 0 

However from the relation eq.(52), we get -1 for some Nj~'s, a8 it also happens in the case of 51(2) {4.3]. 

This can be interpreted as that there are lowest weight states appearing in the fusion of two BWS's. The 

fusion rules so obtained are 

1. when 81 +82 < 'I 
_ _ min(m,+m,,2i-m,-m2)-1 

OSP(l,2)][ OSp(I,211 _ " [!Pm.,.. !Pm,.•, 'J - ~ 

-I • 1-. --,I + • -. +-. +-, ..... 
2. 	when 81 +82 2: 'I 

_ _ min(m.+m,,2'-m,-m,)-1
" 

_ 
[ OSP(I.2»).
!Pm" •• +., , (53) 

_ 

["'OSP(I.2'h[....OSP(I.2)] = 	 [-OSP(I.2) )rm,... 'J rm, .•, ~ !Pml•••+-,-f . (54) 

"s • 1"'1 - ",,1 +I. 

-. + -. +-2 ....• 

Bere, [tp~~t(l·2)] denotes the conformal block corresponding to the lowest weight representation. 

The T matrix for an irreducible module under: r - r+ 1, is diagonal, 

. / (!lli-ll!Sx -	 el
" 4 -n+r-l)SX. (55) 

Bere j and Ie are the isospin and the level resp .. For the admissible representations(c.r. eq.(46». we 

rewrite the matrix element as, 

~I._' - eirt/4("-;tl' -l}6 ,6, 8' 
.I m •I 	 - m,m , (56) 

m' +s', m + 8 E odd. 

It is easy to verify that the following identities hold, 

S 5 =T'T =S4 =r(f,iJ =(ST)3 = 1, 	 (57) 

where [q, 91, defined as the least common multiple of q, ij, equals qq (qi/2) ,when gcd(q, q) = 1 (2). 

In [33,40], the authors pointed out that the characters of 51(2) (8 :# 0) have a simple pole at 

:; = O. and that the residue contains a Virasoro characters as a factor. lIowever, here we find that the 

supercharacters of 05P(i, 2) for the admissible representations are regular while the characters singular 

at :: = O. In fact. this is due to different locations of the poles of the modular functions in the:: complex 

plane. 
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consider the following" function. 

{) [ ~ ] (z,ar) = 'Lei..n(nH/.)2+i2...I:(nH/.) (58) 
o nEZ 

The following product expansion of two 8 functions [41.34] is used many times in our calculation, 

~ [ ~ ] (zo,.,r)~ [ ;; ] (." .,r) =E,...,••, 

n.d+n.+n~ 
" 

[ 	
n.+n2 ]'(" + '" (., +..)r)~ [ .''!.',~'\i~:~;;,,] (.,zo  ."".,.,(., + .,)r), 	 (59) 

o 

from which we get 

} [1/2] 

,"/'. [ 1~2] (z+ 1/2, r)~ [ 1~6] (1/2,3r). 

{" [1/6] (3z/2, 3r) - " [1/6] (3z/2,3r) {) 0 (z/2. r) =0 	 0 

(60) 

For a osP(i, 2) Verma module labeled by isospin j and level k. we have 

XM, 	 = ,"""+"4)+,,,,'':;1/1' {. [ 1~6] (3/2., 3r) -. [ - ~6] (3/2., 3r)r' 
SXMj = eirtl2+i21'.1:(i+1/4)+i2rtrIWS;l2 (61) 

{~ [ 1~6] (3/2. + 3/2, 3r) -, [ - ~6] (3/20+ 3/2, 3r)r 
Proposition 1 For the admissible representations L~~P(1.2), 

OSP(i.2)
Xm •• ,-'/", [ 1~21 (,/2, r) {~ [ 1~6] (1/2,3r)d [ 1~2] (. - 1/2, r)}-, 

{" [E::i!.] {J [ .:.!!!!=1! ] 2~i (1/2qz,qqr) } ,'l~i(I/29Z,qqr) 

SXOsP(i.2)m._ = ,-;/"~ [ 1~2] (% ; I, r) H1~6] (1/2,3r). [ 1~2] (z+ 1/;, rf 
v 2~i (2'Q(z+l),QQr)-u. 2~i (2'Q(z+I),qqr).{ [E::i!.]l [.:.!!!!.::I!] 1 } (62) 

. l~ . ~ 



v 

Proof. We need only to prove the equation valid for the character. Using eq.(59) and the character 

formula for SL(2) and Virasoro algebra [10] 

[ i!±!!!!.]" [ ~2~f ] (0, 2pqr) - " 2~f (0,2pqr) 

(63)X/.m· = ,,(r) 

[ .rl=.!.!.] (pZ, 2pqr) - " [ ili.I!.!.]2pf (pz,2pqr)" 2pf 

S£(2) _ 0 0 
X/.. - 71"( r, z) 

where 

'l(T) = ,"" IW - ,n) =,-""~ [ 1~6] (1/2,3r), f." = .""; 

.(r,z) =.-""~ [ 1~2] (, +1/2, r) = ""'. [ 1~21 (, -1/2, r). (64) 

Moreover, when 1= q,O, or m = q,O, 

i!.=..I!.!!! ] [ i!±!!!!.] (65)" 2~f. (0,2pqr) - " 2~t (0,2pqr) =O.[ 

Using eqs.(59.60), the character lormula, eq.(62), is obtained. 

1/2] «z + 1)/2, r) and" [ 1/2] (z +We see that z =0 is a first order zero ofthe functions" 0 0
[ 

1/2. r), so the supercharacter of osP(i, 2) is not singular as z - O. 

From the character of the Verma module and that of the irreducible module we can draw some 

information about the structure of these module. Notice that 

OSPci.2)
XLm.. =L eirT(fqn'+n(fm-i.»+iri,n - L eirT(fin'-nCfm+i,+m.»+in(fn-m). (66) 
XM~~P(1.2) n n 

The equation is very similar to that of Sm) and Virasoro minimal series [44,33,40,4]. We may conjecture 

that the singular vectors in the admissible representations are ofisospin 4j + 1 =2qn ± m - s~. Indeed 

this can be verified in the section 4. 

3.3 NS and R type (Super-)Characters 

Similar to the super-Virasoro algebras. there are two types of osP(i, 2) algebras. One is of Neveu

Schwarz( NS ) type, another of Ramond( R) type. The two types ofOSP(1,2) are in fact isomorphic while 

the corresponding Virasoro algebras by Sugawara constructions are somewhat different. The generators 

of R type OSP(i, 2) are all integer moded while the fermionic generators of NS typ~ OSP(i, 2) are half .• 
12 
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integer moded. Physically, the difference corresponds to the different boundary conditions, which might 

be seen from the modular transformations of the characters and the supercharacters. The subscript r of 

j;' in eq.(30) satisfies r E Z(Z + 1/2, resp.) for R type (NS type, resp.) OSP(I,2). There exists an 

isomorphism map from R type osP(i, 2) to NS type osP(i, 2) 

j;I/2 _ ±j:!~~2; J; -J;-J,I; 

J! - -J! +1e/26n •o; Ie-Ie; (67) 

d-d+Ji, 
which sends g-J, to g-J" go to go. 

For convenience, we add a superscript NS or R on the generators to distinguish the two types of 

superalgebras, for example, 

Jg.NS =~ _Jg.1t (68) 

The Virasoro generators by Sugawara construction, {L~S} and {L:}, are also related, 

Lf L:s - Jg.NS + 1e/4; 

Lit 
n L~S - J!.NS, n:F O. (69) 

By the isomorphism, eq.(67), a highest weight module over R type osP(i, 2) is mapped to a highest 

weight module over NS type osP(i, 2). In the following discussion, we adopt the notation in the 

previous subsection except for the superscript NS or R. Now we have two kinds of characters xUs ,xC 
and supercharacters SxUs , SxC of a module V. 

For a highest weight module with highest weight (jlt, Ie), there exists the following relations 

xv(z + 1, r) =SXv(z, r)ei2r;. (70) 

From eqs.(68, 69), we also have 

xC(:, r) =xUs (-r - z, r)eid(.+T/2). (71) 

The eqs. (70, il) make our study of these (super)characters easier. What we are interested are the 

modular transformations of the (super)characters of the admissible representations. From the modular 

transformation properties ofSxlt, the modular transformation of the others can be easily obtained. Under 

the S transformation: z - z/r, r - -1/r, we have 

id(-'~T/2)-i2rj! • cma' •• ' SXN~ ,(z r);x!.• (z/r, -1/r) e . ~f-m.,-. m.' . 
Sx!.• (z/r, -1/r) = s;:'::'Sx!, .•,(z, r); 

Sxr:.~(z/r, -1/r) = eid/ T(.-1/2)-i2r;:··s;:'::'x!, ••,(z, r); (72) 

x::'~(z/r, -Vr) = e-id('+T/2+1/C2T)-./T)+i2ri:.• +i2rj!, .• , 

S;:' ::' xr:.~.,(z, r); 
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where S:;:'::' is given as in eq.(51). Under T transfonnation: r - r + I. 

xC(t;. r+ I) 	 = ei2d.,xC(t;. r); 

= i2dSxC(t;.r+ I) e .,SxCCz. r); 

xUS(t;.r+l) = ei2."r·SxUS(z. r); (73) 

SxUS(t;,r+ I) = ei2d,r·X~s(z. r); 

We see that under S tra.nsfonnation 

SxR_ SXR, XHS _ XHS , XR _ SXHS , 

and under T transformation 

SXR_SXR, XR_XR• XHS_SXHS, 

which is the reminiscence of the free fermion theory on torus with various boundary conditions. The 

correspondence between the (super)characters and the boundary conditions on torus can be illustrated 

by fig. 1. where P ( A, resp.) stands for the periodic ( antiperiodic. resp.) boundary condition. 

T r r 	 T 

S'(R: D~ D~ S'H':D~ .HI: D~
.n: 

Figure 1: Boundary conditions on the torus 

Structure of the Verma Module 

In section 3, we have formulated the characters via coset construction for the admissible representations 

of osP(i. 2), from which we conjecture intuitively the structure of the corresponding Verma module. 

In this section, we study the Verma module over a contragradient superalgebra via a quite different 

approach. The structure or the Verma module is analysed by generalizing the Kac·Kazhdan rormula 

[32] to the case or superalgebra. Applying this result to osP(i, 2), we reproduce the (super)character 

in section 4 for the admissible representation. The two important tools, the Jantzen filtration and the 

Casimir operator. are carried over to the super case. Finally, we give a explicit form for the construction 

of the singular vectors in the Verma module or osP(i, 2). generalizing MFF's result in ref.[3B]. 
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4.1 Structure of Verma module 

Let us list some notations [30.35] userul for our later discussion. 

Notation: 

H:the abelian diagonalizable subalgebra; 

.1. : the set of all roots; 

.1.+ : the set of all positive roots; 

.1.0 : the set of all even rootSj 

.1.1 : the set of all odd rootsj 

.1.t: .1.+ nAOi 

At: .1.+ nAt; 

ga: root space with root Q'j 

( , ) : the nondegenerate symmetric bilinear form on g. (0,6) = (-1)4·'(·)"'(·)(6.0); 

e~: basis ofga.i= l ..... dimga• such that (e~.e1,) = 6a+M6iJ, for a e .1.+: 

hOI : e H. [ea.e_o] =(ea, e-a)hai 

F( • ): the symmetric bilinear form on UU;)j 

F,,( , ): the matrix of F( , ) restricted to U(gL" ® U(g)" with a basis of U(g)." er+; 
M(l), Well. L(l): Verma module. Wakimoto module,and the irreducible module with HW ..\, the defi· 

nition see, for example [31.46,14.35]; 

p :e H* such that p(hi) = 1. 


We introduce a Casimir operator on ag.module. 


Lemma 1 Let V oe 4 g.moJule. {l i, 4R operotor OR V, 

{lev) =(I' +2p.l') +2 L L e~~e~)(v). Vv E VI" (74) 
aEA+ i 

theR (4). 

[{l, g] = 0, Vg e gj (75) 

(o). i/V = M(l). Well or L(l), 

0= (l+2p•..\)1. (76) 

Proof. See proposition 2.7. in r~f:[30] j it follows rrom direct computation. 

For an affine Kac-Moody superaJgebra, up to a constant. 11 =(Lo +d)(k +g), where Lo is the zero

mode of the Virasoro algebra constructed by the Sugawara construction. Sometimes we might use Lo 

instead of -d, when no confusions are made. 

Since in a representation 'Ir of g • up to a constant, 'Ir(e2a) = 'Ir(ea )2. when Q' e .11, we can identify 

(ea )2 with e:!a in U(g). So we select basis or U(gL, which take the following form 

.,., n • ., n•• ea. ea , ••• ea , 	 (77) 
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where naj = 0,1, for a E ~t, nal E Z+, for a E ~G. 

Definition: for 11 E r+, a partition of" is a set of non-negative integers {na ;}, where nal = 0,1, for 

OJ E ~I, nO'. E Z+, for af E ~i" which satisfy 

Lna,ai=-". (78) 
a, 

Definition: partition function P(I'l) is the number of all partitions of". 


Now consider the leading term of detF(,,), by which we mean the monomial term in detF(,,) with the 


maximal power of ha's. We get the following lemma which is proven in the appendix A. 


Lemlll82 (c./. (311. LemmtJ 3.1) Let" E r +, then up to tJ couttJnt ftJetor, the letJding term 01 defF" i.t 

00 00II II h~(,,-na) / II II h~("-2na) = II II h~,,-na) II hP(,,-na)II .. , (79) 
aEA+ 01=1 "EAt n=t .;,',A!t ·1 

_.. . 
n=1 aEAf ..... 

where the roo'" tJre tden with their multiplicitie.t. 

So far we have formulated the Casimir operator and the leading term in detF". Then in the same 

consideration as over Lie algebra [32], we get 

Theorem 1 (c./.{3tl, Theorem 3.1) Generalized KtJc-KtJzladtJn Formula: 

Ld y = yeA) 6e tJ contragradient luperalge6ra willa tJ CtJrltJn mtJtn:,; A defined in lection J!.1. Then up 

to non-zero conlttJnt ftJetor 

ddF" = II II cJn(Q)P(,,-na)/ II II .'n(a)2p(,,-2na) 
aEA+,,:1 aEAt n =1 

00 00 

= II II .n(a)P(,,-ncr) II II .n(a)PC,,-ncr) (80) 
.111.: 01=1 crEAt .. 81. 

a E 044.1' 1 II.t 
IDhere 

.n(a) = hcr + P(ha) - n/2(0, a), (81) 

tJnd tlae roo". tJre ttJken witla their multiplicitiel. 

Proof is parallel to that of Kac-Kazhdan [32], by using lemmas 1,2 and the Jantzen filtration. 
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4.2 Verma module over osP'{i, 2) 

In this subsection we shall apply the results of the 1_ subeection to a particular case, namely, the 

OSP(i,2) superalgebra. The results obtained in eeetion 3 by the decomp09ition of osP(i, 2) module 

are rederived, now, from the pure algebraic relatio .... Further more, all the osPfi, 2) Verma modules 

are completely classified. 

The Chevalley buises ofosPfi, 2) are 

eo = /i;i, 10 =y'2;;t, ho =4Jg 
(82) 

et = J., II = J'!I' ht = -2J: + k 

The Cartan matrix is 

(83) 
-1 2 

and eo, 10 E Gr, with the Abelian sub-algebra H = tho, hlrd}. As in the Kac-Moody Lie algebra [30,31], 

we can define a bilinear invariant form in osPfi, 2) and H·. Rewrite A as 

A=( 2 -4) 


= (4 0) (1/2 -1) =dias(fl, (2)(hfj). (84)
A 0 1 -1 2 

The bilinear form on H, 

(ho,ho) =8, (hhht) =2, (ho,h1) = -4,(d,h,) = (d,d) = 0 (85) 

On H-, 

(ao,Qo) = 1/2, (OltOt) = 2, (ao,at) =-1. (86) 

The fundamental dominant weights Ao, Al satisfy 

A,(hJ) = 6'j, At(d) = 0 (87) 

We see that At =2Ao + Qt/2 and 

(Ao, Ao) = 0, (ao, Ao) = 1/4, (Ot, At) = 1 (88) 

p= Ao+At (89) 

a+: {o=noQo+ntat. 2nt-no=::I:2,::I:I,O, nt~1 ornl=O, no=I.2} 

~t: {O =nooo+ ntat. 2nl- no= ::1:1, nl ~ 1 or n, = O,no = I} (90) 

A highest weight with level k, isOIIpin i, is 

A = 4iAo + (1- - 2;)A1 (91) 
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From 

(A+p,a) = 	 ~(no - 2n,)(4j + 1) + (k + 3/2)nlo 

1
(a,a) 	 = 2(no - 2n,):I, (92) 

we have 

n 
«tar,n 	 = (A+p,a)- '2(a,a) 

= ~(no - 2nl)(4j + 1) + (~+ 3/2)n, - ~(no - 2nd:l (93) 

After direct computation. we get 

Lemma 3 Mj i. red.. ei6/e if and onl, if 

4; + 1 =m - .(21: + 3), a....min' 21: + 3 i: 0, 	 (94) 

for .ome m,. E Z ,m + • E odd, m < 0,. < 0 or m > 0,. 2: o. if eq.(9-1) hold., then there emt. a 

,ingular vector in MJ with i,o"in j-m••. 

Theorem 2 (e.f. [15} Theorem -1.1) Let k + 3/2 i: 0 then the ,trueture of Verma mod .. /e M(j) i, 

de.eri6ed 6, one of the followin, diagrum. 

Vo Vo Vo Vo Vo Vo 

/ '\. / '\. 
V, VI V-I V, V-I V, VI 

X X 
11:1 V-2 V2 V_2 V, V, 

X X 
113 11_3 v3 V_3 113 v3 

(95) 

tli_1 Vt-i Vi-I Vt_. vi_l l1i_t 

X '\. / 

111 Vi 

I II III_ HI+ III! III~ 

where Vi '. are lhe singular l1ecton in M(j). 'An arrow or a ehai. of arrow., goe, from a vector to another 

iff the .eeond vector is in the n6-modu/e generated 6, lhe fint one. 

Proof follows from lemma 3 and the generalized Kac-Kazhdan formula eq.(80). It is analogous to that in 

ref·H,l5]. 
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IC k ~ Q. then case I and case II OCCU1'8. If k E Q, we write 21: + 3 = ilf. where q+ 'I E 

even, ged(i.(q+i)/2) = 1. lCeq.(94) holds, then for 21:+3 > 0« O),case m_ (m+) occurs. IC j = ;0.• 
for some. E odd, then III! or m! OCCU1'8. Note that 

«tar.n(A) =-«tar." ( -2p - A+na). 	 (96) 

Proposition 2 A singular vector VI with weight A, is in a Venna mod .. /e generuted 6, 11:1 with weigh' 

A2 il/ a .ingular vector v~ with weight A~ = -2p- A2 i. in the Venna module generuted 6, tit with weight 

A~ = -2p-AI. 

Remark: The above duality relation is similar to that of Virasoro algebra, where we have the following 

duality, (h, c) .- (1 - la, 26 - c). 

We note that case m_. m+ can be described by asubdiagram of diagram 1 and diagram 2 (resp.) 

VIII,. "_m+'••_ l1m+2 ••• vm+2ni._ v-m+2(,,+I)I•• 
'\. 	 X X X X 

(97) 

110._ v2i•• v-2i.' v,,,,.' v_2,,1.· 


Vi.· V-i.' v-3i., v(2"+1)i.' "_(2"+1)i._ 


V-tn,. vm -24.• vm-2"1._ "-m.-2"1._ 

Diagram. 1 

V-m•• vm -21._ V-m-2,._ v-m-2"1•• IIm _2("+ 1)1.' 

"- X X X X 
(98) 

110•• 11-2i.· v2i._ 112nl._ V-2(,,+1)i._ 


V-i•• Iii•• v-3i,' "_(2"+1 )4•• v(2n+1)i._ 


l1m._ "-m+21._ 11-m+2"1._ l1m+2n4._ 

Diagram. 2 

Here 0 < m < i,O :s , < 'I, and the sum of the two subscripts is always odd. From the above theorem, 

we get the following corollary about the relation between the irreducible module and the Verma module. 

CoroUary 1 Let k+3/2 i: 0, for anr irreduei6le module L •• , there emt, a ,equenee which i. a re,olution 

of LVQI 

• •• II.!:;.I Mi ~ Mi+1 II,!!, ... ~2 M-1 '!.:.! MO =M. _ 0, (99)o 

where Mi i, direct sum of Verma modules. 
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Proof. (i) If M"o is in the case (I), then simply let M' =0, for i < O. 

(a) If M"o is in the case (0) or (II1~:>, let Mi = 0, for i < -1; M-l = M".. lL. is an embedding. 

(Ii) Ie M"o is in the case (II1_), let M' = MOl; $ M._dor i < 0,8, : (:e.y) - (2: - y,2: - y), for 

i < -1;8_1 : (:e,lI) - 2: - y. 

(iv) If M". is in the case (II1+), let M' =M,,; $ My _ i , for -n < i < 0 M-" = M",.. 8, : (2:, y) 

(2: - y, 2: - y), for -n < i < -18_1 : (2:,y) --:e - y, 8_.. : 2: - (2:,2:). 

Then the corollary is easily verified. 

4.3 MFF Constrution 

We take steps after ref.[38). where a singular vector in a Verma module over SL(2) is given explicitly. 

The crucial point is that the authors of [38) generalized polynomially commutators between generators 

in U(g) to commutators between those with complex exponents. Similarly we also can generalize this 

procedure to contragradient Lie superalgebra. However we only discuss it on OSP(l.2). 

Let .Ui..... be a Verma module as that in the lemma 3, then 

1. if m > 0, 8 ~ 0 

1_ m, s) = /;,+'419 I;/'.![m+(.-l)f'ltl1;,+(·-2)Uf .. ·If/2[m-(.-llflfl I;,-·i/flm, s) (100) 

2. if m < 0, s < 0 

l~l/2(m+('+l)flfl1;[m+('+2}flfl/;-I/2[m+('+3)f1d ...I-m,s) 

... 1;[m-('+2)flfl/~I/2[m-('+I)flfllm, s) (101) 

is a null vector. The act.ion of a multiplying factor in t.he r. h. s. of the eqs.(100,101) on the weight space is 

as the corresponding fundamental Weyl reflection. We see that m + s e odd, m, s < 0, or m > O. s ~ 0 

is equivalent to the following restraints, 

1. the sum or all the exponents of a fixed Chevalley generator is an non-negat.ive integer. 

2. 	 the sum of all the exponents of a fixed odd Chevalley generator plus the times it appears in the 

expression is odd. 

The second restraint. _is of great importance for the contragradient superalgebras. ~10re exactly, we should 

rewrite the multiplying factor 13 as louJ)(z-1)/2 in the r. h. s. of the above equations. Define operator 

F(m, s.t) = louJ)(m+.c-lI/2r.m+('-l)t1f!! /o(6)[m+(.-211- 11/2 •• '/!m-('-lltl/2/ou~)[m-"-1Jl2, (102) 
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where m > 0. B ~ 0. m + B e odd, 1= ii/q. We assume that (/1)- is always an even operator. The sum 

of all the exponents of II is (m-1)(s+ 1)/2, a non-negative integer. To prove that 1- m••) ineq.(100) 

is a singular vector in the Verma module, firstly, we have to show that that F(m. '. t) defined in eq.( 102) 

is in the enveloping algebra. To do that we introduce the following generalized commutators [38). 

(.... Il = t. ( ; ) .ti 
(.. •((gI •••I.,.~ ..·•.J 

= - E(-I)' ( : ) [ ... [[gl,p2},'2], ...92.1.r', 92 ego, (103) 
.==1 I i 

[gI' ,,~'1 = f: f: (:1 ) ( :2 ) QI.J3('I"2)9~-i'g11-ia, gl, g2 ego, (104) 
;'=1/,=1 11 12 

where QilJ,'se U(g) are independent of 71, 72 and given by indudion, 

QiaJ,('lo',) = [gI,Q/I-IJ,] + 

i,-I ( . )
+ ~(_ly'-'-l. 1; Q;'-I,f[... [[g1o,92]"2~"'92.1, (105) 

UtO 1,_' 
and Qo,o = I, Qo,,, = 0, Vv > O. By repeatedly using eq.(103) and (104), we can rewrite F(m, s, t) in the 

following form, 
00 00 

~) ~ ~ p (r r) ,m(.+l}-jo ,m./2-iIF(m,s,_ = L-. L-. iO';1 JO,Jl Jo Jl , (106) 
io=li.=1 

where PJOJI e U([g_, go.-D, depend. on t polynomially, with the power of t less than io +il + 1 and 

that of 10 (It) equal to io (it). We see that F(m", t) is in the enveloping algebra U(g) if and only if 

PJoJI = 0, for io > m(s + I), or ia > m,/2. (107) 

To see that eq.(107) is indeed satisfied, let us check the cases for which t e odd. In that case, each 

exponent in the r.h.s. or the eq.( 102) is an integer. By the analogy of the discussion in ref. [38], it can be 

shown that F(m,s,L) is well defined. F(m,s,t) is in the enveloping a1gebraU(g), and gives rise to the 

singular vector in the Verma module MUm,.) with isospin i-m,. and level I: = (I - 3)/2 when acting on 

the HWS 1m,s). Since eq.(107) val ids for infinitely many fs, i.e. for those '!E odd, it can be deduced 

that so does it for all L e C, noting that PioJ, 's depend on t polynomially. Now we come to the conclusion 

that F(m,s,t) is in the enveloping algebraU{g) for all t eC. Secondly, it. remains to check that 

e,F(m,s,I)lmis) = 0, i = 0, I, 	 (108) 

which is equivalent to say that F( m,., 1)lm. 8) is singular vector in MUm.• )with isospin i-m,•. Eq.(108) 

can be verified by contracting ei's on the r.h.s. of eq.(IOO). To make our discussion more concrete, in 

appendix B an example MFF construction is given for m = 2, s = 1. 

So far we have illustrated t.hat the r. h. s. of eq.(IOO) is well defined, t.he similar discussion can be 

taken over to t.he eq.(101) for m, s < 0, m +, e odd. 
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5 Wakimoto Module Over OSP(l, 2) 

In this section we study the Wakimoto Module for osP(i, 2) in the free field representation [51. Again we 

obtain results analogous to tha.t of s1(2) [4). The admissible representation and the Wakimoto module 

are related by the Felder [17,4) BRST operator. More exactly the admissible representation is the zero 

degree cohomology of the Felder complex while other degree cohomology vanisb. Tbe crucial points 

Cor the BRST operator are tbe screening operator [4,5) (or interwining operator in [15J ) and again the 

Jantzen ftltra~ion (28J. 

Wakimoto module Well over am) was first studied in ref.[46) , later over affine Kac-Moody algebra 

generally in ref.[14,15). It admits a free field realization For superalgebra osP(i, 2), we also have 

the Cree field representation [5J. 

J+ = -p; 


J- = Pr2 
- ia+r8q, + rt/1t/1+ - A:8-y + (A: + 1)t/18t/1j 


J3 = -Pr + ia+/28q, - tt/lt/1+j (109) 


;- = r(t/I+ - Pt/I) + ia+8q, + (2A: + 1)8t/1i 


i+ =t/I+ - Pt/I, 


where a+ = ../2A: + 3, (Pt r) are bosonic fields with conformal illOSpin (1,0), (t/I+, t/I) are Cermionic fields 

with conCormai isospin (I,D). More concretely, expand them in La.urent power series: 

P(z) = Ln Pn/Zt&+l; r(z) = Ln rn/zn; 


t/I+(z) =Ln ifI'!;/zn+l; t/I(z) =Ln t/ln/;;n+1; (110) 


ioq,(z) =Ln q,n/zn+l. 


P(Zt}r(Z2) = 1/1'12; t/I+(Zdt/l(Z2) = 1/1'12; 
(111) 

q,(zt}q,(1'2) = -In 1'12, 

which is equivalent to the commutators 

({J.., rmJ = 6n+m,Oi {t/lt, t/lml =6n+m,Oi 
(112) 

[q,n, q,m) = n6n+m,o, 

while other commutators vanisb. 

Tbe HWS in Wakimoto module is annihilated by all positive modes of these field as well as flo, t/lt, 
and is an eigenstate of q,o, 

q,oIHWS) =2jJa+IHWS). (113) 

The Wa.kimoto module is tbe Fock space generated by Pn, rn, t/ln ,I/It, n < 0, and ro, 1/10. 
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Proposition 3 Let 

V(z) = EVn/zn+l =(t/I+ +pt/I)e'cr-·(z) , a_ =-1/a+, (114) 
n 

(i) V(z) u a screening operator. i.e. the OPE oj Ihe OSP(i,2) carren" aad V(z) are lotal derivatives 

{5}. ri) ~(z) induces an OSP(i,2)-moda/e homomorphi.m WJ - "1-1/2' 

Proof. (i) follows from direct computation. 

(i) Note that the Fock space is characterized by the fact that it is an eigenspace of q,o with eigenvalue 

2jfa+, i.e. 

"Iv) E Fj, q,olv) = 2jJa+lv). (115) 

Since 
• V(Z2)
.8q,(Z1)V(Z2) = -I/a+--, [q,o, V.J =-1/a+. (116) 

1'12 

From (i) we have 

[J:, Yo) = O. (117) 

So we can deduce that Vo : Fi - Fj-l/' is a homomorphism. 

Define 

(118)Qm = f f···f V(Zt}V(Z2)." V(zm). 

Then Qm is an 05P(i,2)-module homomorphism, 

Qm : Fj - Fi - I /2' (119) 

The proof is as in ref.[4,15) for the case of 51(2) current algebra. 

Proposition 4 Let 2A: + 3 = ii/, #: O. 4im" + 1 = m - I(U + 3), m,' E Z, m +, e odd, Ihen 

(i) i/ ii > m > 0, s ~ 0, in Wakimolo module Wi ..... , there erilt. one and only one cOlingular vector 

Iw-m.,) witli the isospin i-m,II and under homomorphism map (up 10 a nonzero conslant) 

Qm : Wi.... - Wi_ .... , Qmlw_m,,) = li-m,.), (120) 

where li-m,,) is the vacuum vector in Wi_ .. ,., 

(i) i/-;; < m < 0, 8 < O,in Waamolo module Wi .... ,there erg" one arad only one singular vector 

Iw-m,.) with the isospin i-m,.. and under homomorphism map(u, to a nonzero con.tant) 

Q-m : Wi_ .... - Wi.... , Q-mli-m.• ) = Iw-m,.), (121) 

where li-m.,) is the vacuum vector in Wj _ ..... 

" 23 



Proof see appendix C. 

By the above proposition, we can work out the weigbts of singular vect.ors and cosingular vectors in a 

Wakimoto module WJ' By using the techniques such as the Jantzen filtration as those used in studying 

the structure of Wakimoto modules over S£(2) {4,151 and Feigin-Fuchs modules over Vir. (16]. we reach 

the following theorem. 

Theorem 3 (cf.{J5j,tAeorem ~.!) Let k +3/2::/: 0, then the structure of Waamoto module WJ can 6e 

descri6ed 6y one of tAe following diagram. 

WO 100 WO 100 100 100 WO 

! 
WI WI WI WI WI Wt 

102 102 102 102 

Wa Wa 103 103 

10"-1 10"_1 10"_1 10"_1 

10" 10" 

1 1I(+) 1I(-) III~(+) II~(-) III!(+) 1I1!(-) 

100 100 100 

/ / \. /"'- "'-
Wt 10_1 WI 10-1 WI 10_1 

X X X 
102 10_2 W~ 10_:1 10:1 10_:1 

X X X 
ID3 10_3 ID3 10-3 Wa 10-3 (122) 

X X X 
10,,_1 101_" 10"_1 101-" 10"-1 101_" 

\. / "'- / 

10" 10" 

III_ IlI+(+) 111+(-) 

where Wi'S are the singular flectOrl in WJ or in its ..6quotient atrresponding to v, in the Verma modu/u, 

i.e. the, hafle the same weight. An al'1'Ow or a chain of al'1'O., gou from the vector to another iff the 

second vedor is in the luil-mod.le generated 6, the /int one. 

Baving worked out the structure of tbe Wakimoto modules, we get tbe a resolution of the admissible 

module in terms of Waldmoto modules. 

CoroUary 2 Tlae following sequence il a relolution of admi"i6le module Lm•u 

0 .. W Of·.. W. 0.. Of·" W. Of-- W. O. W. Of-
••• -0. -m+2"1._ -0. m+2(,,-I)I,_ - ••• - -m+21•• - m._ - -m,1 - "', (123) 

The proof of tbe nilpotency and that the resolut.ion is the irreducible module is similar to t.hat. of ref.{4] 

for the admissible modules over Sm) and ref.{i7] for the irreducible modules in t.be minimal models 

over Viraaoro algebra. 

6 Conclusions and Conjectures 

In this paper, we have studied the modules over affine Kac-Moody superalgebras in general. A naive 

approach to find tbe structure of superalgebra module is by coset construction G = Go(f!JG/Go, where Go 

is generated by the even generators. Such decomposition is analysed in detail for osP(i, 2), for which 

Go = S£(2) in section 3. Our conjecture is that for a more general affine Lie superalgebra, tbe coset 

space G/Go will be generated by the WN algebra. 

Besides the coset. decomposition, a more general procedure of classifying the superalgebra modules is 

provided by generalizing t.he Kac-Kazhdan formula to t.he super case. Indeed it is possible as we have 

done it in section 4. The corresponding MFF construction of null vectors is generalized in a similar 

fashion. 

In parallel, we have also analysed the Wakimoto module for t.he affine superalgebra. All these results 

will be relevant for our analysis of the G/G gauged WZNW model on a supergroup manifold, which is 

the subject of our forthcoming paper({19]). 

Acknowledgement: We are grateful to H.Y. Guo, H.L. Hu, K. Wu and R.H. Yue for useful discussions 

and suggestions. This work is supported in part by the National Science Foundation of China and the 

National Science CommiUee of China. 

24 25 

..::.,~ 

http:luil-mod.le


A The Leading Term of the DetFq 

Now we prove the lemma 2 in aection 4. First, we prove aeveral propositions. 

Definition: 

Pa,(q) = na• 

' .. _;h...10....'.-j.
E 

'-i) 

PropollitioD 5 

E P(q)e-" = II 1 _ Ie_a II (1 +e-"). (124) 

qE6+ aE6t "E6 t 

Proof. It is obtained by direct computation. 

PropollitioD 6 

p. { En... P(q- nO'i), ila, E aD; 
( ) 

_ 	
(125)at q En=l P(q- nO'.)(-I)n-I, ilOli E ai 

Proof. Using the generating function, 

L Pa,(q)e-q = L E na,e:cp[- E nolOli) (126) 
., (n.j}partition of q OJ 

ai 
_ 	 nOji40,. ajE6t(l +e- ) "" -n_lo,. _ 	 ~~e • (127)aj

najf'Oi. ajE6;t(l- e- ) n_; 

note that 
if O'j E .llJiL na.e-n.;a. _ { -C:!..n./' - (1-.--,)2' (128) 

e-a " if O'j E .lIi 

by proposition 6. we have 

naj
"" P. ( ) -II _ { E" P(q)e-" E:', e- , when 01, E <10; (129)
" E" P(q)e-q E:O... , e-no'(_l)n-" when 01, E ao. 
~ Ojqe 

By using eqs.(128.129) and comparing the coefficients of the term e-" in both sides of eq.(127), \ve get 

the proposition. 

Now selecting the basis ofU(rn" as in eq.(7!), where {no,} is a partition of q. Note that the leading 

term is the product of the leading terrns in the diagonal elements of the matrix F". which is proportional 

to 

hP~,(I/)
a, • 	 (130)rr

a; 

Moreover, note that. h2a, ;: 2hoit when OIi E <1{, which completes the proof of the lemma. 

26 

B The singular vector 1- 2, 1) 

In section 4. it is shown that the explicit (orm of the singular vector in a Verma module over osPci. 2) 

can be constructed by the use of eqs.(lOO.IOl). To elucidate such a procedure, we consider a simple case. 

i.e. 	m =2, s =1. 

By definition, 

F(2,l, I) = 10UJ)l:f'Itfo(fJ)lT. (131) 

Here, for osPci, 2) (see eq.(82», 

10 = y'2ij), IJ = -2Jj) , II = J!I 

(132)["'[/I'&:~ = 0, Vi 2: 3. 

• 
By UIIing eq.(103), eq.(131) can be rewritten as, 

3 t + 1 2 12 - 1[fl 2] 2]F(2,1,1) =loftlo - -2-/0[/l,/oJ/o + -8- 1110 '/0' (133) 

More concretely, 

F(2, 1, t) = ·1J!I(Jj)2 - 4i!diJi - 4(1 + I)J!lJi + 2(t + I)j:aii - (1 2 -l)J:l , (134) 

So it is obvious that F(2, I, I) E U(t). After the direct computation, we can get 

N 2 1 - I 12 - 1 2 3 I +1 12 - 1 
[eo, F(2,I,I)] = (llJO - 10Ido)(-2+ holT - -2-)+ Uo ft 10 - loft)(-2-ho + -2-) 

[e"F(2, 1,1)] = .ro(-t+2+h,). (135) 

For the HWS 12, I), 1= 21: +3, 

hol2, 1) = 4JI12,1) = (1- t)12,1) 

h,12, 1) = (-2J8 +1:)12,1) =(t - 2)12,1). (136) 

It 
Combining eqs.(135,136), we see that 

e. F(2, I, t)12, 1) =0, i = 0,1. 	 (137) 

So F(2,1. 1)12,1) is a singular vector 12, I) in Mj 2.l' 

C The Non-vanishing of Qmlw-m,s} and Q-mli-m,s} 

In this appendix, we manage to prove the proposition 4, 

Qmlm,-s) #0, ifO<m<q, ,>0, ,+mE odd. (138) 
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Due to the presence of the rermionic operator in the screening operator V(.:), it ta.ltes much effort to 

complete our proof. in contrast to the analogous conclusions [17,4] on the study of the Feigin-Fuchs 

modules over Virasoro algebra (or Wakimoto modules over 5£(2». 

Now consider 

Q", = f dz f fr dz;V(.:) fr V(':i), (139) 
.=2 i=2 

where V(.:) =(1/1+ + pI/I)eio-#(z), and the integration contour is depicted in fig. 2. 

Figure 2: The integration contour in Q",. 

For convenience. let 

'" 
%1 =.:. X({z.}) = II(,,+ +PI/I)(':i). 

i=1 

J: =[m/2], i8~_(.:) = L ~n/zn+1. (140) 
n<O 

where (z] is the maximal integer no bigger than z. The most singular term in the OPE or X({.:.}) is 

2,1J:1 L (-W(P)fIp(':P"-l)~~(':P~·)("+(':P.. )+.al/l(=p... »m-n, (141) 
. PES{",) 1=1 %P,.-l ·P1 i 

where P is a permutation or the set {I. 2, ...• m}, :r( P) its Z2 degree. 

Q",lm. -a) =f IT~ II (z; - %j)o! IT z,-20:i ....-. X( {zi})eio 
- E::'';-(:')I_ m. -s). (142) 

i=1 ISi<iS'" ....1 

Let n =m(a - 2)/2 + J:, and 

(~I = (-m. -slr~I/I~-u~nn/a_. irn # 0; 

(~I = (-m, -slr~"'i-2'm, ifn =O. (143) 

Consider the inner p~odUd. 

(~IQ",lm, -s) 1/2" f IT dz. II (:i - Z'J)o: IT =;lO:.i ...._. 
;=1 ISi<iSm ,=1 

" m '" II( 1)'Il'(P)( • )-I"'.n (144)i..J - %P'.-I - "P,; i..J-j 
PES(",) i=1 i=1 
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To see that the integration on the r.h.s. or the eq.(144) does not. vanish in general"it. is more convenient. 

to recast the integrand in a more suitable rorm. 

Lemma 4 Let m > 1, 

A"'(.rI • .:2,···.Z"')= II (%I-zi), 

IS'<iS'" 


A(':I,':2,""Z",) .r(P) " -1 
I"'(.:.. z" .. · • .:"') = nHI E (-1) II(%p:'.-1 - .:p,.) , (145) 

PES(",) i_I 

A'(.,. %2,'" ""') '" w(P) II· II'" -2g",(ZI.%2... ·.Zm) = nHIi_ 1..\1 i..J (-1) ('Pi - %PJ) • 
PES(",) i=li='+1 

then 

1"'(.:1.%2,··· • .1'",) = g",(%" z2... · _,,,,). "1m> 1 (146) 

Proof, If m =2. 3. eq.(146) can be verified by direct computat.ion. 

Let m > 3. now we prove the lemma by induction on m. Assume that 

1'«ZI.Z2.···,Z.) =g'(Z'.%2... ·,Z'), VI < J: < m. (147) 

Let us consider a particular ease ror which 1m-I = Z",. Then 

m-2 

1"'(ZI,%'.· ... Z"'_I • .rm)la... =a..._I:: II (%i - %",_1)2/",_2(':1. Z2. ··· • .:"'-2). 
i ... 1 

",-2 

''''(ZI • .:2.···. %'''-It Zm)l,...=,.._. =II (%i - :",_1)2'",_2(%I.Z2.· ",z",_,), (148) 
i=1 

By induction 

I"'_,(z,.z".··, :",_,) = (149),,,,_,(z,, .1'2 ... ', Zm_2)' 

From eq.(148) and (149) we see that 

I",(z, , :" .... .:".) - g",(ZIt :2,"', .:"'):: 0, ir zm_1 = z",. (150) 

So 

(Zm_1 - Z",)I(/I(ZI, :,... " :",) - 1,(%1, :,." .,::",». (151) 

Secondly. rrom the raet that Im({z.})-g",({.:d) is asymmetric homogeneous polynomialor(zlt :2•.•. ,%m), 

we have 

A",(ZI • .:,.... , z",)I(Ia(':I. ::, ... '. Z"') - 12(ZI.=2,···. :",». (152) 
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However. tbe degree of A",(Z"Z2.· " •.1'",) is m(m - 1)/2. larger than tbat of I",({zi}) - 9",({Zi}), if 

I", :F 9",. So the only possibility is tbat 

1",(.1'1.1'2." ·.r",) =9"'(1'1.1'2.···. zm). (153) 

This completes the proof of the lemma by the induction rule. 

By lemma 4. eq.(144) can be rewritten aa 
m

1 IT IT olJ -I IT'" -2o!/....... ..;;.... n(t/)IQmlm, -.) = lc dZi (z, - .1'1) - 1', 9m(Z., .1'2 ... •• Z",) Lot 1', 
Ci i=1 ISi<ISm ••1 i ..1 

= 2n 1 ITdui5(Ul.U2..... um) X 
1Ci.=2 

m a 
X II (Ui - U/)o!-1 IT u~20_1_'-.(1_ u,)o!-I. (154) 

2Si</Sm i ..2 

wbere Zi =ZIU'. i = 2•...• m, the integration over variable Zl is completed and 
m 

5(U2.· ". Um) = kI9m(ZI. Z2,' ... 1'm) E zr %,.mCm+'-3)12. (155) 
i=1 

is a symmetric polynomial function of (U2•...• um). To evaluate the integral on tbe r.b.s. of eq.(154).let 

us first consider a more general case. 

i IT U t(1-uI)' IT (UI-uI}05(UI,U2,"',U,,), (156) 
C'i..l IS'<lSn 

with the integral contour depicted aa in fig. 3. where 5({u.}) is a symmetric polynomial of {u;}. 

Figure 3: The integration contour for nidui' 

Now we deform the integral contour to get an integration over (I, -00). For convenience, we introduce 

a notation. 

J,. 1.. ·1 i i IT dUi IT(U/-I)' IT(1- Ui)' 
~ '~_I 'r c .. i=1 i=1 j=,. 
" 

IT uj IT (Ui - Ui)e5(UI, U2,"', u,,), (157) 
j ..l ISi</S" 
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where the contours C:. Cj are depicted in fig. 4.. When G, h,c take general valuelJ in tbe complex plane, 

J,. should be considered as its analytic continuation. 

-,- -, 

Figure 4: The deformed contour. 

As in the same approach to the calculation ofDot&enko-Fateev integration [12), we get a inductive relation 

between J,. 'so 

J,. = e-id(1 _ ei2"[C,,-,.)"+l+al+i"C,.-I)C)Jr+!, 	 (158) 

It is easy to get that 

1 " n " 
J,,+! = ITdu,II(Uj-l)'ITuj IT (u,-u/)"5(UI,U2,""U,,) 

Cj i=1 j=1 j=1 l!Si<i!S" 

;;: 	 ~ IT(1 + e-i"" + ... + e-irrC(J-l».1, (159) 
n'i=1 . 

where 

(00 (00" " 
.1= 11 "'1. nduiIIuj(uJ-l)' IT IUi- Ujl"S(UI,U2.···,U,,). (160) 

I I j=1 j,d ISi<iS" 

Combinig e<}.(158) and eq.(159) we have 

J	 = (-iln ei""n(n-l)/Hi..,.a (lIn Sinr«n-il2-1)C+h+II)Sincrci/2»)
I n! i=1 sin(rc/2) .1, (161) 

(n our case 

(m-l)o: +8 
11= 6 =c = o~ -I, 	 (162)

2 

The integrand in .1 is always positive definite except for a measure zero set. It is easy to see that :1 :F O. 

So 

(¢lIQmlm, -s) =2ri(-2i)m-l e-i..(m-l),,/2 (mn-, si~l 'l(iC/ 2) .1 (163)
(m - I)! j=1 SID'I(c/2 

is not zero provided 0 < In < q. Then the s~ate Qm 1m, -8) is nonvanisbing in e<}.(144), 

Similarly anotber part of the proposition can be proved in the same way. 

31 

http:ITdui5(Ul.U2


References 

[11 	 Aharony, 0., Ganor, 0., Sonnenschein, T.,Yankielowicz, S.: Physical states in G/G models and 20 

gravity. Sochen. N., TAUP-1961-92 

[2] 	 Alvarez-Gaume, L., Sierra, G.: Topics in conformal field theory. Phys. and Math. ofStrings (Knizhnik, 

V.G., memorial volume). World Scientific, 1989 

[3] 	 Awata, H., Yamada, Y.: Fusion rules for the fractional level S£(2) algebra. KEK-TH-316, KEK 

Preprint 91-209 

[4] 	 Bernard, D., Felder, G.: Fock representations and BRST cohomology in SL(2) current algebra. 

Commun. Math. Phys. 121, 145-168(1990) 

[5] 	 Bershadsky, M., Ooguri, H.: Hidden OSP(N,2) symmetries in superconformal field theories. Phys. 

Lett. B 229,374-318(1989) 

[6] 	 Bershadsky, M .• Ooguri, H.: Hidden SL(n) symmetry in conformal field theory. Commun. Math. 

Phys. 126.49-83(1989) 

[i] 	Bouwknegt., P., McCarthy, J .,Pilch, K.: BRST analysis of physical states for 20 gravity coupled to 

c S 1 matter. Commun. Math. Phys. 145.541-560(1992) 

[8] 	 Bouwknegt, P., McCarthy. J.,Pilch, K.: Ground ring for the two-dimensional NSRstring. Nucl. Phys. 

B 311, 541-510(1992) 

[9] 	 Bouwknegt, P., ),{cCarthy, J .• Pilch, K.: Semi-infinite cohomology in conformal field theory and 2d 

gravity. CERN-Tn 6646/92. to be published in the proceedings of XXV Karpacz winter school of 

theoretical physics, Karpacz 17-27 February 1992 

[10] 	Capelli. A., Itzykson, C .• Zuber, J.B.: Modular invariant partition functions in two dimensions. 

Nuel. Ph)·s. B 280,445-465(1987) 

(11) 	Cardy, J.L.: Operator content of two-dimensional conformally invariant theories. Nucl. Phys. B 210, 

186-204(1986) 

[12] 	 Dostenko. VI.S .• Fateev, V.A.: four-point correlation functions and operator algebra in 2d conformal 

invariant theories wit.h central chargeS 1. Nud. Phys. B 251, 691-734(1985) 

(13) 	 Delius, G.M., Grisaru, !\I.T., Van Nieuwenhuizen, P.: Induced (N, 0) supergravity as a constrained 

OsP(NI2) WZNW model and its effective action. CERN-TH. 6458/92 

[14] 	 Feigin. B.L., Frenkel. E.V.: Affine Kac-Moody algebras and semi-infinite flag manifolds. Commun. 

Math. Phys. 128, 161-189(1990) 

32 

..... 

[151 Feigin, B.L., Frenkel, E.V.: Representations of affine Kac-Moody algebras and boeonization. Phys. 

and Math. of Strings (Knizhnik, V.G. memorial volume). World Scientific, 271(1989) 

[16] 	 Feigin, B.L., Fucha, D.B., Representations of the Virasoro Algebra. Seminar on Supennanifolds no. 

5, Leites, D. ( ed. ) 1986 

[171 Felder, G.: BRST approach to minimal models. Nuel. Phys. B 311, 215-236(1989) 

[18] 	 Frenkel, E., Kac, V., Wakimoto, M.: Characters and fusion rules for W-algebras via quantum 

Drinfeld-Sokolov reduction. Commun. Math. Phys. 141,295-328(1992) 

[19] Fan, J. B., Yu, M., in preparation 

[20] 	Goddard, P., Kent, A., Olive, D.: Virasoro algebras and coeet space models. Phy •. Lett. B 152, 

88-92( 1985) 

[21] 	Goddard. P., Kent, A., Olive, D.: Unitary representations or the Viraaoro and super-Virasoro alge

bras. Commun. Math. Phys. 103,105-119(1986) 

[22] 	Hu, H. L., Yu, M.: On the equivalence of non-critical strings and G./G. topological field theories. 

Phys. Lett. B 289,302-308(1992) 

[23] 	 Hu, II. L., Yu, M.: On BRST cohomology or SL(2,R)t_2/SL(2,R)t_2 gauged WZNW models. 

AS-ITP-92-32, Nuel. Phys. B to appear. 

[24] 	 Ito, K .• Madsen, J.O .• Petersen. J.L.:Free field representations or extended superconformal algebra. 

NBI·HE-92-42 (July 1992). 

[25] 	 Ito, K., Madsen, J .0., Petersen, J .L.:Extended superconformal algebras from classical and quant.um 

Hamiltonian reduction. NBI-HE-92-81. , to appear in the proceedings of the International Workshop 

on "String Theory, Quantum Gravity and the Unification of the Fundamental Interactions", Rome; 

September 21-26. 1992. 

[26) 	 Itzy\cson. C., Zuber, J.B.: Two-dimensional conformal invariant theoris on a torus. Nucl. Phys. B 

215, 580-616(1986) 

[27] Inami, T., Izawa, K.-I.: Super-Toda theory from WZNW theories .. Phys. Leu. B 255, 521-527(1991) 

[28] Jantzen, J., Moduln mit einem h6chaten Gewicht. Leet. Notes in Math. 150(1979) 

[29] Kac. V.G.: Lie superalgebras. Adva. Math. 26.8-96(1977) 

[30] 	 Kac. V.G.: Infinite-dimensional algebras, Dedekind's "..runction. e1assical Mobius function and the 

very strange formula. Adva. ~{ath. 30,85-136(1979) 

[31] Kac, V.G .• Infinite Dimensional Lie Algebras. Cambridge Univ. Press, Cambridge, U. K. (1985) 

33 

http:quant.um


[32] 	 Kac, V.G., Kazhdan, O.A.: Structure oC representatioM with highest weight oC inRntie dimensional 

Lie algebfu. Adv. Math. 34, 97-108(1919) 

[33] 	Kac, V.G., Wakimoto, M.: Modular invariant representatioM oC infinite dimensional Lie algebras 

and .uperalgebras. Proc. Natl. Acad. Sci. USA 85 4956-4960(1986) 

[34] 	 Koh, I.G., Yu, M .•: Non-Abelian bosonisation in higher genus Riemann surCacea. Phy•. Leu. B203, 

263-268(1988 ) 

(35) 	 Lian, B.B., Zuckerman, G.J.: BRST cohomology and highest. weight. vectors. I. Commun. Math. 

Phy•. 135.541-580(1991) 

(36) 	 Lian, B.B., Zuckerman, G.J.: New selection rules and physical.tates in 20 gravity; conformal gauge. 

Phys. Lett.. B254. (3, 4), 417-423(1991) 

[31} Lian. B.B .• Zuckerman. G.J.: 20 gravity with c =1 matter. Phy •. LeU. B266. 21-28(1991) 

[38) Malikov, F.G., Feigin, B.L., and FUchs, O.B.: Singular vector in Verma modules over Kac-Moody 

algebraa. Funkt. Anal. Prilozhen 20 No.2 25-37(1986) (in Russian) 

[39] 	Moore, G., Seiberg, N.: Polynomial equations Cor rational conformal field theories. IASSNS-HEP

88/18 

[40] 	Mukhi, S., Panda, S.: Fractional level current algebraa and the daasification of characters. Nud. 

Phys. B 338,263-282(1990) 

(41) 	 Mumford, D., Tata Lectures on Theta Functions. (Progress in Mathematical; Vol, 28) Birkhiuser, 

Boston, Inc. (1983) 

[42] 	 Pais, A., RiUenberg, V.: Semisimple graded Lie algebras. J. Math. Phys., Vol. 16, No. 10, 2062

2013(1915) 

(43] Scheunert, ~I., Nahm, W., Rittenberg, V.: Irreducible representations of the o.p(2,1) and ,pl(2, 1) 

graded Lie algebra. J. Math. Phys., Vol. 18, No. I, 155-162(1971) 

[44) Rocha.-Caridi, A.: Vacuum vedor representation of the Viraaoro algebra, in Vertex Operators in 

Mathmatica and Phy.ica, 451(1985) ed. by J.Lepowsky, S. Mandelstam, and J. Singer, Publ. Math. 

Sciences Res. Illlit. #;3, Springer Verlag, New York 

[451 Verlinde. E.: Fusion rules and modular transformations in 2d conformal field theory. Nucl. Phys. B 

300,360-315(1988) 

[461 Wakimoto. M.: Fock representationa of the affine Kac-Moody algebra All). Commun. Math. Pltys. 

104, 605-609( 1986) 

34 

[41] 	Zhang, Y.Z.: N-extended .uper-Liouville theory from OSP(N\2) WZNW model. Phys. Lett. B 283, 

237-242(1992) 

Figure Captiou 

Fig.l: Boundary conditions on the torus. 

Fig.2: The integration contour in '1m. 
Fig.3: The integration contour for fl; du;. 

Fig.4: The deformed contour. 
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Fig.2: The integration contour in Om. 

FigA: The deformed contour. 

Fig.3: The integration contour for ni dUi. 




