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We describe the requirements for the design and prototyping of an object­
oriented database designed to analyze data in high energy physics. Our goal is 
to satisfy the data processing and analysis needs of a generic high energy 
physics experiment to be proposed for the Superconducting SuperCollider 
(SSC), and requires the collection and analysis of between 10 and 100 million 
sets of vectors (events), each approximately one megabyte in length. We sketch 
how this analysis would proceed using an object-oriented database, which 
supports the basic data types used in HEP. 

Introduction 	 approximately 2-3 orders of magnitude in 
the amount of data accumulated by present, 

In this paper, we describe the require­ large HEP experiments. 
ments and a conceptual system for Interactions between protons in the 
analyzing high energy physics (HEP) data counter-rotating beams at the 
using database computing. This section SuperConducting SuperCollider will occur 
and the following three sections are at a rate of approximately 108 Hz. The 
adapted from [10] and [13]. The system is collider is expected to go on-line during
designed to scale up to the size required 1999. A detector trigger system will se­
for high energy physics experiments at the lect between 10-100 Hz of these collisions 
Superconducting SuperCollider (SSC) labo­ (or events) for writing to permanent stor­
ratory. These experiments will require age for further analysis. An average event 
collecting and analyzing approximately 10 will contain approximately one Megabyte of 
to 100 million "events'" per year during information. This large quantity of data ­
proton colliding beam collisions. Each up to one thousand Terabytes per year. as­
"event" consists of a set of vectors with a suming 107 seconds of actual beam colli­
total length of approximately one sions per year - along with an expected one 
megabyte. This represents an increase of 
*This work supported by the u.s. Department of Energy, High Energy Physics
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thousand physicists . distributed at approx. 
imately one hundred different sites re. 
quires a means of accessing the data that is 
a scale-up of approximately three to four 
orders of magnitude over the largest exist. 
ing high energy physics experiment. The 
storage and access requirements are un­
likely to be met by projected advances in 
commercial database systems. 

The project goal is to find a data model, 
and storage, access, and analysis methods 
which will meet present requirements for 
HEP data storage, handling, and analysis 
and be scalable to the 104 increases re­
quired by the end of the decade at the SSC. 
We believe this to be a generic problem in 
both the public and private sector in 
planning for the distribution and analysis 
of increasingly large data sets. At the SSC, 
this will be especially true. 

Traditional data analysis in HEP 

At present, the CDF colliding beam exper. 
iment at the Fermi National Accelerator 
Laboratory (FNAL) measures the radiation 
products from the collision of particle 
beams at rates of up to 285 kHz. 
Collisions, or events, are recorded in de.. 
tectors which provide -150 kbytes of digi­
tal information. However, only a small 
fraction (- 1 Hz) of the total number of 
events are recorded on magnetic tape for 
data analysis. The computing environment 
can be broken down into the following cate­
gories: 

·Online: In the online stage, events 
which warrant scientific investigation 
are identified through a sequence of 
several decisions (a mixture of hard­
ware and software processing), each re­
quiring greater execution time. A de­
cision to keep a particular event, called 
a trigger, results in the corresponding 
raw data being collected and written to 
magnetic tape. 

• Prod Detio n: In the production stage, 
the raw data is processed by computer 
codes (production codes) which recon­
struct the digital data words in order 
to identify the number and type of the 
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particles which characterize each 
event. Specifically, the result of the 
production codes are dimensional 
quantities such as energy, mass, mo­
mentum, orbits, event topology, and etc. 
These data summaries are written to 
some medium, usually magnetic tape, 
for further analysis, referred to as data 
summary tapes (DSTs). 

• A n a Iy sis: In the a n a lysis stag e , 
computations are performed on the data 
in the data summary tape. For in­
stance, such computations can be used 
to discover (or verify) correlations' 
between certain types of events, or 
measure an average of a quantity over a 
particular set of events. 

Most HEP computing schemes store data 
in sequential records using memory man­
agement software systems written at HEP 
laboratories. Data are analyzed via com­
puter programs which are written mostly' 
in Fortran, access events from storage as 
records, read it into common memory, and 
provide hooks for users to apply custom­
written subprograms. Each of these pro­
grams are compiled and linked to a stan­
dard set of libraries. Linking, at present, 
is not usually done interactively. 

Once the analysis program is built, it 
is made to loop over a number of events. 
For each event the entire record is read 
from storage, and those For each event the 
entire record is read from storage, and 
those parts which are relevant. to the par­
ticular analysis '(and very few analyses use 
all of the data in a single event) are used 
by the user subprogram. For instance, a 
typical session would consist of: 

1. 	 Read in each event. If the events are 
on tape, access the tape first. For 
each event: 
• 	 require certain global event char­

acteristics; 
• 	 calculate quantities from each 

event (e.g. the presence of a cer­
tain number of a certain type of 
particles); 

• 	 require the particles to have cer­
tain characteristics; 



• 	 fill histograms or scatter plots of 
distri butions. 

2 . 	 If desired, save events passing re­
quirements onto disk or tape. 

3 . 	 Report results of calculations, his­
tograms, plots, regressions, etc. at 
the end of session. 

Although this procedure is straight­
forward, inefficiencies arise since the pro­
cedure is repeated several times to produce 
sequentially smaller datasets for analysis 
by different working groups. Also, al­
though it is often convenient to produce 
additional datasets, this is not usually 
done, due to the expense and difficulty of 
doing so. The critical point is that access 
to the data is accomplished via entire event 
records, and in a sequential manner, i. e. 
events are read as atomic. 

Expectations at the SSC are that there 
will be an increase relative to the largest 
ongoing HEP experiments to date of about 
- 1 order of magnitude in the size of each 
event (to 1 Mbyte/event), -1-2 orders of 
magnitude in the number of events col­
lected for analysis (from 1 to 10-100 Hz to 
tape), and - 1 order of magnitude in the 
number of physicists who will be accessing 
the data (-1000 physicists). 

Examples of current HEP 
analysis tools 

Recently, the data analysis stage has been 
made easier by using an interactive data 
analysis program calIed PAW [1] and a data 
access package called Adamo [2], both of 
which were developed at the European 
Organization for Nuclear Research (CERN) 
in Geneva, Switzerland. The program PAW 
(Physics Analysis on Workstations) re­
sembles a windowing environment and 
incorporates an inline Fortran interpreter. 
The Fortran interpreter eliminates the 
need to need to link the large Fortran 
programs previously used to analyze the 
data. The interpreter has been found to be 
fast enough, since most of the time spent 
when running in the interpreter mode is 
for I/O. Data analysis with PAW must be 
preceded by a transformation of the data to 
a limited relational tuple. However, once 

the data is transformed, the program allows . 
one to interactively identify events with 
computed quantities passing certain 
thresholds cuts and to study correlations 
and anti-correlations of the particles and 
events. The program also supports many 
standard statistical operations, such as 
constructing histograms, scatter plots, 
curve of best fit, and etc. However, the 
system has well-defined data structures 
which do not allow dynamic changes, and 
require a preprocessing to transform 
existing HEP data (which is by nature 
dynamic). 

Adamo is a data structuring package, 
developed for the Aleph experiment at 
CERN, and written in Fortran. It is based 
on relational tables and allows the model­
ing of the complex event structures used in' 
HEP. However, its modeling is limited to a 
single event at a time, that is, a complete 
event is read into memory and restructured 
into Adamo tables. The program can then 
access portions of the event through rela­
tional queries. While this model is good 
for production code, where all information 
about a single event is needed at once and 
information about other events is 
irrelevant, it is not appropriate for 
analysis, which involves the collection of 
statistics from a large number of events, 
each statistic based on only a subset of 
each event's information. 

Scientific Databases 

A database provides access to data via 
queries regarding the data itself, and not 
its physical or logical location. The rela­
tional model is a simple and powerful 
model suited to many business and com­
mercial applications, especially those 
applications making use of simple data in a 
fixed format. Applications, such as com­
puter aided design, computer aided' manu- . 
facturing, office information systems, and 
artificial intelligence, have resulted in 
extensions to the relational model [3], and 
new models, such as the object-oriented 
data model [5]. More recently, applications 
requiring the management of scientific and 
engineering data, such as time series, 
satellite data, DNA sequence data, seismic 
data, and collider physics data have re­



suited in attempts to define a data model 
suitable for these types of applications [4], 
[6], [8] and [9]. Just as there is currently no 
agreed upon definition of an object­
oriented data model, there is also no agreed 
upon definition of a data model for 
scientific computations. 

Issues which turned out to be impor­
tant in our system are somewhat different 
than issues of importance in business or 
CAD/CAM applications. For our applica­
tion in HEP, the main requirements of our 
system are: 

• 	 the ability to query very large 
amounts of data (expected to greater 
than IPB), stored in a hierarchical 
storage system [7] 

• 	 the ability to efficiently execute 
numerically intensive queries 
specified by Fortran or C functions 

• 	 the ability to support large, complex 
objects 

• 	 a mechanism for working with de­
rived data, that is data that is de­
rived from other data via some com­
putation, and the ability to dynami­
cally determine which data should 
be precomputed or computed in the 
background 

Issues of importance in other scientific 
databases [4], such as the level of interpre­
tation of the data, the intended analysis of 
the data, the source of the data, and the use 
of metadata do not present major problems 
in this application. 

Data Modeling 

Before any issues of the physical realiza­
tion and access methods to large data 
stores supporting a scientific data base, 
the issue of an appropriate data model 
must be addressed. We believe the entity­
relationship model is not sufficient to the 
task, that an object-oriented scientific data 
model is required. It should have the fol­
lowing notions: 

o bj ects The basic entities are objects.' 
Objects are instances of classes. 
Examples of classes include Integers, 
Strings, Vectors, FourVectors, Events, 
and Particle Candidates. The notion of 
abstract data typing or encapsulation 
must be supported. 

attributes Objects have internal states or 
attributes. 

metbods Objects have functions or meth­
ods acting on them. 

In b e r I tan c e Classes can inherit at­
tributes and methods from other 
classes. 

collections Objects may be grouped to­
gether into collections. Typically, this 
is done by selecting objects from other 
collections on the basis of their at­
tributes or on the basis of the results 
of methods acting on them. 

derived data A class C is said to be de­
rived from one or more other classes. 
D i, if the values of instances of class D 
are functionally dependent on in­
stances of the classes C i. When the 
values of instances of class D i are 
changed, the changes are propagated 
(either automatically, or after certain 
triggers) so that instances of class C 
are recomputed. 

versioninl Multiple versions of objects, 
with histories and time interval valid­
ity must be supported. 

Some typical HEP class and object hier­
archies are shown in Fig. 1 the 
(a)underling physics, (b)the detector 
hardware, and (c)event reconstruction pro­
cess. Fig 2. shows a dynamically derived' 
object (resonant state) from an object hier­
archy relationship. 



(a) physics (b) hardware 

(c) reconstruction 

Figure 1: Typical HEP Class and Object 
Hierarchies 

Resonant State 

Figure 2: Complex derived object hierarchy 
relationship. 

Design Considerations 

There is an inherent "chunkiness" to HEP 
data since each event is largely 
independent of the previous and following 
events. This allows very simple parallel 
processing model for much of the compute 
intensive analysis tasks. Queries in a data 
base representation which do 'not correlate 
objects in one event with another should 
also parallelize very efficiently. 

The tree structure of objects in an 
event can reach depths of four or more. In, 
simple relational designs, leaves of the 
tree need unique keys obtained by con­
catenating keys, from all the layers above 
them. This can lead to considerable storage 
overhead in very large' databases. 
Furthermore, piecing together an event by 
doing joins at run time could lead to the 
time for a single event growing with the 
size of the entire database. 

For object databases, keys are replaced 
by fixed size pointers, regardless of depth 
of the event structure. Furthermore, run 
time joins are not needed, so the overall 
scaling behavior may be better than rela­
tional systems. However, the scale up for 
SSC is so enormous that more study is 
needed for both systems. 

As analysis proceeds, events often have 
new objects attached to them. For rela­
tional systems, one just deimes a new table 
with the proper keys; all the old data is 
undisturbed. For object systems, however, 
if the event has a fixed set of pointers to 
its component objects, adding a objects 
could lead to a complete restructuring of 
the database, a prohibitively expensive. 
proposition. A Lisp-like list structure may 
be more stable and is under investigation. 

A conceptual model for 
realizing an HEP event store 
and database 

A conceptual realization is shown in Fig. 3. 
The HEP computer user sees the computing 
system primarily via a workstation (WS) as 
a Data (object and/or event) Store. The 
workstation is a client either on a local 
LAN or a remote LAN connected to the Data 
Store via a wide area network.' Queries gen­
erated by the workstation are examined by 



the local DBMS to see if they can be 
satisfied by data (mostly objects) stored on 
the local WS disks. Those which can not are 
passed to the local (master/sibling meta­
data base). The results (events and objects) 
are made available on the local file systems 
as cached data for the workstation to 
analyze. User queries which can not be 
satisfied by the local data based caches or 
the metadata caches are analyzed and 
optimized for transmission to the main 
event/object store. This is a set of shared 
memory parallel computers (nP) each with 
typically a 100TB tape robot, a 100 GB 
RAID disk array (for storing methods, 
objects and events) and interconnected by a 
high speed LAN to the meta database and 
the workstations. These 10 cluster 
processors will be optimized for moving 
data from tape-to-disk-to-network. The 
incoming queries from the workstation 
users will trigger stored methods for the 
events and/or objects in the 10 clusters 
which are expected to reduce the returned 
events and/or objects which satisfy the 
user queries such that the outgoing data 
flow is consistent with high speed network 
capacity. 

This type of architecture demands a 
number of requirements. 

• 	 A data base management system 
which works well in a client-server 
hierarchical mass storage system 
(e.g. IEEE mass storage reference 
model). 

• 	 I/O subsystems which provide high 
capacity. low latency and high 
throughput tape robots. 

• 	 A Data Model which exploits the 
inherent parallelism in of HEP data. 
which will allow a linear speed up in 
both computing resources and data 
access. 

• 	 A Query language which refers 
naturally to physics objects and can 
express complex and numerically 
intensive queries. 

• 

nP ,
Shared memory parallel 

computet 

Figure 3: Conceptual Implementation 

Outlook 

We believe the computing industry will 
provide cost effective 10 sub-systems for 
realizing the mass storage hardware re­
quirements. We believe and encourage the 
development of the IEEE mass storage 
model for the integration of these 10 sub­
systems with a network based computing 
model. We believe the design and develop­
ment of database management software 
systems which can efficiently' exploit such 
a computing model is a challenging given 
the magnitude to the data store to be ac­
cessed. The authors of this paper are pur­
suing preliminary designs and prototypes 
for a system suitable for HEP analysis as 
described in references [10] and [11]. 



A project known as PASS [12] has begun 
work on solving the problems outlined here 
on a time scale useful to SSC detectors. 
Funded by funds from the DOE part of the 
High Performance Computing and 
Communications initiative in addition to 
program funds from the DOE office of High 
Energy and Nuclear Physics and of the SSC, 
we have begun a 3-phase attack on the 
problem. We have the three stages of this 
work over a 5 year period as: 

Phase 1. The goal of Phase 1 is to 
provide a proof of concept for 
analyzing REP data using database 
computing. This phase began in May, 
1991 and is expected to be completed 
by lune, 1992. 

Phase 2. The goal of Phase 2 is to 
build an experimental prototype (the 
Mark II system), demonstrating the 
critical technologies required to build 
a full scale system. This phase is 
expected to last two years. 

Phase 3. The goal of Phase 3 is to 
build a working prototype (the Mark 
In system), that can be migrated into a 
full scale production system. This 
phase is expected to last two years. 

The PASS project will try to prototype 
new versions of a system appropriate for 
database computing in HEP. Rather than 
build an entire system from the ground up, 
the project will try to make use of com­
mercial technology whenever appropriate. 
For this reason, the system is being de­
signed in a layered and modular fashion. 
Emphasis is also placed on those parts of 
the design which are considered critical 
paths and which the market does not seem 
to be large enough to justify the entry of a 
commercial vendor. Rather than try to 
build a production strength system, our 
interest is in pushing the analysis and 
software technology far enough to solve the 
problem, and then interesting others 
(commercial partners) in taking our de­
signs and prototypes; then developing 
commercial or production strength ver­
sions. 
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