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Abstract

In this thesis we discuss the simulation and tests carried out for
the optimization and design of the electromagnetic calorimeter for the
Mu2e (Muon to electron conversion) experiment, which is a proposed
experiment part of the Muon Campus hosted at Fermi National Accel-
erator Laboratory (FNAL) in Batavia, United States.

Elementary particles come in two main families: quarks and lep-
tons. However, while quarks can morph from one family member to
another through the CKM matrix and neutrinos oscillate through the
PMNS matrix, charged leptons (e, µ and τ) seem to behave differently:
charged lepton flavor violation (CLFV) has not yet been observed.

Although the Standard Model is very well tested in many regimes,
it is probably incomplete. In many of the Beyond the Standard Model
(BSM) scenarios, rates for CLFV processes are within the reach of the
next generation of experiments (Mu2e, COMET). Moreover, many
CLFV searches have a sensitivity to New Physics which even ex-
ceeds the reach of the LHC. In this context indirect measures of CLFV
should be crucial evidence of New Physics.

Mu2e proposes to measure the ratio of the rate of the neutrinoless
conversion of muons into electrons in the field of a nucleus, relative to
the rate of ordinary muon capture on the nucleus:

Rµe =
µ− + A(Z,N)→ e− + A(Z,N)

µ− + A(Z,N)→ νµ + A(Z − 1,N)
.

The signature of this process is a mono-energetic electron with an en-
ergy nearly equivalent to the muon rest mass.

At the moment of editing, Mu2e has reached the CD2/3a stage of
approval by the United States Department of Energy and the building
construction is planned to start next year. The data-taking is foreseen
for 2020 in the current schedule.

Mu2e should collect 7.52 · 1017 stopped muons in 2 years of run-
ning, expecting to improve the result of previous generation experi-
ments (SINDRUM II) by a factor 104 (from Rµe < 7 · 10−13 to Rµe <

2.87 · 10−17).
The work is organized in 6 chapters.

v



vi

In the first Chapter, we make a recollection of the physics motiva-
tions for the searches of CLFV processes (µ→ e + γ, µ + N → e + N,
µ → 3e) and explain the difference of reach between the two classes
of decays.

In the second Chapter, the experimental technique for this search
is studied, comparing Mu2e to recent CLFV search experiments. We
then introduce the Superconducting Solenoid Magnetic System, di-
vided in Production, Transport and Detector solenoids and we give an
overall summary of the detector organization.

In the third Chapter, the requirements and the technical choices for
the electromagnetic calorimeter are discussed, focusing on its particle
identification and background rejection capabilities.

In the fourth Chapter, the calorimeter design is analyzed in de-
tail: we explain the crystal and photosensor choice and the detector
experimental setup is described. The preliminary results of a γ irradi-
ation test of silicon photomultiplier (SiPM), performed at the ENEA -
Casaccia centre, are then presented.

In the fifth and last Chapter, we characterize a matrix prototype
composed of LYSO crystals coupled with avalanche photodetectors
(APD) through the results from the test beams carried out at the MAMI
facility in Mainz and at the Beam Test Facility in Frascati.
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Chapter 1

Charged Lepton Flavor Violation

1.1 Introduction

In the Standard Model (SM) of particle physics, it is a well-established experimen-
tal fact that leptons come in three types (flavors): electronic, muonic and leptonic.
Also, before the discovery of neutrino oscillations, lepton flavor violation processes
were forbidden and the flavor numbers Le, Lµ, Lτ were then conserved. In this sce-
nario, the unitary matrix Pontecorvo-Maki-Nakagawa-Sakata (PMNS):νe

νµ
ντ

 = VPMNS

ν1
ν2
ν3

 , (1.1)

which relates neutrino weak eigenstates to mass eigenstates, would be diagonal.
However, in 1998, Super-Kamiokande experiment showed for the first time the

existence of νµ ↔ ντ oscillations of atmospheric neutrinos [33]. The combination
of this result with more recent ones also from solar [5], reactor [1, 8] and beam [4]
experiments has then provided a compelling evidence for the existence of transi-
tions in flight between different flavors of (anti)neutrinos, which implies nonzero
(anti)neutrino masses.

In fact, in the SM, neutrinos (antineutrinos) are described by chiral left-handed
(right-handed) eigenstates, but the existence of oscillations implies that a neutrino
has a non-zero probability to change flavor (e.g. P(νµ → ντ) , 0) and it is then
produced in a super-position of mass eigenstates.

So, neutrino oscillations represent an evidence for lepton flavor-violating (LFV)
processes, whose rate are given by the PMNS matrix parameters. The rates of
charged lepton flavor violation (CLFV) processes, instead, are model dependent.
For example, the minimal extension to the Standard Model for the µ → eγ decay
(Figure 1.1) gives a negligible branching ratio, because the amplitude is propor-
tional to the tiny neutrino mass-squared differences:

BR(µ→ eγ) =
3α
32π

∣∣∣∣∣∣∣∣
∑
i=2,3

U∗µiUei
∆m2

1i

M2
W

∣∣∣∣∣∣∣∣
2

< 10−54, (1.2)

1
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where U∗µi and Uei are the corresponding elements of the PMNS matrix, ∆mli the
mass differences and MW the W-boson mass.

LEPTON'FLAVOR'VIOLATION'IN'SM'

•  Lepton'flavor'is'violated'once'that'neutrino'oscilla^ons'are'
'''''accomodated'in'the'SM'

'
'
'
'
' € 

µ → eγE.g.'Standard'Model'Diagram'for'

ν e 
ν µ 

ν τ 

τ 
µ e 

? ? 

G.Cavoto, C.Voena Pagina 7 Figure 1.1: Feynamn diagrams for the µ→ eγ process in the minimal extended SM. It has
very tiny amplitude, because the neutrinos must oscillate within a W boson’s lifetime.

A similar result is obtained also for the µ−N → e−N conversion, but many New
Physics scenarios provide higher rates for CLFV processes, at a level reachable by
next generation experiments.

1.2 CLFV in muon decays

When the muon was discovered, in 1937 from cosmic rays, it was firstly believed
to be the Yukawa’s meson, and then responsible for the strong nuclear force me-
diation. However, its cross section was too small and its lifetime too long [26], so
the experimentalists proved its leptonic nature.

Another hypothesis was that the muon could be an excited state of an elec-
tron, being heavier than this but with identical properties. The experimental search
for muon conversions to electron and photon began in 1948 with Hincks and Pon-
tecorvo [37], who tried to observe the µ+ → e+γ process with cosmic rays and put
an upper limit on the BR of less than 10%.

Since then, several experiments tried to observe neutrinoless conversion of
muon into electron, but without a positive result: the concept of lepton flavor was
then introduced for these two particles, and then extended to τ lepton.

Indeed, muons are the most sensitive probes to CLFV processes because of
their long life time (∼ 2.2 µs) and because they are relatively easy to produce: the
most studied processes are then µ → eγ, µ → eee and µN → eN (Figure 1.2).
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The first two processes are decays and they have a BR upper limit at 90% C.L. of
5.7 · 10−13 [2] and 1.0 · 10−12 [16], respectively.

The last one, which will be studied by Mu2e, is a reaction, whose rate Rµe

(or, alternatively, conversion rate, CR) is normalized to the one of ordinary muon
capture on the nucleus:

Rµe =
µ− + A(Z,N)→ e− + A(Z,N)

µ− + A(Z,N)→ νµ + A(Z − 1,N)
, (1.3)

whose best result is, at the moment, Rµe < 7 · 10−13 [18].

Introduction

The aim of the Mu2e experiment is to measure the ratio between the rate of the neu-
trinoless, coherent conversion of muons into electrons in the field of a nucleus, and the
rate of ordinary muon capture on the nucleus:

Rµe =
µ� + A(Z,N)! e� + A(Z,N)
µ� + A(Z,N)! ⌫µ + A(Z � 1,N)

. (1)

The conversion process is an example of charged lepton flavor violation (CLFV). Thus
far no CLFV interaction has been observed experimentally; the current best experimen-
tal limit on muon-to-electron conversion is from the SINDRUM II experiment, using a
gold target [1]:

Rµe < 6.1 ⇥ 10�13 (90%CL).

Figure (1) shows the history of charged lepton flavor violation searches in muon decays.

Figure 1: History of charged lepton flavor violation searches in muon decays. The
MEG and Mu2e sensitivity goals are shown.

Mu2e intends to probe four orders of magnitude beyond the SINDRUM II sensitivity,
measuring Rµe with a sensitivity of 6 ⇥ 10�17 at 90% CL. When a muon is stopped
in a target it rapidly (10�16 s) cascades down to the 1S state. Several processes can
then occur, the most likely being muon decay-in-orbit, µ�NA,Z ! e�⌫µ⌫̄eNA,Z , and

3

Figure 1.2: History of CLFV search experiments with muons. Selected recent experiments
sensitivities are shown. Taken from [14]. Values for µN → eN experiments refer to the
conversion rate Rµe (1.3).

1.3 Independent model Lagrangian extension

A negatively charged muon, which stops in a target, rapidly cascades down to the
1S state and it is captured in the lowest atomic orbit: then, the SM predicts that the
muon can either decay in orbit (DIO):

µ− → e− + ν̄e + νµ, (1.4)

or can by captured by the nucleus through:

µ− + A(Z,N)→ νµ + A(Z − 1,N)∗ (1.5)
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The neutrinoless conversion of a negative muon, instead, violates the lepton
numbers and can occur coherently, with the Coulomb field absorbing the excess
momentum, or incoherently, on a single proton of the nucleus:

µ− + A(Z,N)→ e− + A(Z,N)∗. (1.6)

However, even if the SM does not predict this process, it is possible to explicitly
insert a model-independent CLFV lagrangian in order to study process sensitivities:

LCLFV =
mµ

(1 + κ)Λ2 µ̄RσµνeLFµν +
κ

(1 + κ)Λ2 µ̄LγµeL

 ∑
q=u,d

q̄Lγ
µqL

 ,
where Λ indicates the mass scale of the New Physics contribution and κ is a mixing
parameter between the CLFV magnetic moment-type operator (κ � 1), which
would mediate processes like µ → eγ, and the four-fermion contact interaction à
la Fermi (κ � 1) (Figure 1.3).

51

γ

µ e

γ

τ µ,e

γ

µ µ

Ze

µ e

µ � e� � � µ�
� � e�

(g � 2)µ
µ�N � e�N

µ � eee

µ,τ

γ

e e

e
µ e

q,e q,e

µ�N � e�N

NP NP NP NP NP
NP

Figure 1.3: Schematic representation of vertices and interactions of some CLFV processes
in which new physics (NP) contribution could be measurable. The first four diagrams are
mediate by magnetic moment-type operators and the last two by four-fermion operators.

Different experiments can then explore different areas of the Λ-κ plane (Figure
1.4).

The projected sensitivity of the MEG experiment will probe Λ values up to
1000 - 2000 TeV for κ � 1, but has little sensitivity for κ � 1. Mu2e will, instead,
probe Λ values from 2000 to nearly 10000 TeV over all values of κ.

However, it is necessary to emphasize that Λ does not indicate the mass scale
reachable by direct search like those carried out at hadron colliders. For magnetic
momentum interaction, in fact, the mass M of the new particles is related to Λ

through:
1

Λ2 ∝
g2e

16π2M2 , (1.7)

while for a four-fermion operator the relation is:

1
Λ2 ∝

g2

M2 , (1.8)

where g is the weak interaction coupling constant.
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Figure 1.4: A muon-to-electron conversion experiment (Mu2e, SINDRUM) usually has
a greater sensitivity for magnetic momentum-type interactions (k � 1), while muon-to-
electron-gamma experiments (MEG), have better performance with loop processes (k �
1). Adapted from [14].

In both cases, the real mass M tested by CLFV processes is significantly above
to that accessible at the LHC. The CLFV importance is therefore independent from
what the LHC can find in the next several years at TeV scale: an eventual observa-
tion of new physics at LHC will correspond to a precise measurement both at MEG
and Mu2e, helping to identify the underlying theory responsible of the process.

Moreover, the Mu2e experiment’s sensitivity remains relevant in all outcomes
of MEG: if it observes a signal, Mu2e should as well, helping to constrain Λ and
κ. A null result from MEG, on the other side, does not preclude a Mu2e discovery.

1.4 CLFV New Physics models

The discovery of a lepton number violating process, but also a better constraint on
the BR, could give strong indications on which New Physics model is preferred.
We hereby describe some NP examples and their CLFV effects.

SO(10) SUSY Grand Unified Model The supersymmetric version of the stan-
dard model can lead to sensibly large rates of CLFV process. It is possible to
relate the µ−N → e−N rate in titanium as a function of SO(10) SUSY GUT break-
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Figure 1.5: Muon Conversion Rate CR(µ → e) in titanium versus BR(µ → eγ) for the
PMNS-like neutrino Yukawa coupling in mSUGRA (red), Non Universal Higgs Mass
(green) and for CKM-like neutrino Yukawa coupling (blue) for tanβ = 10. Red verti-
cal lines represent the present limit given by MEG [2], the expected result for the MEG
upgrade (dashed) [13] and the expected result for a conceptual µ → eγ experiment [23].
Horizontal black lines, instead, represent limit on muon-to-electon conversion rate from
SINDRUM II [18] result and Mu2e/COMET planned results. Project X is a set of still
conceptual experiments currently under study at Fermilab. Adapted from [21].

ing parameters [21], taking into account θ13 value and Higgs mass with different
hypothesis of the neutrino Yukawa couplings (Figure 1.5).

In fact, SUSY predict µ−N → e−N conversion through a penguin diagram with
two sleptons in the loop (Figure 1.6).1.5. THE µ≠N æ E≠N CONVERSION IN THE SM AND BEYOND. 21

Figure 1.7: Feynmann diagram for µ+ N æ e + N in the SUSY Models.

Figure 1.8: Feynmann diagram for µ+ N æ e + N in the Heavy Neutrinos Model.

mass state to charge lepton is:

|Uú
µNUeN | ¥ 8 ◊ 10≠13 (1.22)

4) Anomalous Heavy Z’. The reach of µ æ e at 10≠17 corresponds to probing
for an anomalous heavy ZÕ æ µe coupling. In Figure 1.9 the Feynmann diagram in
this model, is shown. Where the Z’ mass can be as high as

MZÕ = 3000 TeV/c2 (1.23)

5) LeptoQuarks. models provide a tree level path for µ æ e conversion. For the
expected single event sensitivities, µ+ N æ e + N probes to an e�ective propagator
mass

ML = 3000
Ò

⁄µd⁄ed TeV/c
2 (1.24)
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Figure 1.7: Feynmann diagram for µ+ N æ e + N in the SUSY Models.

Figure 1.8: Feynmann diagram for µ+ N æ e + N in the Heavy Neutrinos Model.

mass state to charge lepton is:

|Uú
µNUeN | ¥ 8 ◊ 10≠13 (1.22)

4) Anomalous Heavy Z’. The reach of µ æ e at 10≠17 corresponds to probing
for an anomalous heavy ZÕ æ µe coupling. In Figure 1.9 the Feynmann diagram in
this model, is shown. Where the Z’ mass can be as high as

MZÕ = 3000 TeV/c2 (1.23)

5) LeptoQuarks. models provide a tree level path for µ æ e conversion. For the
expected single event sensitivities, µ+ N æ e + N probes to an e�ective propagator
mass

ML = 3000
Ò

⁄µd⁄ed TeV/c
2 (1.24)

Figure 1.6: On the left (right) the Feynman diagram for µ + N → e + N process in the
SUSY (heavy neutrino) model, with sleptons (heavy neutrinos) in the loop and a chargino
(W boson) exchanging a photon with the nucleus.
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Higgs-induced lepton flavor violation Some NP models includes LFV processes
induced by Higgs exchange. Compared to µ → eγ and µ → eee, muon conver-
sion is more sensitive because of the small Yukawa couplings in the first two cases
[35]. The conversion can be induced with a tree-contribution involving light quark
or with a loop-induced effect of heavy quarks to the gluons (Figure 1.7, right).
The muon conversion in nucleus is also the most sensitive channel for the study of
Yukawa couplings |Yµe| and |Yeµ| (Figure 1.7, left).

Figure 1.7: Left: constraints on the flavor-violating Yukawa couplings |Yµe| and |Yeµ| for
a 125 GeV Higgs boson [35]. Thin blue dashed lines are contours of constant BR for
h → µe, while the thick red line is the projected Mu2e limit. Constraint from µ → eγ
process are not updated to the latest MEG result [2]. Right: Higgs-induced LFV for a
muon conversion can involve light quarks with a tree diagram (on the left) or gluons with
a loop of heavy quarks (on the right).

Littlest Higgs model with T-parity In the Littlest Higgs model with T-parity
(LHT), the Higgs boson is considered an exact Goldstone boson under several
symmetries. Only if the symmetries are all broken (collective symmetry breaking,
CSB), the Higgs pick up a contribution to its mass.

In order to avoid fine tuning from electroweak precision data, a discrete sym-
metry, analogous to SUSY R-parity and called T-parity, is introduced. The scan-
ning of the parameters of this model provides measurable BR both for µ → e + γ

and for µ + N → e + N (Figure 1.8) [20].
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Figure 1.8: Correlation between µ→ eγ and µ→ e conversion in Ti obtained from a gen-
eral scan over the LHT parameters. The blue line represents the MSSM dipole contribution,
the green lines are the present (solid) and expected (dashed) upper limits by MEG and the
yellow solid line is the SINDRUM II upper limit. Mu2e would cover all the parameters of
this scan. Adapted from [20].

Scalar Leptoquark model The presence of scalar leptoquars at TeV scale could
modify CLFV conversion rate processes through a new coupling λ [11], without
violating all the other constraints from quark flavor physics (Figure 1.9).

Chapter 3: Muon to Electron Conversion 

Mu2e Technical Design Report 

3-5 

Scalar leptoquarks 
Models with scalar leptoquarks at the TeV scale can, through top mass enhancement, modify the 
µ → e conversion rate and BR(µ → eγ) while satisfying all known experimental constraints from 
collider and quark flavor physics [11].  

Figure 3.3 compares the reach in the new coupling λ  for a range of scalar leptoquark 
masses for the µ → e conversion rate with the sensitivity of Mu2e and BR(µ →eγ) at the 
sensivity of the MEG upgrade. 

 

Figure 3.3. The combination of couplings λ from Eq. (14) of [11] as a function of the scalar 
leptoquark mass for the µ → e conversion rate (CR) in Al at the sensitivity of Mu2e and the 
branching fraction BR(µ →eγ) at the sensitivity of the MEG upgrade (courtesy B. Fornal). The 
shaded region consists of points that do not satisfy a naturalness criterion defined in Eq. 7 of [11]. 

Flavor-violating Higgs decays  
One of the highest priorities in particle physics is to study the newly discovered Higgs 
boson, and measure all of its properties. Non-standard flavor-violating decays of the 
125 GeV Higgs to quarks and leptons are a very interesting probe of New Physics [12]. 
Constraints from CLFV on new interactions that lead to h → eµ, eτ, µτ severely 
outweigh the sensitivity of collider experiments. Current µ → e conversion (see Figure 
3.4) implies < 4.6 × 10-5; Mu2e is expected to be sensitive to 

>  few × 10-7. In these types of scenarios, constraints involving muon 
couplings are substantially stronger than those involving τ couplings. 
 
 

2 2| | | |e eY Yµ µ+
2 2| | | |e eY Yµ µ+

 
 

CR(µ→e in Al) = 6 × 10-17  

Br(µ→eγ) = 6 × 10-14  

Figure 1.9: Value of the coupling constant λ from [11] as a function of the scalar leptoquark
mass. The thick solid lines represent the limits for two different values of muon conversion
CR in Al (red and blue) and the thin solid red line the limit for µ→ eγ process. The shaded
area corresponds to values which do not satisfy the naturalness criterion as defined in [11].

Heavy neutrinos As previously stated, neutrino oscillation gives the first proof
of CLFV interactions. However, rates for CLFV processes are not immediately re-
lated to neutrino masses, because they strongly depends on the undergoing mecha-
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nism. The presence of new heavy neutrino mass states, different from mass eigen-
states ν1, ν2, ν3, is related to a muon conversion process through the neutrino os-
cillation in Feynman loop (Figure 1.6).

Left-Right Symmetric Models Left-Right symmetric models are extensions of
the Standard Model useful to restore parity at short distances. A recent study [19]
predicts the CLFV rates assuming a new mass breaking scale at around 5 TeV.
From the correlation between the BR for the MEG upgrade and Rµe for Mu2e it is
possible to cover the full phase space of this theory: the observation of µ→ eγwith
a branching ratio of 10−13 would imply a muon-to-electron conversion rate around
of 10−14, and then several hundreds of events in the Mu2e experiment (Figure
1.10).

Figure 1.10: Expected BR and Rµe for Left-Right symmetric models for the MEG upgrade
and the muon conversion experiments.

1.5 Signal and background for µ + N → e + N process

The coherent conversion of a muon into an electron in the field of nucleus has the
classical kinematics of a two-body decay: the muon recoils off the nucleus and
the monoenergetic conversion electron has then an energy slightly smaller than the
muon mass, due to large nucleus mass:

Ee = mµc2 − Bµ(Z) −C(A), (1.9)

where mµ = 105.66 MeV/c2 is the muon mass, Bµ(Z) ' Z2α2mµ/2 the atomic
binding energy and C(A) ' m2

µ/(2mN) the nuclear recoil energy. For the case of an
Al nucleus (Z=13, A=27), the conversion electron energy is then 104.97 MeV/c2

with a muon lifetime of 864 ns.
In the SM, a muonic atom can decay by muon decay in orbit (DIO):

µ→ e− + ν̄e + νµ, (1.10)
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or by a nuclear capture through:

µ−b + A(Z,N)→ νµ + A(Z − 1,N)∗, (1.11)

whose probability increase as Z, reaching a maximum of 90% for heavy nuclei.
At high sensitivities (the more recent upper limit for µ + N → e + N is Rµe <

7 · 10−13 [18]), the main processes which can mimic the signal are: muon decays
in orbit (DIOs), radiative muon captures (RMCs), antiprotons, electrons or muons
from cosmic rays, radiative pion capture, erroneously reconstructed events.
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electron energy but shifted because of the difference in mass of the initial and final 
nuclear states.  Ideally, the stopping target is chosen so that the minimum masses of 
daughter nuclei are all at least a couple of MeV/c2 above the rest mass of the stopping 
target nucleus, in order to push the RMC photon energy below the conversion electron 
energy; for aluminum the RMC endpoint energy is 102.4 MeV, about 2.6 MeV below the 
conversion electron energy. The shape of the photon spectrum and the rate of radiative 
muon capture are not well known for medium mass nuclei and experiments have not had 
enough data to observe events near the kinematic endpoint.  The electrons that result 
from photon conversions cannot exceed the RMC kinematic endpoint for the energy of 
the radiated photon, so the planned energy resolution of the conversion peak (on the order 
of 1 MeV FWHM including energy straggling and tracking uncertainties) can render this 
background negligible.  
 

Figure 3.7 The electron energy spectrum from muon decay-in-orbit in aluminum. The recoiling 
nucleus results in a small tail (inset) that extends out to the conversion energy. 

Most low-energy muon beams have large pion contaminations.  Pions can produce 
background when they are captured in the stopping target or surrounding material and 
produce a high energy photon through radiative pion capture (RPC): 
 

 
RPC occurs in 2.1% of pion captures for an aluminum target [24]. The kinematic 
endpoint is near the pion rest mass energy with a broad distribution that peaks at about 
110 MeV. If the photon then converts in the stopping material, one sees an electron-
positron pair and in the case of an asymmetric conversion, the outgoing electron can be 
near the conversion energy. In addition, the photon can internally convert:  

π −N → γ N *

Figure 1.11: Electron energy spectrum from muon DIO in aluminum. The small tail on the
right is due to nuclear recoil.

Muon decays in orbit (DIOs) If the muon is bound in atomic orbit, the decaying
electron can exchange momentum with the nucleus, giving a small, but not null,
probability to have the same energy of a conversion electron. The nucleus recoil
results then in a small tail in the Michel spectrum (Figure 1.11). To date, there are
no measurements of DIO spectrum near the conversion electron energy, because of
the high muon rate needed. However, a recent theoretical calculation [30], which
takes into account nuclear effects, gives spectrum uncertainty near the endpoint
smaller than 20%.

Radiative muon captures (RMCs) The muon can be absorbed by the nucleus
of the target, emitting a high energy photon (µ +Z X→ γ + νµ +Z−1 X), which can
convert to e+e− pairs. It is possible, however, to choose the target material in order
to reduce the energy of the resulting photon. For example, the resulting photon
energy endpoint for an aluminum target is ∼2.6 MeV below the signal energy,
because the minimum mass of the Mg (Z=12) is a couple of MeV above the rest
mass of Al (Z=13).



CHAPTER 1. CHARGED LEPTON FLAVOR VIOLATION 11

Antiprotons Antiprotons, which can be generated along with the muons by the
parent proton beam or by cosmic rays, can be coincident in time with a conversion
electron, mimicking the energy of a conversion electron signal. The products of
their interaction with the matter can be also a source of background.

Cosmic rays The particles resulting from cosmic rays (muons, electrons aside
from antiprotons) can have a large range of energy and momentum and can then
coincide with the signal interval. This background scales with the signal time
window and not with the beam intensity.

Radiative pion capture Pions can produce background through the capture by
the nucleus:

π− + N → γ + N∗, (1.12)

because the kinetic endpoint peaks at ∼110 MeV and also through the resulting
photon producing e+e− pairs. This kind of background can be reduced with an
appropriate signal time window.

The monoenergetic conversion electron has an energy well above most of the
copious flux of electrons and gammas resulting from muon decays, improving the
overall signal-over-noise ratio.

This distinctive experimental signature is then an experimental advantage µ +

N → e + N over the µ → e + γ reaction. In this case, in fact, the energy of the
resulting electron is 53 MeV and then must be detected in time coincidence with
the photon to reject the background, limiting the ultimate statistical sensitivity.

There is also the possibility to measure a similar process with ∆L = 2 [31]:

µ− + A(Z,N)→ e+ + A(Z − 2,N), (1.13)

which violates both total lepton number and lepton flavor numbers Le and Lµ and it
is related to the the neutrinoless double β-decay. Some theoretical models indicate
a rate of this reaction between 10−12 and 10−14. Present best limit (at 90% C.L.)
for the branching ratio compared to ordinary muon capture is R < 4.9 · 10−10, set
at TRIUMF [6].



Chapter 2

The Mu2e experiment

The aim of the Mu2e experiment is to measure the ratio of the rate of neutrinoless,
coherent conversion of muons into electrons in the field of a nucleus, normalized
to the rate of nuclear muon capture:

Rµe =
µ− + A(Z,N)→ e− + A(Z,N)

µ− + A(Z,N)→ νµ + A(Z − 1,N)∗
, (2.1)

which, as previously stated, has an experimental signature of a monoenergetic
electron near the muon rest mass. The present best limit is Rµe < 7 · 10−13 (90%
C.L.), set by the SINDRUM II experiment [18].

Mu2e goal is to reach a single event sensitivity (SES)1 on Rµe of 2.87 · 10−17.

2.1 Comparison with recent CLFV search experiments

The most recent results for CLFV process involving muons are given by MEG, for
the µ→ eγ reaction, which is planning to start a new run with upgraded apparatus
in 2016, and, as previously stated, by SINDRUM II, for a coherent conversion in
the field of a nucleus µ + N → e + N.

A Mu2e analogous experiment, COMET, is in development phase at J-PARC,
aiming to reach a similar sensitivity.

2.1.1 MEG

For a µ → eγ reaction, the resulting electron (positron) has an energy of 53 MeV,
which must be detected in time coincidence with the 53 MeV photon.

The present MEG upper limit on BR(µ→ eγ) at 90% C.L. is 5.7 · 10−13 [2].
The MEG experiment apparatus (Figure 2.1) allows to reconstruct the track,

bended by a gradient magnetic field, of the outgoing positron through a low mass

1The Single Event Sensitivity is defined as that conversion rate for which the expected number of
events will be one.
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drift chamber, while the photon is detected by a Liquid Xenon (LXe) calorimeter,
which provides information about its energy, time and position.2

Fig. 1 Schematic view of the MEG detector showing one simulated signal event emitted from the target.

1 Introduction

A search for the Charged Lepton Flavour Violating (CLFV)
decay µ+ → e+γ, the MEG experiment (see [1] and refer-
ences therein for a detailed report of the experiment moti-
vation, design criteria and goals) is in progress at the Paul
Scherrer Institut (PSI) in Switzerland. Preliminary results
have already been published [2,3]. The goal is to push the
sensitivity to this decay down to ∼ 5×10−13 improving the
previous limit set by the MEGA experiment, 1.2×10−11 [4],
by a factor 20.

CLFV processes are practically forbidden in the Stan-
dardModel (SM), which, even in presence of neutrinomasses
and mixing, predicts tiny branching ratios (BR ≪ 10−50)
for CLFV decays. Detecting such decays would be a clear
indication of new physics beyond the SM, as predicted by
many extensions such as supersymmetry [5]. Hence, CLFV
searches with improved sensitivity either reveal new physics
or constrain the allowed parameter space of SM extensions.

In MEG positive muons stop and decay in a thin target
located at the centre of a magnetic spectrometer. The signal
has the simple kinematics of a two-body decay from a parti-
cle at rest: one monochromatic positron and one monochro-
matic photon moving in opposite directions each with an
energy of 52.83 MeV (half of the muon mass) and being
coincident in time.

This signature needs to be extracted from a background
induced by Michel (µ+ → e+νν) and radiative (µ+ → e+γνν)
muon decays. The background is dominated by accidental
coincidence events where a positron and a photon from dif-
ferent muon decays with energies close to the kinematic

limit overlap within the direction and time resolution of the
detector. Because the rate of accidental coincidence events
is proportional to the square of the µ+ decay rate, while
the rate of signal events is proportional only to the µ+ de-
cay rate, direct-current beams allow a better signal to back-
ground ratio to be achieved than for pulsed beams. Hence
we use the PSI continuous surface muon beam with inten-
sity ∼ 3 × 107 µ+/s (see Sect. 2).

A schematic of the MEG apparatus is shown in Fig. 1.
A magnet, COBRA (COnstant Bending RAdius), generates
a gradient magnetic field, for the first time among particle
physics experiments, with the field strength gradually de-
creasing at increasing distance along the magnet axis from
the centre.

This configuration is optimised to sweep low-momentum
positrons fromMichel decays rapidly out of the magnet, and
to keep the bending radius of the positron trajectories only
weakly dependent on their emission angle within the accep-
tance region (see Sect. 3).

The positron track parameters are measured by a set of
very lowmass Drift CHambers (DCH) designed to minimise
the multiple scattering (see Sect. 4). The positron time is
measured by a Timing Counter (TC) consisting of scintil-
lator bars read out by PhotoMultiplier Tubes (PMT) (see
Sect. 5).

For γ-ray detection, we have developed an innovative
detector using Liquid Xenon (LXe) as a scintillation mate-
rial viewed by PMTs submersed in the liquid. This detector
provides accurate measurements of the γ-ray energy and of
the time and position of the interaction point (see Sect. 6).

Figure 2.1: Schematic view of the MEG detector showing one simulated signal event com-
ing from the stopping target [3].

As previously stated, the experimental signature is then a positron of 53 MeV
and a photon of the same energy, emitted back-to-back and time coincident.

In this experiment there are two main kinds of background: accidental and
correlated.

The accidental background can be due to one positron from normal muon decay
(µ+ → e+ν̄µνe) and one time coincident photon from radiative muon decay (µ+ →
e+γν̄µνe) or positron annihilation in flight (e+e− → γγ).

The correlated background, instead, is given by radiative muon decay, when
the positron and the photon are emitted back-to-back and they are, then, coincident
in time.

The regime in which the two kinds of background are dominant is different:
radiative decays can mimic the two-body decay at the very end of the kinematic
edge, where the two neutrinos share almost zero energy.

It can be shown that the number of radiative decays within 1% of the two-body
decay energy is O(10−15), thus below the MEG sensitivity (O(10−13)).

The number of accidental coincidences is, on the contrary, dominant and scales
with the square of the muone rate and it is proportional to the energy, time and
relative direction resolutions of the experiment [39]:

Nacc = R2
µ · T · ∆teγ · ∆Ee · ∆E2

γ · ∆Φ2
eγ. (2.2)

So, the LFV signal should appear as an excess of events around 54 MeV in
the (Ee, Eγ) plane, and around teγ = 0 and cosΘeγ = −1 in the (teγ, cosΘeγ) plane
(Figure 2.2), where teγ is the arrival time difference between the photon and the
positron and Θeγ is the emitting angle of the two particles.
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sults. The confidence interval for the number of signal
events is calculated by a frequentist method with a profile
likelihood-ratio ordering [10, 19, 20], where the numbers
of RMD and ACC events are treated as nuisance param-
eters.

To translate the estimated number of signal events into
a signal branching ratio two independent normalization
methods are used, either counting the number of Michel
positrons selected with a dedicated trigger or the num-
ber of RMD events observed in the muon data. Their
combination leads to a 4% uncertainty in the branching
ratio estimate. The increased reconstruction efficiency of
the new algorithms results in a 14% larger data sample
for the µ+ → e+γ search, as estimated with both nor-
malization methods, with both positron and photon new
algorithms contributing equally.

The systematic uncertainties on the PDF parameters
and on the normalization are taken into account in the
calculation of the confidence intervals by fluctuating the
PDFs by the amount of the uncertainties. In total they
produce a 1% effect on the observed upper limit, with
the majority of the contribution coming from the angular
PDFs.

The sensitivity (S90) is estimated as the median of the
distribution of the branching ratio upper limits at 90%
C.L., calculated over an ensemble of pseudo-experiments,
randomly generated according to the PDFs based on a
null signal hypothesis, with the rates of ACC and RMD
evaluated from the sidebands. The sensitivities have been
so evaluated for the 2009–2010 combined data, the 2011
data alone and the 2009–2011 combined data sample, and
are reported in Table I. Likelihood analyses are also per-
formed in fictitious analysis regions in both the time- and
angle-sidebands, getting upper limits all in good agree-
ment with the S90’s.

Figure 2 shows the event distributions in the (Ee, Eγ)-
and (cosΘeγ , teγ)-planes for the combined 2009–2011
dataset, where Θeγ is the opening angle between positron
and photon, together with the contours of the averaged
signal PDFs.

The observed profile likelihood ratios as a function of
the branching ratio are shown in Fig. 3. The best B es-
timates, upper limits at 90% C.L. (B90) and S90 for the
combined 2009–2010 dataset, the 2011 data alone and the
total 2009–2011 dataset are listed in Table I. The B90 for
the latter is 5.7×10−13. As a quality check the maximum
likelihood fit is repeated for the 2009–2011 dataset omit-
ting the constraint on the number of background events.
We obtain NRMD = 163 ± 32 and NACC = 2411 ± 57,
in good agreement with the expectations estimated from
Eγ and time sidebands, ⟨NRMD⟩ = 169 ± 17 and ⟨NACC⟩
= 2415 ± 25.

The reanalysis of the 2009–2010 dataset with new al-
gorithms has led to variations in the values of the ob-
servables which are much smaller than the detector res-
olutions. The events observed with the highest signal-
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FIG. 2: Event distributions for the combined 2009–2011
dataset in the (Ee, Eγ)- and (cosΘeγ , teγ)-planes. In the
top (bottom) panel, a selection of |teγ | < 0.244 ns and
cosΘeγ < −0.9996 with 90% efficiency for each variable
(52.4 < Ee < 55 MeV and 51 < Eγ < 55.5 MeV with 90%
and 74% efficiencies for Ee and Eγ , respectively) is applied.
The signal PDF contours (1, 1.64 and 2 σ) are also shown.

likelihood in the previous analysis of the 2009–2010
dataset have also moved in the new analysis within the
expected fluctuation and mostly have had their signal-
likelihood slightly reduced. These small variations induce
a change in Bfit and B90 for the same dataset. We have
compared B90’s obtained with the new and old analyses
for the same sample of simulated experiments and found
that a change of B90 equal to or larger than what we
observe in the 2009–2010 dataset has a 31% probability
of occurring. The upper limit obtained from the 2011
data only is more stringent than S90. This is, however,
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likelihood slightly reduced. These small variations induce
a change in Bfit and B90 for the same dataset. We have
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for the same sample of simulated experiments and found
that a change of B90 equal to or larger than what we
observe in the 2009–2010 dataset has a 31% probability
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data only is more stringent than S90. This is, however,

Figure 2.2: Event distributions for MEG data from 2009 to 2011 in the (Ee, Eγ) and
(teγ, cosΘeγ) planes. The blue contours represent signal PDF at 1, 1.64 and 2 σ.

The ultimate sensitivity of MEG is limited by its resolutions on the kinematic
variables of the two particles: the installation of an upgraded experimental appara-
tus is then ongoing at PSI.

Figure 2.3: An overview of the present MEG experiment versus the proposed upgrade: 1)
increased number of stopped muons, 2) reduced stopping target thickness, 3-4) improved
positron tracking, 5) improved timing counter, 6) extended γ acceptance, 7) improved
energy, position and timing resolution. From [13].

An increased beam rate and an improved tracker and timing counter (Figure
2.3) should enhance the sensitivity of one order of magnitude, down to 6 · 10−14
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[13].
A further improvement of this planned result requires several changes to the

experimental setup: a pointing calorimeter to track the photon back to the target
and an active target pinpointing the parent muon decay point could reduce the
number of accidentals, helping to reach the ultimate limit posed by the radiative
decay.

2.1.2 SINDRUM II

The latest result on µ + N → e + N is given by SINDRUM II experiment at PSI,
which established the current best limit on conversion rate in muonic gold at Rµe <

7 · 10−13.
In this experiment, the muon beam was produced by a 590 MeV proton beam

hitting a carbon production target. The backward produced particles (π, µ and e)
were then transported by a secondary beam line to a degrader connected to the
transport solenoid with a 1.2 T magnetic field.

Here, the muon beam was stopped on a target (in the first stage made of ti-
tanium and then gold) and the helical trajectories of the emitted electrons were
reconstructed by two drift chambers. Trigger and timing were provided by scintil-
lation and Cherenkov hodoscopes (Figure 2.4).

2.1. THE MU2E GOAL 27

2.1.2 Previous experience at SINDRUM II and Mu2e

Some important information on expected backgrounds comes from the experimental
experiences of previous µ+ N æ e + N searches. As previously stated, the SIN-
DRUM II experiment at PSI established the current best limit, Rµe < 4.3 ◊ 10≠12

on Titanium. The electron energy spectra obtained before and after event selections
are shown in Figure 2.3.

Figure 2.2: Plan view of the SINDRUM II experiment. The 1MW 590MeV proton beam hits the
40mm carbon production target (top left of the figure). The fiE5 beam line transports secondary
particles (fi, mu, e) emitted in the backward direction to a degrader situated at the entrance of
a solenoid connected axially to the SINDRUM II spectrometer. Inset a) shows the momentum
dispersion at the position of the first slit system. Inset b) shows a cross section of the beam at the
position of the beam focus. Taken from [14]

A simulated conversion electron peak, after folding with the SINDRUM II energy
resolution and supposing that Rµe = 4 ◊ 10≠12, is indicated by the white dotted line.
The “prompt background” in Figure 2.3 within the region of the conversion peak
is due to particles originating at the primary production target which cause high
energy electron background when arriving in the region of the stopping target. Such
a process can look like a conversion electron if it appears to come from near the
target. The major sources of prompt background are:

1. Electrons from in-flight muons which decay near the stopping target. These
electrons can have E>100 MeV if the muon has a momentum p>77 MeV/c.

Figure 2.4: Schematic plain view of the SINDRUM II experiment. The 590 MeV proton
beam line hits the carbon production target on top-left. Backward produced particles are
then transported by a secondary beam line to a degrader connected to the transport solenoid.
Adapted from [16].

The main source of background for the SINDRUM II experiment is the so-
called prompt background, due to particles originated at the primary production
target which cause high energy background when arriving in the region of the stop-
ping target.

The main sources of prompt background for these kind of experiments usually
are:
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• electrons from in-flight muons decaying near the stopping target. The elec-
tron can have an energy E > 100 MeV if the muon has a momentum p > 77
MeV, thus mimicking a signal;

• secondary electron from radiative pion capture (RPC): the pion stops and
decay emitting a photon, which can produce electron via pair production;

• secondary electron from antiproton annihilation;

• beam electrons incident on the muon target and scattering into the detector
region.

Energy spectrum of electrons from muon decay in orbit (DIO) goes as (Ee−E)5

near the endpoint energy Ee, so they can be correctly identified with a sufficiently
good energy resolution. Radiative muon capture (RMC) can produce electrons a
couple of MeV below the conversion electron energy: an energy resolution suffi-
cient to discriminate the DIOs is then good enough also for RMCs.28 CHAPTER 2. THE MU2E EXPERIMENT

Figure 2.3: The dark brown region includes all electrons from the target, the light brown region
represents the e�ect of the cosmic ray cuts, and the yellow region reveals the distribution after
prompt and cosmic ray cuts. Also indicated is a GEANT simulated conversion electron peak,
assuming Rµe = 4 ◊ 10≠12. Figure reprinted from [15].

2. Secondary electrons produced when a beam pion stops in material in or around
the stopping target and is radiatively captured; the radiated photons (energy
up to ≥139 MeV) can produce electrons in the energy range of the conver-
sion electron via pair production in the stopping target or other surrounding
material.

3. Energetic electrons produced secondarily from antiproton annihilations along
the muon beam line. The flux of antiprotons produced by the proposed 8 GeV
proton beam is small, but not zero. Those antiprotons which are transported
along the muon beam line with momenta similar to the muons have very low
energies. A very thin window placed in the muon transport line would absorb
these antiprotons while having little impact on the muons.

4. Beam electrons incident on the muon target and scattering into the detector
region. Transmission of electrons along the muon beam line with E>100 MeV
must be highly suppressed.

SINDRUM II eliminated prompt backgrounds by vetoing any candidate conversion
electrons that were in time coincidence with particles entering the detector from

Figure 2.5: Histogram showing the data collected by SINDRUM II experiment near the
signal energy. The yellow area shows the events after the subtraction of prompt background
and cosmic rays: the absence of a peak (simulated assuming Rµe = 4 · 10−12 and showed
by the dotted line) clearly indicates that the result can be improved.

These prompt backgrounds were eliminated at SINDRUM II by vetoing candi-
date signals in time coincidence with particles entering the detector. Veto counters
are also used to detect cosmic rays which could mimic a conversion electron. Back-
ground due to antiprotons was absent because of the low proton beam energy (<
600 MeV). However, this veto procedure limited the ultimate statistical sensitivity
of SINDRUM II.
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The absence of a peak in the conversion electron window (Figure 2.5) shows
that the conversione rate Rµe can be still improved: this is the aim of the new-
generation µ + N → e + N experiments: Mu2e and COMET.

2.1.3 COMET

The aim of COMET experiment is the same of Mu2e: improve of a factor 104 the
result on the conversion rate Rµe of neutrinoless, coherent transition of a muon to
an electron in the field of an aluminium nucleus.

The experiment will use a dedicated 8 GeV proton at J-PARC. Muons will be
produced from the pions produced after collisions of the 8 GeV proton beam with
a graphite target.

In the first stage of the experiment (COMET Phase-I), muons are selected using
a transport solenoid before being stopped in an aluminium target at the centre of a
cylindrical drift chamber in a 1 T magnetic field (Figure 2.6).

The muon beam section will be composed of the pion capture solenoids with high magnetic field, and
the muon transport with curved and straight solenoids. The detector section will be composed of
the muon stopping target, the electron transport for µ�N ! e�N conversion signals, followed by the
detector systems.

Detector Section

Pion-Decay and
Muon-Transport Section

Pion Capture Section
A section to capture pions with a large 
solid angle under a high solenoidal 
magnetic field by superconducting 
maget

A detector to search for 
muon-to-electron conver-
sion processes.

A section to collect muons from 
decay of pions under a solenoi-
dal magnetic field.

Stopping 
Target 

Production 
Target 

COMET Phase-I

12年3月8日木曜日
Figure 6: Schematic layout of COMET and COMET Phase-I (not in scale),

In order to obtain the desired improvement in sensitivity, the experiment requires an intense muon
source, coming from a pulsed proton beam with high inter-bunch extinction factor. The experiment is
also unique in the choice of a 180� ‘C’ shaped muon transport. Since the muon momentum dispersion
is proportional to a total bending angle, the C-shape beamline will produce a larger separation of the
muon tracks as a function of momentum, resulting in improved momentum selection.

These techniques, used to achieve the very large background reduction for COMET Phase-II, neces-
sarily mean that backgrounds are being extrapolated over several orders of magnitude from existing
data. Although there is no reason to expect gross errors in this extrapolation, the resulting uncer-
tainties are inevitably large. To obtain data-driven estimates of backgrounds, and inform the detailed
design of COMET Phase-II, an initial Phase-I experiment is desirable. This will use a shorter 90�

muon transport solenoid, highlighted in Fig. 6 and have a dedicated detector capable of making direct
measurements of background sources, which include:

• Direct measurement of the inter-bunch extinction factor.

• Direct measurement of unwanted secondary particles in the beamline such as pions, neutrons,
antiprotons, photons and electrons.

• Direct measurement of background processes, such as muon decays in orbit.

8

Figure 2.6: Schematic outline of the COMET experiment. Highlighted, the first stage of
the experiment (COMET Phase-I).

In absence of a signal, Phase-I will obtain a conversion rate Rµe < 7.2 · 10−15

[7].
This result can be achieved through:

• beam pulsing: pulsed beam with buckets shorter than muonic atoms life-
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times (∼ 1 µs) would allow the removal of prompt background events by
performing measurements in a delayed time window;

• beam purity: the lifetime of the pion (26 ns) is much shorter than the life-
time of the muon (2.2 · 103 ns). Thus, if the beam momentum is low enough,
most of the beam pions will decay as they are transported through the beam-
line;

• beam momentum: if the beam momentum is larger than 70 MeV/c, muons
can produce 100 MeV/c electrons. Restricting the beam to be lower than this
value can suppress this background.

The first stage, as well as improving the best limit for this type of muon con-
version, will also provide data-driven estimates of backgrounds (inter-bunch ex-
tinction factor, presence of secondary particles, background processes), helpful for
Phase-II.

This last stage, which still has to be approved, will provide a second C-shaped
section, electron spectrometer, which allows to transport the produced electrons
from the target to the detector while introducing a cut on muon momentum and
eliminating protons from nuclear captures. It also helps to suppress low energy
uncharged events (neutrons, photons) coming from the target, allowing to reach a
final SES of 2.6 · 10−17.

2.2 Experimental setup

The Mu2e apparatus is extensively documented in its Technical Design Report
[14]. The layout for the muon beam line and the detector system shows a typi-
cal S-shape (Figure 2.7): the entire system is surrounded by the Superconducting
Solenoid Magnet System.

Moreover, the inner bore of the solenoids is evacuated to 10−4 Torr in order
to limit backgrounds from muons that might stop on gas atoms and to reduce the
contribution of multiple scattering for low momentum particles.

The solenoids can be divided into 3 sub-systems:

• Production Solenoid

• Transport Solenoid

• Detector Solenoid

The proton beam, with an energy of 8 GeV and then above the antiproton
production threshold energy, coming from the Fermilab accelerator system enters
the Production Solenoid, hitting the production target; then, the reaction products
of selected charge are transported through the S-shaped Transport Solenoid, which
is long enough to allow the decay of almost all hadrons and allows to suppress
line-of-sight particles.
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production target

Figure 2.7: Schematic layout of the experimental apparatus: the 8 GeV proton beam en-
ters from the right and strikes the production target placed inside the production solenoid.
Back-scattered and muons are then captured by the Production Solenoid and transported
through the Transport Solenoid to the stopping target in the Detector Solenoid. Here, the
muons can be captured and decay, or emit a conversion electron, whose momentum and
energy will be measured by the tracker and the calorimeter, respectively.

The resulting muon beam then enters the Detector Solenoid and hits the alu-
minum stopping target: the muons can then be captured by the atoms and de-
cay or convert into electrons, whose momentum and energy are measured by the
cylindrical-shaped tracker and the two-disk calorimeter, respectively.

In order to achieve the designed single event sensitivity, the produced muon
beam must follow strict requirements:

• High rate: a larger number of muons stopped is essential to improve previous
experiments results. The present proposed rate is of 4.21 · 1010 µ−/s.

• Pulsed structure: in order to suppress the prompt background, the muons
hitting the stopping target should be distributed in a narrow time burst (<
200 ns), each one separated by the other by intervals of ∼ 1.5 µs (larger than
the muonic aluminum lifetime).

• No veto: the result of SINDRUM II experiment was ultimately limited by the
presence of the veto counters, necessary for the suppression of the prompt
background. Mu2e, instead, will take data after 670 ns the injection bursts,
to let the prompt background (especially pion capture) to subside. The data-
taking time window will then close 925 ns after, just before the arrival of the
next bunch. Veto counters are then no longer needed. Given the time scheme
provided by the Fermilab accelerator complex, the muon capture time in Al
maximizes the total number of muons on target (Figure 2.8).

• Extinction: between-bursts extinction, whose technique will be further de-
scribed below, is fundamental to suppress background generated by unwanted
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Figure 2.8: The proton beam hits the production target with bursts 200 ns large and sepa-
rated by the next one by ∼1700 ns. The detector system starts taking data after 670 ns the
arrive of the proton pulse, when almost all pions are decayed. Muon capture time in Al
(dashed blue line) best matches this timing scheme.

beam between pulses.

The timing structure which satisfies these requirements is summarized in Fig-
ure 2.8.

2.2.1 Accelerator system

The proton beam required by the Mu2e experiment will need some modifications
to the existing Fermilab accelerator complex (Figure 2.9), where proton and an-
tiprotons are accelerated through several stages:

1. Cockcroft-Walton generator: It turns hydrogen gas into H− ions by flowing
it into a container lined with molybdenum electrodes: a matchbox-sized,
oval-shaped cathode and a surrounding anode, separated by 1 mm and held
in place by glass ceramic insulators. A magnetron is used to generate a
plasma to form H− near the metal surface. A 750 keV electrostatic field is
applied by the Cockcroft-Walton generator, and the ions are accelerated out
of the container.

2. Linear Accelerator (Linac): it accelerates the particles to 400 MeV (∼ 0.7
c). Right before entering the next accelerator, the H− ions pass through a
carbon foil, becoming H+ ions (protons).

3. Booster ring: it is a 468 m circumference circular accelerator that uses mag-
nets to bend beams of protons in a circular path. The protons coming from
the Linac travel around the Booster about 20000 times in 33 ms so that they
repeatedly experience electric fields. With each revolution the protons pick
up more energy, leaving the Booster with 8 GeV.
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4. Main Injector: it has four main functions: accelerate protons from 8 GeV
to 150 GeV, delivers protons for antiproton production, and accelerate an-
tiprotons, coming from the Antiproton Source, to 150 GeV.

2.2. PULSED PROTON BEAM 33

Figure 2.5: A schematic drawing of the various Fermilab accelerator components employed in
supporting Tevatron collider operations [18].

total of 12 of these batches are stacked in the Recycler ring, then sent to the Main
Injector where they are accelerated to 120 GeV before being extracted to the NO‹A
production target. The process is iterated at the Main Injector cycle time of 1.33 s.
While the NO‹A batches are being accelerated in the Main Injector, 8 Booster
batches are available for other physics; Mu2e plans to use 6 of them. The Mu2e
Booster batches are sent to the Debuncher ring via the Recycler ring in the socalled
“Boomerang Scheme” (see Figure 2.6 ). There, they are stacked, 3 batches at a
time, and bunched into ≥ 100 ns wide bunches separated by the 1.7 µs period of the
Debuncher. The bunches are then transferred to the Accumulator ring from which
they are slow extracted to the Mu2e experimental hall. An average of 1.8 ◊ 1013

protons/s are delivered to the muon production target in microbunches of 3.4 ◊ 107

protons, with a duty factor of 90%.

The flux of protons striking the primary target between beam pulses must be sup-
pressed by a large factor, in order to reduce backgrounds. While these protons
collide against the production target, a pair of high-frequency dipoles will sweep all
but the desired beam out of the beam path. It is important that for every proton
in the beam pulse, there are fewer than 10≠9 out-of-time protons.

Figure 2.9: A schematic drawing of the various Fermilab accelerator components em-
ployed when the Tevatron was running.

After the Main Injector, protons and antiprotons were injected into the Teva-
tron, which is now dismantled.

The upgrades to the Fermilab accelerator complex necessary to run the Mu2e
experiment are distributed over several projects. These projects will transform the
Fermilab Antiproton Source into what is now called the Muon Campus, which will
support the operation of the Muon g-2 and the Mu2e experiments.

Booster protons are extracted into the MI-8 beamline and injected into the Re-
cycler Ring. As each batch circulates in the Recycler Ring it is re-bunched with a
2.5 MHz RF system to form four bunches with the bunch characteristics required
by the Mu2e experiment. After the 2.5 MHz bunch formation, the beam is extracted
from the Recycler, one bunch at a time, and transported to the Delivery Ring. The
beam is then resonantly extracted into the M4 beamline where it is transported to
the Mu2e production target. After the resonant extraction sequence is complete, a
cleanup abort kicker is fired to remove any remaining beam.

Protons designated for Mu2e are acquired from the Booster synchrotron by
utilizing the unused portions of the Main Injector timeline during slip-stacking
operations for NOνA.

The flux of protons striking the primary target between beam pulses must be
suppressed by a large factor, in order to reduce backgrounds. While these protons
collide against the production target, a pair of high-frequency dipoles will sweep
all but the desired beam out of the beam path (extinction method). It is important
that for every proton in the beam pulse, there are fewer than 10−10 out-of-time
protons.
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the 2.5 MHz bunch formation, the beam is extracted from the Recycler, one bunch at a 
time, and transported to the Delivery Ring. The beam is then resonantly extracted into the 
M4 beamline where it is transported to the Mu2e production target (see Sections 4.6 and 
4.8). After the resonant extraction sequence is complete, a cleanup abort kicker is fired to 
remove any remaining beam. 
 

 
Figure 4.2. The components of the Fermilab accelerator complex used to acquire protons for the 
Mu2e experiment. The proton beam path from Booster to Recycler is shown in yellow. The beam 
path in the Recycler is in red. The beam path from Recycler to Delivery Ring is in blue, and the 
beam path from Delivery Ring to Mu2e target is in green. 

The Delivery Ring to Mu2e target external beamline (called the M4 beamline) is a new 
facility that transports the proton beam to the Mu2e production target (Section 4.8). The 
M4 beamline contains a beam extinction insert that removes out-of-time beam to the 
required level (Section 4.9). Upon arrival at the production target, the beam interacts with 
a tungsten target inside the shielded super-conducting Production Solenoid (Section 4.11).  

Figure 2.10: The components of the Fermilab accelerator complex used to acquire protons
for the Mu2e experiment. The proton beam path from Booster to Recycler is shown in
yellow. The beam path in the Recycler is in red. The beam path from Recycler to Delivery
Ring is in blue, and the beam path from Delivery Ring to Mu2e target is in green.

2.2.2 Production solenoid

The first stage of Superconducting Solenoid Magnet System is the Production
Solenoid (PS), which must collect and focus pions and muons generated by the
interaction between the 8 GeV proton beam coming from the Accumulator ring
and the production target, placed in the center of the solenoid.

In order to reduce the flux of secondary particles, the primary proton beam en-
ters the PS from the opposite direction of the Transport Solenoid (TS): the required
high number of stopped muons is then achieved applying a graded solenoidal field
B from 2.5 T to 4.6 T.

In this way, the protons move in the direction of increasing field strength: the
graded field, then, increases the pitch angle θ, defined as sin θ = pt/p (where pt is
the transverse momentum), of the interaction products of selected charge, directing
them into the part of the PS with lower field. The graded field helps also to recover
some interaction products emitted backwards: the pt/p ratio, in fact, decreases as B
decreases, enhancing the particle movement in the direction of decreasing gradient.
This approach has been already validated by the MuSIC experiment R&D [38].

The production target consists of a tungsten rod, 160 mm long and with a 6.3
mm diameter, placed within a titanium support ring (Figure 2.11). The tungsten has
been chosen as target material because of its thermal properties: the high melting
point and the low thermal expansion coefficient allow to cool the target only by
radiation.

The PS coils, made of Al-stabilized NbTi cables, are then protected from radi-
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4.11.1.2 Production Target Technical Design 
The proposed Mu2e pion production target is a radiation-cooled tungsten rod, the size 
and shape of a pencil, and is described in detail in Mu2e document 2406 [123].  The 
160 mm long, 6.3 mm diameter rod is mounted from a structure that resembles a bicycle 
wheel, consisting of conical tungsten target end ‘hubs’, spring-loaded refractory metal 
spokes and a titanium outer support ring as shown in Figure 4.156.  Also shown are the 
three spring-loaded clamps and four handling lugs that form part of the remote 
handling/mounting system.  The target assembly fits inside the 400 mm diameter clear 
bore of the production solenoid vacuum vessel.  
 

 
Figure 4.156.  3D view of the Mu2e target and ‘bicycle wheel’ support structure. 

The target will be made from stock tungsten rod that is produced via the powder 
metallurgy process. Impurities will be limited such that the material will be at least 
99.95% pure tungsten (as is the case in the present neutron spallation target at the ISIS 
facility in the UK) and will have a bulk solid fraction of at least 97%.  During production 
the material is pressed, sintered then swaged and then ground to size.  Tungsten is chosen 
as the target material primarily for its excellent high-temperature mechanical properties, 
which allow the target to run hot enough that it may be cooled radiatively. Of the pure 

Figure 2.11: Schematic 3D view of the tungsten production target and its titanium support
wheel.

ation harm by a bronze shield.

2.2.3 Transport solenoid

The Transport Solenoid consists of a set of superconducting solenoids which must
transmits low energy negatively charged muons (p < 80 MeV/c) from the PS to
the Detector Solenoid (DS).

The S-shape suppresses the line-of-sight neutral particles, while highly ener-
getic negatively charged particles and positively charged particles are suppressed
by several absorbers and collimators.

In fact, a charged particle beam traversing a curved solenoid will drift perpen-
dicular to the its axis, with opposite direction for opposite charged particle (Figure
2.12).

In order to suppress late arriving particles to the DS, the magnetic field is
slightly graded (from 2.5 T to 2 T): possible traps, where the particle bounces
for a while between two local field maxima, are then eliminated.

A cosmic ray veto device covers also the parte of the TS close to the DS en-
trance.

2.2.4 Detector solenoid

The Detector Solenoid is a large, graded field magnet which houses the muon stop-
ping target and two different devices: the tracker, which measures the momentum
of the particles coming from the stopping target, and the calorimeter, which mea-
sures their energy and their arrival time.

Downstream the DS, the Muon Beam Stop, made of a high-Z material, absorbs
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magnetic field in the straight sections must have a continuous negative gradient. This 
eliminates traps, where particles bounce between local maxima in the field until they 
eventually scatter out and travel to the Detector Solenoid where they arrive late compared 
to the beam pulse. The requirement on a negative gradient is relaxed in the curved 
sections of the Transport Solenoid because bouncing particles will eventually drift 
vertically out of the clear bore and be absorbed by surrounding material. 
 
As the charged particle beam traverses the first curved toroid section of the Transport 
Solenoid it will disperse vertically, fanning out by charge and momentum as shown in 
Figure 2.8. A collimator with a vertically displaced aperture resides in the central straight 
section and performs a sign and momentum selection, resulting in a low energy, 
negatively charged beam. The second toroid section in the Transport Solenoid nearly 
undoes the vertical dispersion, returning the beam close to the solenoid axis. The beam 
does not return exactly to the solenoid axis because of the smaller magnetic field in the 
second bend resulting from the negative field gradient.  

Figure 2.8 As the charged particle beam traverses the first curved toroid section of the Transport 
Solenoid it will disperse vertically, fanning out by charge and momentum. The central collimator 
absorbs the positively charged particles (blue) while allowing the negatively charged particles 
(red) within a particular momentum window to pass through.  

The central collimator that performs momentum selection can be rotated, allowing 
positively charged beam to be delivered to the Detector Solenoid for purposes of 

Figure 2.12: The central collimator of the TS absorbs the vast majority of positively
charged particles (blue) while negatively charged particles (red) within a particular mo-
mentum window (p < 80 MeV/c) can pass through.

the energy of muons which pass through the solenoid without being stopped by the
target.

The graded magnetic field (from 2 T to 1 T) has the same function which has
in the PS: in order to maximize the acceptance, the conversion electrons emitted in
the direction opposite the detector components are gradually reflected backwards.

The decrease of the magnetic field helps also to reduce the background from
high energy electrons coming from the TS, increasing their pitch angle and thus
avoiding their detection by the tracker and the calorimeter.

Figure 2.13: Left: 3D view of the Mu2e stopping target, made of 17 aluminum disks,
0.2 mm thick, spaced 5.0 cm apart along the Detector Solenoid axis. The disks radius
decreases from 8.3 cm upstream to 6.53 cm downstream. Right: target dependence of Rµe

(normalized to the Aluminum value) for different single operator dominance models.

The muon stopping target consists of a series of thin aluminum disks (Figure
2.13 left) arranged along the first part of the DS axis. The design of the stopping
target is the result of a trade off between the stopping efficiency and the amount of
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production, the results from GEANT4 have been normalized to data from the HARP 
experiment [3].  HARP measured the double differential cross-section for production of 
charged pions emitted at large production angles in proton-tantalum collisions at 8 
GeV/c. The data from HARP does not cover the full kinematic range required for Mu2e.  
To cover the full range required for Mu2e the QGSP-BERT hadronic model [4] is used. 
QGSP-BERT is one of the physics lists available in GEANT4.  QGSP-BERT and HARP 
are consistent in the region where they overlap.  As a crosscheck, the production model is 
compared to the results from a Novosibirsk experiment [5] where measurements of pion 
production are reported in 10 GeV/c proton-tantalum interactions with more coverage in 
the backward direction than provided by HARP.  This results in 0.0016 stopped µ– per 
proton on target when all of the material in the muon beamline, including support 
structures and the antiproton window (see Section 3.5.4), are included. Errors on the 
double differential cross-section measurements by HARP are in the 10% range. The 
QGSP-BERT model and the difference between tungsten and tantalum introduce 
additional uncertainty. The overall uncertainty on the stopped muon rate is conservatively 
estimated to be at the 25% level. 

Figure 4.7. Particle momentum at the Mu2e stopping target.  The black curve is the momentum of 
all muons that reach the stopping target and the distribution in red is the momentum spectrum of 
muons that stop in the target. 

4.4.1 Muon Stopping Target 

The muon stopping target should maximize the number of stopped muons while 
minimizing the amount of material traversed by conversion electrons that enter the 
acceptance of the downstream detector.  

Figure 2.14: Particle momentum at the stopping target: the black curve is the momentum
of all muons which reach the stopping target and the distribution in red is the momentum
spectrum of muons which stop in the target.

Another relevant point is the dependence of the Rµe rate on the stopping target.
In Figure 2.13 (right), the dependence of the Rµe as a function of the target Z is
reported for different possible theories. Assuming to have an observation with the
aluminum target a consistent program of running with different targets can allow
to discriminate among models.

A not negligible number of muons can also strike on the structure supporting
the stopping target, producing DIO background: the DIO endpoint decreases with
increasing Z, so tungsten (Z = 74) wires have been choses for target support.

2.3 The Detector

Mu2e detector is located inside the DS in the region with 1 T uniform magnetic
field: the two main components (the tracker and the calorimeter) are designed to
identify and analyze the helical trajectories of the eventual conversion electrons
coming from the stopping target, providing information about energy, momentum,
timing and their path.

The DS is then completely surrounded by a cosmic ray veto which aims to
suppress background of cosmic muons and electrons.

2.3.1 Tracker

The tracker must accurately measure the trajectory of conversion electrons within
the uniform 1 T magnetic field, in order to calculate their momentum.

The main source of reconstruction errors is due to multiple scattering in the
tracker. The material of the tracker must then be as low as possible to minimize
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digitization will be done at the detector, with readout via optical fibers. A liquid cooling 
system will be required for the electronics to maintain an appropriate operating 
temperature in vacuum. 

 
Figure 2.11 A section of a two-layer tracker straw plane.  The two layers are required for full 
efficiency and help resolve the left-right ambiguity.  

Figure 2.12 The Mu2e straw tube tracker. The straws are oriented transverse to the solenoid axis.  

The tracker is designed to intercept only a small fraction of the significant flux of 
electrons from muon decays-in-orbit. The vast majority of electrons from muon decay in 
orbit are below 60 MeV in energy (Figure 3.4). Only electrons with energies greater than 
about 53 MeV, representing a small fraction of the rate (about 3%) will be observed in 
the tracker. Lower energy electrons will curl in the field of the Detector Solenoid and 
pass unobstructed through the hole in the center of the tracker. This is illustrated in 
Figure 2.13. 
 
Tracker resolution is an important component in determining the level of several critical 
backgrounds. The tracker is required to have a high-side resolution of σ < 180 keV [7]. 
The requirement on the low side tail is less stringent since it smears background away 
from the signal region while a high-side tail smears background into the signal region.  
Current simulations indicate that the high side resolution of the Mu2e tracker can be well 
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represented by the sum of two Gaussians. The high-side resolution, which is the most 
important for distinguishing conversion electrons from backgrounds, has a core 
component sigma of 115 KeV/c, and a significant tail sigma of 176 KeV/c. The net 
resolution is significantly less than the estimated resolution due to energy loss in the 
upstream material. The Tracker is described in detail in Chapter 9. 
 

Figure 2.13 Cross sectional view of the Mu2e tracker with the trajectories of a 105 MeV 
conversion electron (top) and a 53 MeV Michel electron (lower right) superimposed. The disk in 
the center is the stopping target. Electrons with energies smaller than 53 MeV (lower left), 
representing most of the rate from muon decays-in-orbit, miss the tracker entirely. 

Calorimeter 
High rates of hits in the tracker may cause pattern recognition errors that add tails to the 
resolution function and result in background. Accidental hits can combine with or 
obscure hits from lower energy particles to leave behind a set of hits that might 
reconstruct to a trajectory consistent with a higher energy conversion electron. 
Extrapolating the fitted trajectory to the downstream calorimeter and comparing the 
calculated intercept with the measured position in the calorimeter may help to identify 
backgrounds that result from reconstruction errors. Another source of background is 
cosmic ray muons, not vetoed by the CRV system. Cosmic rays generate two distinct 
categories of background events: muons trapped in the magnetic field of the Detector 
Solenoid and electrons produced in a cosmic muon interaction with detector material. 

Figure 2.15: Left: 3D view of the tracker, formed by 20 stations of 2 planes each. The
straw tubes are oriented transverse to the solenoid axis. Right: orthogonal view of the
tracker with the trajectories of one signal electron (in green) e two background electrons
(in black), which do not cross any plane.

The present design provides 20 measurement stations made of two planes each,
assembled to resemble an annular disk (Figure 2.15): all the electrons with p < 53
MeV will pass through the central hole, increasing the tracker purity.

Each station is made of ∼200 Mylar straw tubes, 5 mm wide and 15 µm thick,
with a 25 µm sense wire inside.

Each straw readout will have on both sides by means of pre-amplifiers and
TDCs for timing, and will include one ADC for dE/dx capability.

Mu2e-docdb-732 5 APPROPRIATE TRACKERS

Figure 4: Conversion electron momentum resolution. Full background overlay and pattern
recognition included. Fit to a split double Gaussian with standard track fit quality cuts.

5 Appropriate Trackers

Given the information in the previous Sections, we see that the tracking device must:

a) have low mass to minimize multiple Coulomb scattering and energy loss

b) provide redundancy to protect against mis-reconstructions and non-Gaussian tails

c) be able to withstand (but need not generate useful data during) the expected burst
of particles preceding 500 ns after the center of the arrival of the proton pulse at the
primary target.

d) provide su�cient numbers of hits to find and fit tracks with high e�ciency

e) have segmentation and/or multi-hit capability to operate at the expected rates

A candidate device that meets these requirements is a drift chamber using straw tubes.
This presents only ⇠1% X0 while providing su�cient numbers of hits to reconstruct
tracks.[10].

The fine segmentation natural to straw tubes avoids occupancy problems. Reliability is
increased since the failure of a single straw does not bring down the entire detector. Straw
tubes provide fewer hits than some alternatives but carry much lower risks from occupancy
and reliability.

8

Figure 2.16: Tracker momentum resolution with conversion electrons. Full background
overlay and pattern recognition included. Fit to a split double Gaussian with standard track
fit quality cuts. The core width satisfies the 180 keV momentum resolution requirement.
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The required momentum resolution is σ < 180 keV: current simulations indi-
cate that the net resolution of the tracker is smaller than the estimated deterioration
due to the energy loss in the upstream material (Figure 2.16).

2.3.2 Calorimeter

As previously stated, spurious hits in the tracker may cause wrong reconstruction
of hits from lower energy particles, mimicking a conversion electron signal. The
presence of a calorimeter downstream allows, then, to extrapolate the fitted helix,
requiring a compatible energy deposition, timing and position in the calorimeter.

Moreover, the calorimeter can help rejecting background from cosmic muons,
which can be trapped in the DS or generate an electron after the interaction with
the detector material and cannot be vetoed by the CRV system.

In order to reduce total volume and rate of data storage, calorimeter energy
information can be used also as an High Level Trigger.

The calorimeter will be made by 1860 BaF2 hexagonal crystals, assembled in
two annular disks, positioned at a distance of 1/2 pitch of a typical conversion
electron to maximize acceptance (Figure 2.17).

Figure 2.17: 3D view of the electromagnetic calorimeter: 1860 BaF2 crystals are assem-
bled in two rings of the same size. Lower energy electrons will pass through the hole,
while the conversion electron candidates will hit the upstream disks faces.

Each crystal has hexagonal cross area of 16.5 mm apothem and it is 200 mm
long. The readout system will consist of two large-area APDs (solid-state photode-
tectors are necessary because of the presence of a relatively high magnetic field).
FEE, HV, slow controls and digitizer electronics will be mounted behind each disk
and must then work adequately in a high vacuum (to reduce multiple scattering),
high magnetic field and high radiation environment.

Equalization of the crystal response will be provided through a circulating ra-
dioactive source (FluorinertTM, C8F18), already experimented by the BaBar EMC
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[41], while a laser flasher system will be used for relative calibration and gain
monitoring.

2.3.3 Cosmic Ray Veto

Cosmic muons are a known source of background for the Mu2e experiment. In-
deed, they can produce 105 MeV electrons through interaction with the apparatus
(Figure 2.18) or with a decay-in-flight.

Figure 2.18: An event display from simulation showing a background candidate induced
from a through-going cosmic ray that interacts in the calorimeter producing an electron.

The muon itself can be sometimes misidentified as an electron by the detector,
when obtaining a reasonable pT and getting close to the target.

The CRV system provides both a passive shielding (thick layer of concrete sur-
rounding the DS) and an active veto, with a system of four layers of long scintillator
strips, with aluminum layer between them, covering all the DS and the last part of
the TS (Figure 2.19). The scintillation light is then captured by optical fibers and
then read out by silicon photomultipliers (SiPMs).
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centimeter of scintillator. The counter response was assumed to be uniform over its 
transverse profile, which test-beam studies have borne out to a good approximation [11]. 
The simulation was used to determine the required photoelectron yield per cm of muon 
track length needed to achieve the required efficiency given above. Since that efficiency 
depends critically on the CRV geometry (see Figure 10.10), the simulation first optimized 
the offset distance between layers, and then determined the maximum gaps (internal and 
external) that can be tolerated between counters. 
 

 
Figure 10.10. The CRV module geometry and nomenclature. Internal gaps are those between the 
counters in a di-counter. 
 
Using an internal (external) gap between counters of 1 mm (3 mm), we find that an offset 
of 10 mm is required [10]. Using this result, the overall track-stub efficiency for different 
photoelectron yields can be found. The results of the simulation are shown in Figure 
10.11 for light yields ranging from 6 to 16 PE/cm. The overall CRV efficiency 
requirement can be met for all PE/cm light yields shown in the figure, if the minimum PE 
threshold is low enough. 
 
There are three constraints that set the required PE threshold: (1) the intrinsic noise rate 
of the SiPMs, (2) the threshold needed to achieve the desired CRV efficiency, and (3) the 
minimum equivalent energy needed to defeat the background rate from neutron and 
gamma-induced processes. Constraints (1) and (3) put a floor on the PE threshold, 
whereas (2) cannot be exceeded. Constraint (1) also applies individually to each SiPM, 
whereas (2) and (3) apply to the summed signal of the two SiPMs at the counter ends. 
Note that this summed signal is made in the offline analysis. 
 
The intrinsic single photoelectron noise rate for most SiPMs is about 1 MHz, and 
declines by roughly an order of magnitude for each additional photoelectron (PE). Hence, 
to reduce the intrinsic noise rate to an acceptable level we require a threshold of PE ≥ 3. 

Figure 2.19: Left: 3D view of the of the cosmic ray veto: it will cover all the DS and the
second part of the TS. Right: detail of a single CRV module with 4 scintillator strips.



Chapter 3

Requirements of the calorimeter

3.1 Introduction

The calorimeter must provide energy, position and timing information in order to
confirm the events reconstructed by the tracker and distinguish fakes produced by
cosmic rays and antiprotons. Moreover, the calorimeter should be fast enough to
provide a trigger for the experiment.

These tasks lead to the following requirements:

• an energy resolution of 5% at 100 MeV to provide a rough confirmation of
the momentum measurement from the tracker;

• a timing resolution better than 0.5 ns to cross-check the tracker signal time;

• a position resolution better than 1 cm to match reconstructed tracks to the
impact point on the calorimeter surface;

• an improved muon rejection through combination of information from the
tracker and from the calorimeter;

• the possibility to produce a hardware or software trigger when significant
energy deposits are detected;

• to be resistant to radiation exposures up to 150 Gy/crystal/year and for a
neutron flux equivalent to 1011 MeV/cm2.

Furthermore, the calorimeter must be fast enough to handle the experiment
rate and must be able to operate within the 1 T magnetic field and the high vacuum
regime (10−4 Torr) of the Detector Solenoid.

The tracker momentum resolution (< 180 keV/c) is far below any reasonably
achievable calorimeter energy resolution (∼ 5 MeV). However a combination of
hits from lower energy particles could result in an erroneously reconstructed con-
version electron signal: even a coarse confirmation of the particle’s energy will
then be fundamental to reject this kind of background.

29
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3.2 Energy resolution

In order to understand the effect of the calorimeter energy resolution to the back-
ground rejection, a large sample of DIO events (25 · 106) has been simulated in the
momentum range of 100 - 105 MeV/c. This sample has been produced with the
expected energy spectrum (Figure 1.11) and then normalized to the expected rate
for a 3 year run (7.56 · 1017 stopped µ−).

A sample of conversion electrons (CE) was also produced and normalized to
the number of events expected for a µ + N→ e + N conversion rate of 10−16. The
momentum reconstructed by the tracker and the deposited energy in the calorime-
ter has been then simulated for each event with the Mu2e software framework,
which, in this simulation, provided perfect reconstruction (no pile-up and cluster
reconstruction effects) (Figure 3.1).
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Figure 3.1: On the top (bottom), momentum (energy) spectrum for conversion electrons
(CEs), in red, and DIOs, in blue. Spectra for CEs have been fitted with Log-normal func-
tion (3.1).
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Similarly, we have neither reconstructed pile-up effect in the tracker, nor we
were able to generate a high statistical sample (1010) such to determine if catas-
trophic reconstructed cases could exist in the tracker.

The signal spectra has been then fitted with a Log-normal function defined as:

f (x) = A · exp

− 1
2σ2

0

ln
(
1 − η

σ
(x − µ)

)2
− σ

2
0

2

 , (3.1)

where σ0 = 2
ξ sinh−1

(
ηξ
2

)
and ξ = 2

√
2ln2.

The parameters obtained by the fit are summarized in Table 3.1.

Parameter Momentum spectrum Energy spectrum

A 0.11 ± 0.07 0.28 ± 0.10
η 0.84 ± 0.32 1.23 ± 0.52
µ 104.0 ± 0.3 MeV/c 102.2 ± 0.8 MeV
σ 0.48 ± 0.29 MeV/c 2.15 ± 0.76 MeV

Table 3.1: Parameters of the energy and momentum spectra obtained with a Log-normal
fit (3.1).

Background rejection with momentum-only information In order to reject
DIOs background with momentum-only information given by the tracker, it is
possible to cut on the momentum spectrum: a selection of events wit p > 103.3
MeV/c gives a number of conversion electron NCE = 4.92 and a number of DIOs
NDIO = 0.15, with a consequent signal-over-noise ratio S/

√
N = 12.7.

Background rejection with combined information The energy measurement
obtained by the calorimeter can then be used to improve DIOs background rejec-
tion. A pseudo-χ2 variable has been defined as:

ξ2(p, E) = sgn(µp − p)
(

p − µp

σp

)2

+
µE − E
σE

, (3.2)

where µp,E and σp,E are those obtained by the fit (3.1). The information given

by the momentum
(

p−µp
σp

)
is squared, because its spectrum is narrower than the

energy one (0.48 MeV/c and 2.15 MeV respectively). Moreover, the sgn(µp − p)
function gives negative (positive) sign to events with momentum above (below) the
most probable value µp, helping to reject DIO events, which usually have smaller
momentum.

The distribution of variable (3.2) for signal events has then a shape peaked at 0,
with a small negative shoulder (events above µp,E) and a long positive tail (events
below µp,E) (Figure 3.2).
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Figure 3.2: Distribution of the ξ2 variable (3.2). In red (orange) and blue (green) the
distributions for CEs and DIOs with (without) energy measuerement from the calorimeter.

Cutting at ξ2 < 3.5 gives a number of conversion electrons similar to the
one obtained with a cut at 103.3 MeV/c on the momentum spectrum, resulting
in NDIO = 0.23, NCE = 4.11 (S/

√
N = 8.57).

From the p-E scatter plot (Figure 3.3) of the events with ξ2 < 3.5 it is possible to
see that there are some conversion electron events recovered below the momentum
threshold of 103.3 MeV/c.
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Figure 3.3: Left: Scatter plot of events with ξ2 < 3.5. The dashed line represent the
standard cut at 103.3 MeV/c of the momentum: there are some recovered signal events
below this threshold. Right: projection of the scatter plot on the momentum axis. The
cut at 103.3 MeV/c selects more signal events (green histogram), while the ξ2 cut recovers
some events at lower energies (red for CEs and blue, stacked, for DIOs).

Both the signal-over-noise ratio S√
N

and the efficiency decrease (∼30% and
∼20% reduction respectively). Introducing an artificial Gaussian smearing to the
simulated calorimeter energy resolution slightly deteriorates the results (Table 3.2).

Summarizing, the introduction of the energy information to reject DIO back-
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ground doesn’t improve efficiency or S√
N

, but it can provide a fundamental confir-
mation to a CE candidate, due to the existence of wrong reconstructed events by
the tracker.

However, this result showed that there is not a need to fix the energy require-
ments for the DIO rejection, so that we relaxed our requirements on this side.

EMC σ [MeV] Spectrum σ Smearing NDIO NCE
S√
N

0.939 2.15 0 0.23 4.11 8.57
1.429 2.40 0.5 % 0.24 4.19 8.55
1.761 2.50 0.6 % 0.25 4.21 8.42
2.027 2.59 0.7 % 0.26 4.25 8.33
2.083 2.69 0.8 % 0.26 4.27 8.37
2.364 2.90 1.0 % 0.27 4.34 8.35
2.604 3.08 1.2 % 0.28 4.38 8.28
2.964 3.27 1.5 % 0.29 4.43 8.23

Table 3.2: Number of DIOs and CEs obtained introducing an artificial Gaussian smearing
on the calorimeter energy resolution. EMCσ is taken from the distribution of the difference
between the deposited energy and the energy at the entrance of the calorimeter for CEs,
while spectrum σ is taken from the energy spectrum of CEs (Figure 3.1 bottom).

3.3 Calorimeter pattern reconstruction

The calorimeter timing information can be used to improve the track reconstruc-
tion: this process can be divided into two main steps:

1. selection of straw hits from the Tracker selected using the timing;

2. hits filtering and helix fit;

For the first step, the calorimeter cluster time gives the possibility to know the
impact time of the particles with high precision: the time window increases the
S/N ratio by a factor of 5 (from 0.38 to 1.5).

Indeed, the distribution of the simulated residuals between all the straw hits
and the CE calorimeter cluster (Figure 3.4) exhibits a shape due to the time that a
CE electron takes, on average, to cross the tracker region (∼ 12 ns) and to the drift
time in the straw (∼ 25 ns): the peak is then at 12 − 25 = −13 ps.

The selected time window is then tcalo − tstraw ∈ [−70, 30] ns. However, spuri-
ous hits from delta rays or background particles may fall into this time window.

Since the CEs start from the target region their helix-like trajectories, it is pos-
sible to use the calorimeter cluster position to define a semi-space of the transverse



CHAPTER 3. REQUIREMENTS OF THE CALORIMETER 34

All straws
Entries  1978015
Mean    16.94
RMS     112.2
Underflow  4.752e+05
Overflow   9.415e+05
Integral  5.613e+05

 [ns]straw - tcalo t = t∆ 
-200 -150 -100 -50 0 50 100 150 200

 E
nt

rie
s 

[#
] /

 (
 2

 n
s)

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000 All straws
Entries  1978015
Mean    16.94
RMS     112.2
Underflow  4.752e+05
Overflow   9.415e+05
Integral  5.613e+05

Straws from CE
Entries  23619
Mean   -11.34
RMS     13.26
Underflow       0
Overflow        0
Integral  2.362e+04

Straws from CE
Entries  23619
Mean   -11.34
RMS     13.26
Underflow       0
Overflow        0
Integral  2.362e+04

All straws

Straws from CE

Calorimeter time window

Figure 3.4: Distribution of the simulated residuals between all the straw hits and the CE
calorimeter cluster with mixed events (blue) and only CE events (red).

plane. Defining φclu as the polar angle of the calorimeter cluster, the fiducial semi-
plane [φclu − π/2, φclu + π/2] helps to further reduce spurious hits (Figure 3.5).

After this selection of the straw hits, a more sophisticated clean up is operated
evaluating the theoretical helix equation which fits better the selected cluster of
points. After that a preliminary helix fit is finally performed using the χ2 method
into two steps: a circle fit on the transverse plane and a linear fit on the φ-z plane.

This calorimeter-based track reconstruction method improves the tracker-only
reconstruction efficiency of 5%, assuming standard estimated background.

3.4 Particle identification

The primary goal of the particle identification (PID) at Mu2e is to separate potential
signal, electrons from µ → e conversions, from muons which could be associated
with the beam or produced in the atmospheric showers.

3.4.1 Muons rejection

A muon generated by a cosmic ray can enter the Detector Solenoid and bypass the
Cosmic Ray Veto, mimicking a conversion electron signal.

The most recent studies of cosmic rays induced background [32] indicate the
presence of about 2.2 events for 3 years of data, in which negative cosmic muons
with the correct momentum survive all the analysis cuts.

So, in order to keep this kind of background below 0.1 events, a muon rejection
factor of 200 is required: a limited PID is available only with tracker information
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Figure 2: Transverse view of an event display of a CE event with spurius hits mixed
(from [1]). The black crosses represent the straw hits, the red bullet the calorimeter
clusters and the red circle the CE trajectory.

3 Helix-finding procedure

After the crude selection of the cluster of straw hits which should rely on the same
tracks a more sophisticated clean-up is necessary for throwing away spurious hits from
delta electrons and backgrounds. The presented algorithm looks for tracks originated
in the stopping targets. Combing this statement with the information provided by the
calorimeter it is possible to define from the very beginning a “perfect” helix where the
straw hits must rely. The helix search is factorized into several stages:

1. loop over all the triplets constituted by stopping target center, one straw hit posi-
tion and the calorimeter cluster position, for calculating the helix parameters;

2. as soon as 2 strawhits “close” to the helix are found the stopping target center is
dropped and the helix parameters are recalcuted using the closest strawhit to the
previous helix;

3. at the end of the loop the triplet which returned the greatest number of “closest”
points is used for removing all the points far more than 3 cm from the calculated
helix.

3.1 Derivation of the helix parameters

Using the transverse positions of a triplet, defined at the first iteration by: the EM
cluster, the center of the targets and the tracker hit, it is possible to derive the center
and the radius of the helix projected in the transverse plane.It is possible just looking

4

Figure 3.5: Transverse view of an event display of a CE event with spurious hits mixed.
The black crosses represent the straw hits, the red bullet the calorimeter clusters and the
red circle the CE trajectory. The time cut and the fiducial semi-plane greatly reduce the
number of straw hits.

(essentially timing and dE/dx), but for the required rejection factor, the efficiency
of electron identification drops below 50%.
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calorimeter cluster, pointed to by the track. A track-cluster matching χ2
match = (ΔU/σU)2 + 

(ΔV/σV)2+(ΔT/σT)2 is defined, where ΔU and ΔV are the track-to-cluster coordinate 
residuals in directions parallel and orthogonal to the track, and ΔT is the difference 
between the track time extrapolated to the calorimeter and the reconstructed cluster time. 
The estimated resolutions are σU = 1.5 cm, σT = 0.8 cm, and σT  = 0.5 ns. For the 
background occupancy level exepected in the Mu2e detector during the data taking, a 
requirement χ2

match <100 is 98% efficient for the expected CE signal. Events are also 
required to be consistent with the electron hypothesis such that they have | ΔT| < 3 ns and 
E(cluster)/P(track)<1.15. After the cleanup cuts, the log likelihoods of the electron and 
muon hypotheses are defined: ln Le,µ = ln Pe,µ(Δt)+ln Pe,µ(E/P), where Pe,µ(Δt) and  
Pe,µ(E/P) are Δt and E/P probability density distributions for electrons and muons 
correspondingly. These distributions are shown in . A ratio of the likelihoods of the two 
hypotheses ln (Le/Lµ) = ln Le - ln Lµ determines the most likely particle mass assignment. 
Figure 9.8 (left) shows the muon rejection factor plotted vs the CE identification 
efficiency for different background levels: CE only, CE plus nominal expected 
background, CE plus two times the expected background. For the nominal background 
expectation and muon rejection factor of 200, the electron identification efficiency is 
(96.5 +/- 0.1)%. This number includes the geometrical acceptance and efficiency of all 
cuts and demonstrates a high efficiency of the PID procedure. Figure 9.8 (right) shows 
dependence of the electron identification efficiency for different values of the calorimeter 
energy and time resolution in the range 0.02 < σE/E < 0.2 and 0.05 < σT < 1 ns. The value 
of the muon rejection factor is fixed at 200. One can see that in the expected operational 
range, σE/E < 0.1 and σT < 0.5 ns, the PID is robust with respect to the calorimeter 
resolution, with the electron identification efficiency variations below 2% in this region 
of parameter space.  

Figure 9.7. Distributions of Δt (left) and E/P(right) for 105MeV/c electrons and muons used to 
build the PID likelihood . 

 
 

ΔT"(ns)" �/�"

Figure 3.6: Distributions of ∆t (left) and E/P (right) for 105MeV/c electrons and muons
used to build the PID likelihood.

The energy and timing measurements of the calorimeter become then crucial
for efficient separation of electrons and muons in the detector.

Log likelihoods of the electron and muon hypotheses are defined as:

ln(Le,µ) = ln[Pe,µ(∆t)] + ln[Pe,µ(E/P)], (3.3)

where:

• ∆t is the difference between the impact time ttrk on the calorimeter extrapo-
lated from the track and the calorimeter time measurement temc;
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Figure 6: Muon rejection vs electron reconstruction efficiency

6 PID and the Calorimeter Resolutions
Effects of the calorimeter energy and timing resolution on the PID performance are studies with
the toy MC. For that, the E/P and �t distributions are smeared with the gaussian functions which
widths correspond to assumed calorimeter resolutions. The PID template distributions are then
remade, and expected electron and muon distributions in the PID likelihood ratio ln Le/µ are
generated.

Figure 6 shows the expected electron identification efficiency for the range of energy res-
olutions 0.02 < �E/E < 0.2 and timing resolutions 0.05 < �T < 1.0 ns. The muon rejection
factor is fixed at 200.

In the expected range of resolutions, �E/E < 0.1 and �T < 0.5 ns, the PID efficiency is
stable within 2%.
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Figure 3.7: Left: PID efficiency for CE vs. muon rejection for different background levels.
Right: PID efficiency with a muon rejection factor of 200 and different values of calorime-
ter energy and timing resolution.

• E/p is the ratio between the energy measurement E by the calorimeter and
the momentum measurement p by the tracker;

• Pe,µ(∆t) and Pe,µ(E/P) are ∆t and E/P probability density distributions for
electrons and muons correspondingly (Figure 3.6).

The ratio of the two likelihoods ln(Le/Lµ) = ln(Le)− ln(Lµ) will then determine
the most likely particle mass assignment.

For a required muon rejection factor of 200, the electron identification effi-
ciency is 96.5 % ± 0.1 % [44] (Figure 3.7, left). Moreover, assuming different
values of the energy and time resolution this PID algorithm shows its robustness
with respect to these two parameters (Figure 3.7, right).

3.4.2 Antiprotons rejection

As previously stated, antiprotons, which are produced when the proton beam hits
the production target, can be a source of background. Being slow and negatively
charged, they could survive TS collimator and produce secondaries in the data-
taking time window.

Antiproton induced background is mainly constituted by: µ−, π− and e−. The
irreducible part is represented by e−, while all the other can be mostly rejected
using the calorimeter based particle identification.

It is possible to verify that non-electron particles resulting from antiproton
background can be rejected with calorimeter-based particle ID [46].

To test the particle identification, 6.743 · 1020 · 104 protons on target (POT)
have been simulated, corresponding to 1.87 · 104 times the expected statistic for 3
years of run (the 1.87 factor is caused by the difference between the GEANT4 p̄
production cross section and real data).

Thus, all events have been reconstructed by the tracker under the signal hypoth-
esis (downstream moving e−). Since in ∼30% of the cases the track reconstruction
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algorithm returns the best result using the wrong hypothesis, this exercise repre-
sents a good test for studying the particle identification capabilities in the worst
scenario where all these particles got reconstructed as electrons by the tracker.
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Figure 3.8: Left: momentum distribution of p̄ annihilation products. Right: momentum
distribution as reconstructed by the tracker.

Figure 3.8 shows, on the left, the momentum distribution of particles produced
by the p̄ annihilation which fall into the detector acceptance, while on the right
there is the momentum distribution after the tracker measurement: only muons,
pions and electrons survive and the fraction of positive-charged particles is negli-
gible.

To estimate the total number of tracks which can mimic the conversion elec-
tron, the momentum range [100, 106] MeV/c is selected: the background is then
suppressed with a cut on the Log likelihood (3.3) ratio ln(Le/Lµ) at 1.5.

In fact, from E/p and ∆t distributions it is possible to obtain some phenomeno-
logical results:

• electron component of the ∆t distribution is well centered to zero, while for
µ− and π− the peak is around -5 ns (Figure 3.9 right). This is a consequence
of the fact that µ− and π− at with p = 100 MeV/c have β , 1 (∼ 0.7 and ∼ 0.6
respectively);

• observing the E/p distribution (Figure 3.9 left) it is possible to see that:

– the e− component has the usual log-normal shape (due to leakage and
edge effects);

– the µ− component has two peaks around 0.4, due to the sum of the
kinetic energy and of the µ− capture energy on Ba or F nuclei. The
long right tail above 0.4 is caused by the µ− 3-body decays;

– the π− component peaks around 0.4, according to its kinetic energy,
and has a large right tail generated by the π− charge exchange processes
followed by the π0 decay.

Thus, applying a cut at 1.5 on the logarithmic of the likelihood ratio ln(Le/Lµ)
the following samples of tracks survive:
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Figure 3.9: Left: E/p distribution in the [100,106] MeV/c momentum range. Right: ∆t
distribution in the [100,106] MeV/c momentum range.

• 1910 e−;

• 15 µ−;

• 58 π−.

Normalizing to 3 years of run with the scaling factor 1.87 · 104, the total p̄
induced background is:

0.106 = (0.102)e− + (0.001)µ− + (0.003)π− .
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Figure 3.10: Log likelihood ratio distribution for antiproton-induced background.

So, the calorimeter PID is capable to reduce the non-electron components of
the p̄ induced background to the level of few 10−3 events in the enlarged signal
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window of [100, 106] MeV/c. Uncertainties on these evaluations are large, of the
order of 50%, caused by the large uncertainties in the physics model used.

3.5 Trigger

To date, the DAQ system reading events from tracker and calorimeter digitizers has
a maximum data throughput of 20 Gb/s, almost fully reconstructed by the online
farm.

The trigger should then be able to improve the online farm processing, limiting
also the data storage to O(10) PB/year, which corresponds to a rate of 2 kHz.

These requirements can be satisfied by a trigger generated by the calorimeter
system, in the form of a fast, efficient offline HLT/L3-like filter, to be used after the
streaming but before the data storage.
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the requirement to bring down the data storage rate to 2 kHz while keeping a filter 
efficiency of > 90% implies building a calorimeter with an energy resolution better < 7%. 

Figure 9.9. DIO rejection versus calorimeter trigger efficiency for different calorimeter energy 
resolution. The two horizontal bands correspond to storage on disk at 600 Hz or 4 kHz. 

9.4.3 Summary of Calorimeter System Parameters  
 
          Table 9.2. Summary of calorimeter parameters. 

Number of Disks 2 
 

Disk  Inner and Outer Radius 351 mm,  660 mm 
Crystal Type, density, X0, RM X0, Rm BaF2, 4.9 g/cm3, 2.0 cm, 3.0 cm 
Crystal Shape  Hexagonal 

 35 mm distance  
 

Crystal Length 180 (200) mm 
Crystal Transversal Area 33 mm between parallel faces 
Total number of crystals Disk 1+2 1860 
Crystal weight 1 Kg 
Total scintillation mass 2000 kG 
Number of APD/crystal 2 
APD transversal dimension 10x10 mm2 
Total number of APDs 3720 

 
 
 

Total number of LV/HV boards 240 
Total Number of Digitizers 240 

 Total number of preamplifiers 3720 
Power Dissipation Preamp 260 x 3720 mW = 967 W 
Power Dissipation LV/HV 1 W  x 240  = 240 W 
Power Dissipation Digitizer 10 W x 240 = 2400 W 
Distance between disks 700 mm 

 

Figure 3.11: Data storage rate in function of the calorimeter-based filter efficiency with
several hypothesis about the calorimeter energy resolution. The yellow and orange bands
correspond to a data storage rate limit of 600 Hz and 4 kHz respectively.

This filter is fully independent of the tracker and then particularly useful in
the first stage of the experiment, when running conditions will not be perfectly
understood. Moreover, overlapping hits in the tracker make pattern recognition
difficult, while the calorimeter-based trigger sees additional hits only as increased
energy.

Software simulations show that, in order to have a data storage rate lower than
2 kHz, while keeping the filter efficiency above 90%, the energy resolution of the
calorimeter must be better than 7% (Figure 3.11).
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Summarizing, an energy resolution of∼5% is a reasonable goal for the calorime-
ter.

The purpose of the calorimeter’s position measurement, instead, is to confirm
that the reconstructed track from the upstream tracker points to the location directly
measured by the calorimeter. The position resolution should ideally, therefore,
be comparable to or better than the extrapolated position error from the upstream
track, which is around 1x1 cm2 [14].

Moreover, to be useful for particle identification, the time resolution of the
calorimeter must be comparable or better of the tracker time jitter (around 500 ps)
[14].

3.6 Environment

The calorimeter must survive in the unique Mu2e environment: high radioactive
dose, 1 T constant magnetic field and 10−4 Torr internal pressure.

Dose

All known scintillating crystals suffer from radiation damage, which can be caused
by three different effects:

• damage to the scintillation-mechanism: light yield and light output of the
crystal can be lowered. Also the light-response uniformity can be affected if
the dose profile is not uniform along the disk;

• radiation-induced phosphorescence: presence of an afterglow of the crystal,
which can cause increased dark current in photodetectors and consequently
increased readout noise;

• radiation-induced absorption: it reduces light attenuation length, and conse-
quently light output. If the light attenuation length is shorter than twice the
crystal length, also the light-response uniformity can be affected [53].

Radiation-induced absorption may recover at the application temperature through
color-center annihilation, leading to a dose-rate dependent damage: in order to
monitor crystals transparency, a precision light monitoring system is then manda-
tory.

The expected dose deposited in each crystal has been estimated using the full
Mu2e software simulation, which includes contributions from particles produced
by the beam flash1, electrons from muons decaying in orbit, neutrons, protons, and
photons.

1For the Mu2e experiment, the flux of particles coming from the proton pulse and striking the
production target during the early burst is referred as beam flash.
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community. Their radiation hardness against γ-rays [15], neutrons [16] and charged 
hadrons [17] has been studied thoroughly. As a result of these studies, LSO/LYSO 
crystals have been considered by the Mu2e and SuperB experiments for use in their total 
absorption calorimeters. A LSO/LYSO crystal Shashlik sampling calorimeter is also 
proposed for future HEP experiments in severe radiation environments, such as the CMS 
endcap calorimeter upgrade for the proposed HL-LHC [18]. As stated above, radiation 
damage in LYSO does not recover at room temperature and is thus not dose rate-
dependent, but can be repaired by thermal annealing [15].   
 

Figure 9.17. Expected dose in each crystal of the front (left) and back (right) disks. The dose is 
given in kRad/year. 

Figure 9.18 shows the longitudinal transmittance spectra (left) and the normalized light 
output (right) measured by a XP2254 PMT as a function of the integrated dose up to 
1 Mrad for five 20-cm long LSO/LYSO samples from CTI, CPI, SG, SIC and SIPAT. 
Also shown in the left plot are the photo-luminescence spectra without internal 
absorption (blue dashes) as well as the values of the emission-weighted longitudinal 
transmittance (EWLT). All five tested samples have consistent radiation resistance with a 
loss of EWLT and light output at a level of about 12% for an integrated γ-ray dose up to 
1 Mrad. This excellent radiation hardness is the best among all known inorganic crystal 
scintillators. 

9.7.3 Radiation damage in BaF2 
Table 9.3 shows that BaF2 is a unique crystal scintillator, with a fast scintillation light 
component with sub-nanosecond decay time and a brightness of about 5% of LYSO. Its 
radiation hardness was thoroughly investigated twenty years ago when this material was 
proposed for the GEM experiment for the proposed SSC. In that study, radiation damage 
in BaF2 was found to be dose-rate independent [19], and that it could be thermally 

Figure 3.12: Expected dose in each crystal of the front (left) and back (right) disks. The
innermost crystals of the front disks can have a dose up to 15 kRad/year.

The average dose is around 3 kRad/year (0.5 kRad/year) in the front (back)
disk, increasing to 15 kRad/year for the innermost crystals of the front disk (Figure
3.12).

The neutron flux expected is of 1011 n1 MeV eq./cm2, which poses several risks,
associated with the radiation hardness of the photosensors. Neutrons incident on
either APDs or SiPMs could, indeed, increase the dark current and deteriorate the
calorimeter’s performance.

Magnetic field

The presence of a 1 T constant magnetic field requires the use of solid-state pho-
todetectors. Also the electronics (HV and FEE) must be immune to the presence
of the magnetic field.

Vacuum

In order to reduce multiple scattering of conversion electrons on air molecules
and prevent arc discharge from detector high voltage, the entire muon beamline,
Detector Solenoid included, must have an internal pressure of 10−4 Torr (∼ 10−7

atm) at most.
The consequent extreme rarefaction of the gas inside the detector makes essen-

tial to dissipate the heat by conduction: a cooling system, shared with the Tracker
[51], will remove heat from ADCs and FPGAs through R-410A refrigerant.



Chapter 4

Calorimeter design

4.1 Crystal choice

The requirements of the electromagnetic calorimeter drive the choice of the scin-
tillating material: in order to achieve the required energy and time resolution at
100 MeV, a total absorption homogeneous calorimeter is needed. The material
must then have high light output (energy resolution), small Molière radius (posi-
tion resolution), fast scintillation decay time (to avoid pile-up) and good radiation
hardness.

The initial choice had been lead tungstate crystal (PbWO4), the same one used
at CMS experiment. However, its light output is radiation dose dependent and its
low light yield requires a very stable cooling of the calorimeter at -25 ◦C [49].

The Conceptual Design Report (CDR) I choice has fallen then on the lutetium-
yttrium oxyorthosilicate (LYSO), nowadays widely available and which provides
an excellent match to the Mu2e requirements [22]: very high light yield (85% of
NaI(Tl)), small Molière radius (2.07 cm), fast decay time (40 ns) and excellent
radiation hardness [53]. Moreover, its spectrum can be easily coupled to solid-
state photodetectors, such as large-area avalanche photodiodes (APDs), already
employed at CMS and PANDA experiments.

Unfortunately, lutetium price recently increased of a factor of 3, making this
choice too expensive: the 2014 Technical Design Report [14] indicates then as
baseline choice barium fluoride (BaF2). This crystal has a smaller light yield than
LYSO, but still higher than PbWO4. The main disadvantage is the presence of two
decay components: one very fast (< 1 ns) at 220 nm and one much slower (650 ns)
at 300 nm (Figure 4.1). Suppressing the slow component through La doping [48]
showed to be not feasible for mass production.

So, in order to avoid pile-up at high rates, a custom photodetector becomes nec-
essary: photomultiplier tubes with quartz windows or solar-blind photocathodes
could be well coupled with the BaF2 spectrum, but the presence of the magnetic
field drives the choice to UV extended, solid-state photosensors (APDs, SiPMs).

A backup option can be provided also by pure CsI coupled with standard

42
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Figure 4.1: Emission spectrum of the BaF2 crystal.

MPPC (Hamamatsu SiPM): however, its hygroscopy and its lower radiation hard-
ness poses some project risks, especially for an eventual Run-II.

Property BaF2 LYSO CsI PbWO4

Density [g/cm3] 4.89 7.28 4.51 8.28
Radiation length X0 [cm] 2.03 1.14 1.86 0.9
Molière radius [cm] 3.10 2.07 3.57 2.0
Interaction length [cm] 30.7 20.9 39.3 20.7
dE/dx [MeV/cm] 6.5 10.0 5.56 13.0
Refractive Index at λmax 1.50 1.82 1.95 2.20
Peak luminescence [nm] 220, 300 402 310 420
Decay time τ [ns] 0.9, 650 40 26 30,10
Light yield (compared to NaI(Tl)) [%] 4.1, 36 85 3.6 0.3,0.1
Hygroscopy None None Slight None

Table 4.1: Comparison of crystal properties for LYSO, BaF2, pure CsI and PbWO4.

4.1.1 Photosensors

The choice of the photosensor and its gain are governed by the magnetic field, the
crystal type (its emission spectrum must be well coupled to the quantum efficiency
of the photosensor), and the energy-equivalent noise per channel.

As previously stated, the presence of a 1 T magnetic field in the DS precludes
the use of high-gain, low-noise phototubes1: a suitable alternative is then a solid-

1Indeed, Hamamatsu has developed a UV-sensitive mesh-dynode photomultiplier which still
works up to 1 T. Unfortunately, its gain drops to 104, making the SiPM or APD option a reason-
able choice.
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state photodetector, the Avalanche photodiode (APD). This is a semiconductor de-
vice which consists of a thin layer of silicon in which the light is absorbed and
free charge carriers (electrons and holes) are created and amplified. Electron and
holes are collected at the anode and cathode of the diode. Avalanche photodiodes
offer good quantum efficiency, absence of magnetic field sensitivity, moderate cost,
compact size and, a reasonable gain. However, electronic noise is a major problem
due to the small signal amplitude.

Avalanche Photodiode (APD)

Avalanche photodiode detectors are devices made of simple p-n junctions, working
in inverse polarization mode, at a voltage just below the breakdown level.

They exploit the process known as avalanche effect, in which the initial elec-
trons create more free electrons by imparting energy to the molecules along their
tracks. The primary electrons produced by the incident radiation are made to attain
high velocities under the influence of externally applied high electric field. If the
energy attained by an electron is high enough, it can free one or more secondary
electrons, thereby creating more charge pairs.58 CHAPTER 3. THE LYSO CRYSTAL CALORIMETER FOR MU2E

Figure 3.4: Schematic drawing of a “Hamamatsu-like” APD structure. The electric field profile
of the structure is shown on the left side. fi represents either a lightly doped p-material or intrinsic
material while the superscript (+) refers to heavy doping.

is measured by the readout electrode. Alternatively the current generated by the
motion of charges can also be measured by the associated electronics.

Among the di�erent APDs, we have chosen the silicon APD S8664 series of Hama-
matsu. It has high sensitivity in the visible range and capability to the low coupling
and low noise. Figure 3.5 shows the quantum e�ciency as a function of wavelength
for the Hamamatsu APD. In particular, the coupling with the crystals of LYSO
(or LSO) shows a response of about 75% at the wavelength of 420 nm, where the
crystals of LYSO and LSO reach maximum e�ciency.

Since these photodiodes work in the linear regime, their gain varies as a function of
supply voltage, as shown in Figure 3.6. Since the gains of these sensors are low (<
300), the APDs well match detectors with a high light response, such as inorganic
scintillators. Moreover, the dark noise due to APD is negligible. In Figure 3.6 we
can see that the Hamamatsu APDs require supply voltages of the order of 400 V.
In addition, the applied voltage must be very stable to avoid gain variations. In
this context, it means that the power supply applied to the light sensor is so stable
that, the output signal for the same solicitation, has a negligible variation w.r.t the

Figure 4.2: Schematic drawing of an APD structure: an intrinsic (or lightly doped p-type)
material π sandwiched between a heavy doped p side and a heavy doped n side. Another p
type region is also established between the intrinsic material and the heavily doped n side.
A strong reverse bias between the two ends creates an electric field E.

It should be noted that theoretically such a process is only possible if the in-
cident electron gains energy at least equal to the band gap energy of the material.
However since an electron also looses energy through non-radiative scatterings,
on the average energy of the electron should be much higher than the band gap
energy. For most semiconductors an energy difference of a factor of 3 is nor-
mally required. The secondary electrons, being under the influence of the same
electric field, produce tertiary charge pairs and so on. Once started, this process
of charge multiplication grows and eventually causes avalanche multiplication of
charge pairs (Figure 4.2).
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The ability to ionize charge carriers is described by two ionization coefficients
αe, for the electrons, and αh, for the holes, defined as the probability per unit length
for a ionization impact.

This probability is directly proportional to the electric field in the depletion
region and inversely proportional to the temperature: the increase of internal vibra-
tions in the crystal lattice can cause uncontrolled impacts before the electric field
acceleration.

From the APD gain formula:

G =
1 − ρ

exp[−1(1 − ρ)αew] − ρ, (4.1)

where ρ = αh/αe and w is the width of the depletion region, it is possible to observe
that with ρ = 0 the gain grows exponentially with the αew factor, while in the limit
ρ→ +∞, the gain is unitary.

In fact, if electrons and holes have similar ionization coefficients (ρ = 1), they
can both produce new electron-hole pairs along their tracks, thus increasing the
gain.

However, this process can slow down the avalanche envelope and increase the
photodiode intrinsic noise: for this reason, APDs usually exploit only one type of
charge carriers, generally electrons, because they maximize the device temporal
response.

Figure 4.3: Left: quantum efficiency vs. wavelength for Hamamatsu APD S8664: at 402
nm (LYSO emission peak) its quantum efficiency is 65%. Right: gain vs. reversed voltage
for Hamamatsu APD S8664.

These photodetectors have then low gain (< 300) (Figure 4.3, right), so inor-
ganic, high light response scintillators are mandatory.

Hamamatsu APD S8664 showed to be well coupled to LYSO crystal: at the
peak of the emission spectrum (402 nm), this photodetector has ∼ 65% Q.E. (Fig-
ure 4.3, left). However, for the BaF2 crystal the Q.E. of this device is much lower
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in 200 nm region Q.E. is much lower (about 17%) and, moreover, it is not capable
to discriminate between the slow and the fast component.

A consortium formed by Caltech, JPL and RMD is then developing a modi-
fied version of a large-area APD with superlattice delta-doping (i.e. doping atoms
confined to a single atomic layer) and atomic layer deposition antireflection (AR)
filter. This device will be able to provide 60% Q.E. at 220 nm and ∼0.1% Q.E. at
300 nm.
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will be thinned to remove the surface and undepleted region before the avalanche layer, 
and the superlattice structure and optimized antireflection coating will then be deposited 
at the JPL Microdevices Lab. Figure 9.15 shows the calculated QE response of the 
resulting APD as a function of wavelength. For a five-layer AR coating, the QE at the 
fast component of BaF2 is nearly 70%, and the extinction at the slow component 
wavelength is nearly complete. The greatly reduced undepleted region also improves the 
time response of the device, as shown in Figure 9.16.  

Figure 9.15. Calculated response of 3, 5 and 7 layer combination Al2O3/Al interference filters on 
a Si substrate. The blocking ratios for 220 vs. 310 nm are 12:1, 400:1 and 15,000:1. 

Figure 9.16. The rise times from two APDs, directly measured on a digital oscilloscope, while 
illuminated with a pulsed 405 nm laser. The red trace is the thinned APD (FWHM ~ 1.5 ns) while 
the orange trace is a standard APD (FWHM ~ 150 ns). 

!
Figure 4.4: Left: quantum efficiency vs. wavelength for a delta-doped, AR-coated CCD
(in green). Right: transmission vs. wavelength with 3, 5 and 7 layers of AR coating.

This procedure has been already applied to a CCD imaging device [45]: the
delta-doping and the AR coating sensibly increases the Q.E. at 300 nm (Figure 4.4
left).

For the RMD APD, instead, the delta-doping should provide a Q.E. of ∼90%
in the entire UV region. Thus, the deposition of 5 anti-reflection layers provides
a transmission of nearly 70% at the fast component of BaF2 (220 nm), while the
slow component is almost suppressed (Figure 4.4 right).

The overall Q.E. near the spectrum of our interest should then be ∼60%.

Silicon Photomultiplier (SiPM)

If pure CsI is the chosen crystal for the calorimeter, its relatively low light yield
will drive the choice of the photodetectors to high-gain, solid-state devices such as
Silicon Photomultipliers (SiPMs).

SiPMs are made of one planar matrix of several photodiodes (pixel) operating
in Geiger mode (so with an inverse polarization above the breakdown and coupled
to a quenching resistor) of the same shape, dimensions and constructions features.
They have also cathodes and anodes in common and operate on the same load.

Each APD pixel of SiPM outputs a pulse signal when it detects one photon: the
signal output from the device is the total sum of the outputs from all APD pixels.
It is then possible to cover a large area with several small photodetectors.
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Figure 4.5: Left: picture of three Hamamatsu SiPM. Right: photon detection efficiency
(PDE) of Hamamatsu MPPC S10362-11 for SiPM with pixels 25 µm, 50 µm and 100 µm
per side.

The SiPM gain is directly related to its inverse polarization voltage:

G =
Q
e

=
(Vbias − Vbd)Cpixel

e
, (4.2)

where Cpixel is the capacitance of a single pixel, Vbias the voltage applied to the
SiPM and Vbd the breakdown voltage.

The overall resistance of the photodetector, and then its voltage breakdown Vbd,
is a function of the temperature:

R = R0(1 − αT ), α = β/T 2
0 , (4.3)

where β depends on the device.
A SiPM is characterized also by the so-called Photon Detection Efficiency

(PDE) (Figure 4.5), product of three factors:

• quantum efficiency: for silicon photodiodes, the Q.E. peak is in the visi-
ble spectrum around 400 µm. This parameter can be also calculated from
the ratio between the number of excited pixels and the number of incident
photons;

• fill factor: ratio between the pixel dimensions and the total SiPM dimension;

• avalanche probability: the probability that an incident photon starts an
avalanche.

When a SiPM is hit by one photon, there is a dead time when the pixel have a
lower value of deposited charge if hit again, due to the presence of the quenching
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circuit. Thus, if the incident photons have a high frequency, the number of fired
pixels will saturate with the relation:

N = Nmax
(
1 − e−

µ
Nmax

)
, (4.4)

where N is the number of active pixels, Nmax is the total number of SiPM pixels
and µ = Nγ · PDE is the number of incident photons rescaled with the PDE.

In the case of pure CsI crystals (emission peak at 310 nm), then, standard
Hamamatsu SiPM (MPPC) can be a good choice for the Mu2e calorimeter.

4.2 Baseline layout

The Mu2e calorimeter consists of two annular disks made of 930 hexagonal crys-
tals each, separated by a half-wavelength of the conversion electron helical trajec-
tory (70 cm): in this way, low-energy particle will pass through the hole and the
distance maximizes the signal acceptance.
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Figure 9.40. CAD layout of the calorimeter mechanical support structure (top left), details of the 
inner and outer cylindrical shells (top right), hexagonal crystal view (bottom left) and placement 
of the crystals inside the disk (bottom right). 

In order to gain as much room as possible between the disks when servicing of the 
electronics or APDs is required, the crates are placed at the outermost region of each disk.  
The crates are mounted on a pneumatic cartridge that allows them to be extended radially, 
thereby completely exposing the area behind the crystals when required. The crates are 
designed to provide heat dissipation for the APDs and electronics boards; they will have 
metal fingers in contact with a cooling pipe routed circularly below the bottom of the 
rack’s connection mechanism to the disk. The cooling system will be connected to the 
same cooling circuit used by the tracking system. 

Figure 4.6: 3D view of an hexagonal crystal view (left) and placement of the crystals inside
the disk (right). Each disk is made of 930 crystals.

The baseline shape of the crystals will be hexagonal prism (Figure 4.6), in order
to better approximate the annular shape and allow easy mechanical build-up of the
disks with regards to square shapes.

The dimensions of the crystals and of the disks were optimized to maximize
calorimeter efficiency: the crystals will be 200 mm long, corresponding to ∼ 10
X0, with an apothem of 16 mm and the disk inner and outer radii will be 351 m and
660 mm respectively (Figure 4.7).

The chosen length of the crystals is a trade-off between leakage effects, budget
constraints, needed space between disks and also number of spurious hits due to
helicoidal electron trajectory.
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residuals are calculated in the direction orthogonal to the track; the corresponding 
distribution is shown in Figure 9.25 (left). A coordinate resolution of about 1 cm can be 
achieved with BaF2 crystals. 
 
 
 
 
 
 
 
 
 
 

Figure 9.22. Calorimeter efficiency for detection of good signal tracks initially found in the 
tracker as a function of the disk outer radius for different values of inner radius (left); Empty 
space between the crystals and the disk inner bore (right). 

Figure 9.23. Crystal layout for a crystal size of 33 mm across flats with disk radii of 351 mm and 
660 mm (left). The crystals in the disk are colored in blue. Similar layout, together with crystals 
intersecting the disk boundaries colored in green (blue) if their center lies inside (outside) the disk 
boundaries. 

Event reconstruction in the calorimeter proceeds in several stages. The interaction of the 
incident particle with the crystals is first simulated by GEANT4, recording the energy, 
position and time of each step. Each energy deposit is converted into photons, taking into 
account corrections from non-linearities in the light production and non-uniformities in 
the longitudinal response. The response of each APD is then simulated, including the 
related electronic noise. A final version of signal digitization and pile-up identification 
remains to be implemented. To simulate these effects, hits within a time window of 100 
ns are grouped together to form crystal hits. 
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Figure 9.24. Calorimeter efficiency for detection of good signal tracks first found in the tracker, 
as a function of the separation between the disks, for two thresholds of the energy deposited in the 
calorimeter. 

Figure 9.25. Distribution of residuals between the reconstructed track and the calorimeter cluster 
in cm (left). Residuals are calculated in the direction orthogonal to the track. Difference between 
the input energy and the reconstructed cluster energy for a LYSO-based calorimeter (right). 
Positive tail in this coordinate is due to longitudinal leakage and albedo. Negative tail is due to 
the pileup of environmental background. For the LYSO, a simulation of ~1000 p.e./MeV and an 
electronic noise of 30 keV has been used. 

The crystal hits are finally used to form calorimeter clusters. The clustering [22] 
algorithm starts by taking the crystal hit with the largest energy as seed, and adds all 
simply connected hits within a time window of ± 10 ns and a threshold in energy of 3 
times the electronic noise. Hits are defined as connected if they can be reached through a 
series of adjacent hits. The procedure is repeated until all crystals hits are assigned to 
clusters. Additional low-energy deposits that are disconnected from the main cluster are 
recovered by dedicated algorithms. These fragments are usually produced by the shower, 

ytrack&ycluster+(cm)++

Figure 4.7: Calorimeter efficiency as a function of the outer radius for two different values
of the inner radius (left) and as a function of the distance between the two disks (right)
with two hypothesis on the energy threshold.

In fact, even if a longer crystal reduces the leakage, it also increases the prob-
ability of an electron passing through the hole and hitting the crystal on the side.
The electronic showers originating from these electrons will not be completely con-
tained in the calorimeter, causing wrongly reconstructed tracks and clusters. These
events must then be avoided as much as possible.

Each crystal will also be wrapped with 3M ESR reflective film, 65 µm thick, to
avoid light leakage.

4.3 Simulated performance

The Mu2e software framework provides event reconstruction in the calorimeter
through several stages: the incident particle is simulated by GEANT4 software,
recording energy, position and time of each step; the energy depositions are then
converted into photons, accounting also for non-linearities and non-uniformities.
The APD response is then simulated with signal digitization and pile-up.

These crystal hits are used to form calorimeter clusters through an algorithm,
still in development, which finds the crystal hit with the largest energy and then
adds all the crystal with hits close in time (± 10 ns) and above a threshold of 3
times the average electronic noise.

The energy resolution is then estimated by simulating conversion electrons
coming from random positions in the stopping target with the expected pile-up
of environmental backgrounds. The distribution of the difference between the en-
ergy reconstructed by the calorimeter (Eclu) and by the tracker (Etrk) is fitted with
a Crystal Ball function [50]. Its resolution depends on the assumed light yield and
electronic noise. The tail on the low side is due to the background pile-up on the
conversion electron cluster, while the one on the right is mainly due to the leakage,
which its main contribution comes from albedo2 effect [42].

2In a scintillating crystal, the albedo effect consists in a fraction of the emitted light being reflected
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the track time is reconstructed as a track fit parameter. The standalone Mu2e track 
reconstruction attempts to find the 100 ns time slice within the microbunch with the 
maximum number of hits in it, and uses those hits to find a track. In the presence of the 
correlated in-time background produced by δ-electrons, such an approach relies strongly 
on the δ-electron hits being identified and excluded before execution of the track 
reconstruction, which at present uses a neural network-based procedure. A cluster 
produced by a track and reconstructed in the calorimeter can be used as a seed for the 
track finding. Figure 9.27 shows the momentum distributions for tracks found by the 
standalone track finding algorithm and for tracks that are missed by the standalone 
algorithm but reconstructed after incorporating the calorimeter clusters.  The calorimeter-
driven track finding improves the overall track finding efficiency by 18%. More details 
can be found in [23]. 

Figure 9.26. Difference between the input energy and the reconstructed cluster energy for a BaF2 
based calorimeter (left). The case presented is for a light yield of 30 p.e./MeV and 60 keV 
electronic noise. Dependence of the energy resolution for a BaF2 based calorimeter as a function 
of the light yield for different values of electronic noise, and with and without nominal 
background (right). 

9.9 Electronics 
The overall scheme for the calorimeter readout electronics is shown in Figure 9.28. The 
front-end electronics (FEE) consists of two discrete and independent chips (Amp-HV) for 
each crystal that are directly connected to the back of the photosensor pins. These provide 
both the amplification stage and a local linear regulation for the photosensor bias voltage. 
Each disk is subdivided into twelve similar azimuthal sectors of 78 crystals. Groups of 16 
Amp-HV chips are controlled by a dedicated ARM controller that distributes the LV and 
the HV reference values, while setting and reading back the locally regulated voltages. 
Groups of 16 amplified signals are sent to a digitizer module where they are sampled and 
processed before being optically transferred to the DAQ system. 
 

Figure 4.8: Left: distribution of the difference between the energy reconstructed by the
calorimeter (Eclu) and by the tracker (Etrk) with LY = 30 p.e./MeV and 300 keV electronic
noise. Right: energy resolution (FWHM/2.35) as a function of the light yield with different
hypothesis on the electronic noise.

In order to obtain the number of photoelectrons with the BaF2 coupled with
the UV-extended APD, we rescaled the measurement obtained with a UV-extended
photomultiplier taking into account the area scale factor and the difference in quan-
tum efficiency, obtaining ∼ 30 p.e./MeV.

With this value it is then possible to extrapolate the expected equivalent noise
energy (ENE) for a BaF2 calorimeter from the ENE obtained with the LYSO matrix
[28]:

NBaF2 = NLYSO · αp.e. · αgain · α−1
t , (4.5)

where:

• NLYSO is the ENE for a LYSO matrix (∼ 150 keV);

• αp.e. is the ratio between the two numbers of photoelectrons (∼ 2000/30
p.e./MeV);

• αgain is the ratio between the gains of the two APDs (∼ 1/10);

• αt is the ratio between the two signals length (∼ 200/60 ns).

With these scaling factors we then expect NBaF2 = 300 keV.
Assuming, then, 300 keV equivalent noise energy and 30 p.e./MeV, for a BaF2

calorimeter the simulated energy resolution is 4.3 MeV (FWHM/2.35) (Figure 4.8).

4.4 Radiation hardness

The expected dose deposited in each crystal is around 3 kRad/year (0.5 kRad/year)
in the front (back) disk, increasing to 15 kRad/year for the innermost crystals of

and escaping from the crystal without being collected by the photosensor.
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the front disk. Calorimeter crystals and respective photodetectors must then have
good radiation hardness, even for an eventual Run II with increased muon beam
intensity.

4.4.1 LYSO

LYSO was an ideal candidate for the Mu2e experiment and we show here the result
of radiation hardness tests.

A test with 5 different samples, 20 cm long, of LYSO showed that the emission-
weighted longitudinal transmittance (EWLT) has little dependence on total irradi-
ated dose (Figure 4.9 left), while the light output has a decrease of about 12% for
an integrated γ-ray dose up to 1 Mrad (Figure 4.9 right) [43].
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annealed or optically bleached for recovery [20]. This feature reduces the cost for 
radiation damage investigation, and provides a possibility to cure radiation damage in situ 
by e.g. optical bleaching. It was also found that radiation damage in 25-cm long BaF2 
crystals saturated after about 10 krad [19].  

Figure 9.18. The longitudinal transmittance spectra (left) and the normalized light output (right) 
are shown as a function of the integrated dose up to 1 Mrad for five LSO/LYSO samples. 

 
Figure 9.19 shows the longitudinal transmittance spectra (left) and the light output as a 
function of integration time (right) for a 25-cm BaF2 sample grown at SIC in 2012 as a 
function of the integrated dose up to 1 Mrad. The light output was measured using a 
R2059 PMT with a bi-alkali cathode and a quartz window that measures both the fast 
(A0) and slow (A1) components. Also shown in the left plot is the x-luminescence 
spectrum (blue dashes) and the corresponding EWLT values for the fast (220 nm) and 
slow (300 nm) scintillation component. Radiation damage at a level of 33% and 40% is 
observed in, respectively, the EWLT and light output for the fast scintillation component 
after an integrated dose of 10 krad. No further damage was observed beyond 10 krad, 
indicating that the defects in this BaF2 crystal are fully activated to form color centers at 
this radiation level. This saturation effect is consistent with the result observed twenty 
years ago [19].  
 
Since radiation damage in halide crystals is caused by oxygen contamination [14] it is 
expected that an R&D program aiming at reducing oxygen contamination will further 
improve crystal quality and reduce the level of radiation damage in BaF2. 
 

Figure 4.9: Left: longitudinal transmittance spectra for 5 samples, 20 cm long, of LYSO
crystals. Right: normalized light output as a function of the total integrated dose. Adapted
from [43].

This excellent radiation hardness is the best among all known inorganic crystal
scintillators.

4.4.2 BaF2

The BaF2 crystal, thoroughly investigated for the proposed GEM experiment at
SSC, has a dose-rate dependance on the radiation damage, which can be recovered
both through thermal annealing and optical bleaching.

Another interesting feature is the saturation of the radiation damage after about
10 krad, indicating that the defects in this BaF2 crystal are fully activated to form
color centers at this radiation level.

Radiation damage at a level of 33% and 40% is observed in, respectively, the
EWLT and light output for the fast scintillation component of a 25 cm long BaF2
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Figure 9.19. The longitudinal transmittance spectra (left) and the light output as a function of 
integration time (right) are shown as a function of the integrated dose up to 1 Mrad for a BaF2 

sample of 2.5 x 2.5 x 25 cm3. 

9.7.4 Radiation damage in pure CsI 
Because of its low melting point and raw material cost, pure CsI is a low-cost crystal 
scintillator. Table 3 shows that it has a fast scintillation light peaked at 310 nm, with a 
decay time of about 26 ns and a brightness that is similar to the fast component of BaF2. 
Its radiation damage has been found to be dose rate-independent [21]. Unlike BaF2, 
thermal annealing and optical bleaching were not found to be effective for CsI [16]. 
Radiation damage study for CsI is thus a costly exercise, since crystal samples after 
testing are unusable. It was also found that radiation damage in 20-cm long pure CsI 
crystals showed no saturation, with light output loss of 70 - 80% after 1 Mrad [20]. 
 
Figure 9.20 shows the longitudinal transmittance (left) and light response uniformity 
(right) for a pure CsI sample of 5 x 5 x 30 cm3 grown at SIC in 2013 and irradiated up to 
1 Mrad. Its light output was measured by using a R2059 PMT with a bi-alkali cathode 
and a quartz window. Also shown in the left plot is the photo-luminescence spectrum 
(blue dashes) and the corresponding EWLT values. Radiation damage at a level of about 
60% and 80% was observed respectively in EWLT and light output after an integrated 
dose of 1 Mrad. The damage, however, shows no saturation up to 1 Mrad, indicating a 
high density of defects in this crystal. The result of this measurement is consistent with 
the data obtained twenty years ago for 20-cm long pure CsI crystal samples from 
Kharkov [21].  
 

Figure 4.10: The longitudinal transmittance spectra (left) and the light output as a function
of integration time (right) are shown as a function of the integrated dose up to 1 Mrad for
a BaF2 sample of 2.5x2.5x25 cm3. Adapted from [54].

sample after receiving an integrated dose of 10 krad (Figure 4.10) [54].
Since radiation damage in halide crystals is caused by oxygen contamination,

it is expected that an R&D program aiming at reducing this contamination will
reduce the level of radiation damage in BaF2 [14].

4.4.3 CsI

Pure CsI has a low melting point and raw material cost, so it is the least expensive of
the three choices. However it suffers from dose rate-independent radiation damage,
which can’t be repaired with thermal annealing or optical bleaching [52]. CsI
crystals after irradiation are then unusable.

After 1 Mrad integrated dose, EWLT showed a decrease of 60%, while the
light output was 20% of the value before irradiation (Figure 4.11). Moreover, the
damage shows no sign of saturation.

So, all these three crystal scintillators suffer from radiation damage: however,
while LYSO and BaF2 can be partially recovered (through thermal annealing or
optical bleaching), CsI crystals must be replaced after a certain level of irradiation.

Comparing results of EWLT, radiation-induced absorption (RIAC) and emis-
sion spectrum peaks (Figure 4.12), LYSO proves to be the best, but, as previously
stated, the increase of Lu cost made this choice unfeasible.

BaF2, on the contrary, has the worst light output and EWLT at low integrated
doses, but it shows saturation at higher values, making it a good choice also for an
eventual Run II.

CsI has little radiation damage at low doses, but the absence of saturation in-
dicates a continuos degradation with increased irradiation. The value of decrease
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Since radiation damage in CsI crystals is caused by oxygen contamination [16], it is 
expected that an R&D program aiming at reducing oxygen contamination could improve 
crystal quality and reduce the level of radiation damage in CsI.  

 
Figure 9.20. The longitudinal transmittance (left) and the light output as a function of integration 
time (right) are shown as a function of the integrated dose up to 1 Mrad for a pure CsI sample of  
5 x 5 x 30 cm3. 

9.7.5 Summary 
All three inorganic crystal scintillators discussed in this section can be used to construct a 
total-absorption electromagnetic calorimeter for the Mu2e experiment. All materials 
suffer from radiation damage in the form of radiation-induced absorption or color-center 
formation. The radiation damage in all three crystals does not recover, so is not dose rate-
dependent in the manner of PbWO4. While radiation damage in LYSO and BaF2 can be 
thermally annealed, this is ineffective for pure CsI, indicating a high R&D cost to pursue 
pure CsI. Results obtained with BaF2 and pure CsI samples grown recently at SIC are 
consistent with data published twenty years ago. 
 
Figure 9.21 shows a comparison of the radiation hardness for these three crystal 
scintillators up to a 1 Mrad dose. The losses in EWLT (top left), light output (bottom left) 
and radiation-induced absorption coefficient (RIAC) at the peak of their radio-
luminescence spectra are shown. LSO/LYSO crystals are clearly the best in both light 
output and radiation hardness. The high cost of Lu2O3 raw material, however, makes its 
price prohibitive. Both BaF2 and pure CsI have comparably fast light and much lower 
cost. These two materials are, however, significantly more susceptible to radiation 
damage than LSO/LYSO. Because of low defect density, radiation damage in BaF2 

Figure 4.11: The longitudinal transmittance spectra (left) and the normalized light output
as a function of the distance from the photodetector (right) for 5 different integrated doses
up to 1 Mrad for a CsI sample 5x5x30 cm3. Adapted from [52].

observed is however more than reasonable for the expected dose in the Mu2e ex-
periment.

Chapter 9: Calorimeter 

Mu2e Technical Design Report 

9-21 

saturates after about 10 krad, promising a stable detector for high integrated doses. 
Radiation damage in pure CsI is small at low doses, but shows no saturation at high doses, 
indicating continuous degradation under irradiation. One additional advantage of BaF2 is 
that it is possible to cure radiation damage in BaF2 in situ through optical bleaching.  

Figure 9.21. The normalized EWLT and light output (left) and the RIAC at the emission peak 
(right) are shown as a function of the integrated dose up to 1 Mrad for LYSO, BaF2 and pure CsI 
crystals 

The quality of both BaF2 and pure CsI can be improved through systematic R&D 
programs aimed at reducing oxygen contamination during crystal growth. A close 
collaboration with crystal growers will be crucial for this effort. 

9.8 Simulation 

9.8.1 Calorimeter optimization 
The baseline calorimeter design for Mu2e consists of two annular disks [22] separated by 
approximately a half-wavelength of the typical conversion electron helical trajectory. 
This configuration minimizes the number of low-energy particles that intersect the 
calorimeter from the Transport Solenoid, the muon stopping target or the muon beam 
stop, while maintaining excellent signal efficiency. Hexagonal-faced crystals have been 
selected to tessellate the annular disk, as these provide a more natural tiling and offer 
better coverage than square crystals. Hexagonal crystals also offer superior light 
collection efficiency and more closely approximate the shape of electromagnetic showers. 
In optimizing the disk design the inner and outer radii of the disks, their placement and 
relative separation, and the dimensions of the crystals have been considered. 
 

Figure 4.12: Left: normalized EWLT and light output as a function of the integrated dose.
Right: RIAC at the emission peak as a function of the integrated dose for LYSO, BaF2 and
CsI.

4.4.4 Photosensors

The expected radiation dose deposited on the photosensors must still be simulated
in detail: however, an upper limit on this requirement can be extrapolated from the
expected dose on the back disk, which is, on average, 0.5 krad/year for gammas
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and 1011 n/cm2 for neutrons [14].
Exposure to radiation can have several effects on solid-state photodetectors:

loss of quantum efficiency, increased dark current, change of the breakdown volt-
age and loss of gain.

We hereby describe the results of irradiation on avalanche photodiodes, ex-
tensively studied for the CMS electromagnetic calorimeter, and on silicon photo-
multiplier, tested in December, 2014 at the CALLIOPE γ irradiation facility at the
ENEA - Casaccia centre, near Rome.

APD

Avalanche photodiodes, developed by Hamamatsu Photonics, are currently used
to read out the PbWO4 crystals in the barrel part of the CMS electromagnetic
calorimeter. The devices were then tested to satisfy the very demanding require-
ments of the CMS experiment: 4 T magnetic field, radiation hardness at the level
of 2 · 1013 n1 MeV/cm2 and 2.5 kGy (250 krad) [24].

The APDs were screened twice after a radiation dose double the maximum ex-
pected in the experiment (5 kGy of isotropic 60Co in 2 hours): after the irradiation,
5% of the tested devices had a too large dark current Id or a voltage breakdown Vb

changed by more than 5 V and were then rejected. The APDs which passed the
test, instead, were then annealed in a oven at 80◦ C for 4 weeks and then tested
again [10, 34].

This procedure allowed to reach the 99.9% reliability required and showed that
avalanche photodiodes are very robust, radiation hard devices, which should work
well also in the Mu2e environment.

SiPM

In December, 2014, we performed a test of the radiation effects on a silicon photo-
multiplier Hamamatsu MPPC 3x3 cm2, carried out at the CALLIOPE γ irradiation
facility at the ENEA - Casaccia centre, near Rome.

Figure 4.13: Irradiation map in Gy/h (right) and steel platform for the radioactive source
as seen from the control room (right). From [12].
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This plant is equipped with a 60Co source, which emits in coincidence two
photons of 1.173 MeV and 1.332 MeV, and the present activity is 3.5 · 1014 Bq
[12]. The radioactive source can be placed inside a water pool whenever access to
the cell is needed.

The plant design allows to choose the dose rate at which irradiate the sample,
by mapping the radiation field in the cell, with a maximum of 5.4 kGy/h (Figure
4.13).

The SiPM was then placed inside the cell and connected to a power source
placed in the control room through a long LEMO cable. The device was irradiated
with 4.5 krad, 9.4 krad and 14.6 krad (45 Gy, 94 Gy and 146 Gy respectively).

After each dose, the radioactive source was placed inside the water pool and
we waited 1 hour before taking data.

We then measured the dark current Id and the signal current Isig, obtained en-
lightening the device with a laser through a long, single-core, optical fiber. The
gain was obtained from the formula:

G =
Isig − Id

I0
sig − I0

d

. (4.6)

From the plot of the dark current as a function of the voltage applied to the
photosensor, we observed that the, at low voltages, Id increased by a factor of 10
after 14.8 krad (Figure 4.15 left), while, around the working point (68.9 V), its
value is almost unchanged (Figure 4.15 right).
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Figure 4.14: SiPM gain as a function of the supply voltage for various irradiation doses,
with a zoom of the plot around the working point on the right.

The gain, instead, showed a decrease of a factor of 5 in the working region
(Figure 4.14) after 14.8 krad. However, at the doses expected in the experiment
(< 1 krad/year), the SiPM performances seem to be unchanged. Further tests are
scheduled to measure device’s reliability.

So, both kinds of devices seem to operate correctly after the gamma irradiation
expected for the Mu2e experiment: however, the behavior of SiPMs under neutron
irradiation still has to be studied. A test at the FRM II neutron irradiation facility
(near Munich, Germany) is then planned.
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Figure 4.15: SiPM dark current as a function of the supply voltage for various irradiation
doses, with a zoom of the plot around the working point on the right.

4.5 Mechanics

The dimensions of the two disks have been chosen to maximize acceptance: each
disk has an inner radius of 351 mm, an outer radius of 660 mm.

Each disk will be supported by two coaxial cylinders. The inner cylinder must
be as thin as possible in order to minimize the passive material in the region where
spiraling background electrons are concentrated. The outer cylinder can be as ro-
bust as required to support the load of the crystals. Each disk has two cover plates.
The plate facing the beam will be made of low radiation length material to min-
imize the degradation of the electron energy deposition, while the back plate can
be very robust, because it will also support photosensors, FEE, HV/LV supply and
digitizers.
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Figure 9.40. CAD layout of the calorimeter mechanical support structure (top left), details of the 
inner and outer cylindrical shells (top right), hexagonal crystal view (bottom left) and placement 
of the crystals inside the disk (bottom right). 

In order to gain as much room as possible between the disks when servicing of the 
electronics or APDs is required, the crates are placed at the outermost region of each disk.  
The crates are mounted on a pneumatic cartridge that allows them to be extended radially, 
thereby completely exposing the area behind the crystals when required. The crates are 
designed to provide heat dissipation for the APDs and electronics boards; they will have 
metal fingers in contact with a cooling pipe routed circularly below the bottom of the 
rack’s connection mechanism to the disk. The cooling system will be connected to the 
same cooling circuit used by the tracking system. 

Figure 4.16: CAD layout of the calorimeter mechanical support structure (left) and details
of the inner and outer cylindrical shells (right).

The back plane will most likely be built of stainless steel or aluminum. It
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provides support for the whole mechanical system, but also provides access to
the back of each individual crystal. A readout unit is composed of a crystal, two
APDs and two AMP-HV chips, in order to have redundancy and increase the total
photosensor area. The APDs are optically connect to the crystal by means of BC-
630 optical grease and plugged on the back. The back plate will provide access to
each crystal and will support the APDs and electronics (Figure 4.16).

  Mu2e Technical Design Report 

Fermi National Accelerator laboratory 

9-40 

The back plate will also support the photosensors, the front-end electronics, HV/LV 
supply and digitizers. 

 
Figure 9.39. Placement of the two calorimeter disks on the rails in the Detector Solenoid. 

The crystal arrangement will be self-supporting, with the load carried primarily by the 
outer ring. A catenary structure resembling a Roman arch will be constructed to reduce 
the overall load on the inner cylinder. The mechanical properties of the crystals are 
critical for this type of configuration. These include the Young’s modulus, tensile 
modulus, Poisson ratio (or torsional modulus of elasticity), yield strength and ultimate 
strength. A Finite Element Model, using the crystal properties as input, will be 
constructed to optimize the design. The boundary conditions of this layout will be fixed 
and the structural analysis will be used to verify displacements and deformations of the 
various components. 
 
The back plane will most likely be built of stainless steel or aluminum. It provides 
support for the whole mechanical system, but also provides access to the back of each 
individual crystal. A readout unit is composed of a crystal, two APDs and two AMP-HV 
chips. The back plate will provide access to each crystal and will support the APDs and 
electronics. An example of the concept is shown for a small prototype in Figure 9.41. 
 
The FEE boards are located at the back of each disk. Figure 9.42 shows how the boards 
will be installed on the disk. With a granularity of 16 electronic channels per board and a 
total of 930 crystals per disk, each disk can be subdivided into 12 sectors with ~78 
crystals each. This allows for the electronics to be distributed into 12 crates per disk, 
where each crate houses 8 sets of AMP-HV and Waveform Digitizer boards 

Figure 4.17: 3D view of the two calorimeter disks. It is possible to appreciate the position
of the crates in the outermost region of the DS.

In order to gain as much room as possible between the disks when servicing of
the electronics or APDs is required, the crates are placed at the outermost region
of each disk (Figure 4.17). Heat dissipation will be provided through metal fingers
in contact with a cooling pipe, connected to the same cooling circuit used by the
tracking system.

4.6 FEE and digitizer

The front-end electronics (FEE) for the calorimeter readout consists of two discrete
and independent chips (Amp-HV) for each crystal that are directly connected to
the back of the photosensor pins. These provide both the amplification stage and a
local linear regulation for the photosensor bias voltage.

Groups of 16 Amp-HV chips are controlled by a dedicated ARM controller
that distributes the LV and the HV reference values, while setting and reading back
the locally regulated voltages. Groups of 16 amplified signals are sent to a digitizer
module where they are sampled and processed before being optically transferred
to the DAQ system.

The Amp-HV is a multi-layer double-sided discrete component chip that car-
ries out the two tasks of amplifying the signal and providing a locally regulated
bias voltage, thus significantly reducing the noise loop-area. The two functions are
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each independently executed in a single chip layer, named the Amp and HV sides,
respectively.
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The development of the Amp-HV chip has been done by the Laboratori Nazionali di 
Frascati (LNF) Electrical Design Department. A detailed description of the system can be 
found in [24]. Forty prototypes were built during 2013 and have been used for testing a 
LYSO matrix prototype. A picture of an Amp-HV prototype is shown in Figure 9.30. 

Figure 9.30. An Amp-HV prototype. 

The Amplification layer 
The specifications for the amplification layer have been developed and tuned to work 
with a Hamamatsu S8664 APD connected to a LYSO crystal. Minor adjustments to the 
gain and power dissipation parameters will be implemented in the next production run. 
The electronic scheme is that of a double stage transimpedance preamplifier, with a final 
trans-impedance gain of 14 kΩ (voltage equivalent, Vout/Vin of 300) while maintaining an 
equivalent noise charge (ENC) level of about 1000 electrons with no input capacitor 
source. The basic characteristics are described in Table 9.5; the preamplifier circuit 
schematic is shown in Figure 9.31.  
 

Table 9.5. Characteristics of the Amp-HV chip: (left) for the amplification side and (right) for the 
linear regulator side. 

• Dynamic( 2.5 V • Adjustment range Vout 250V to 500V 
• Bandwidth( 70 Mhz • Accuracy, reading and writing, Vout 16 bit 
• Rise Time 6 ns • Currency limiter can be adjusted tpv. 300 µA 
• Polarity Reversed • Noise total 2 mVpp 
• Output impedance 50 Ω • Long-term stability 100 ppm 
• Stability with source capacity - max 300 pf • Settling time < 500 µs, ρ<1 
• Coupling output end source AC • Typical power dissipation 135 mW 
• Noise, with source capacity of 1 pf 1000 enc • Double filter high voltage, attenuation 56 db 
• Power dissipation 14 mW   
• Power supply 6 V   
• Input protector over-voltage 10 mJ   

Figure 4.18: Front and rear view of one Amp-HV prototype.

The development of the Amp-HV chip has been done by the Laboratori Nazion-
ali di Frascati (LNF) Electrical Design Department. Forty prototypes were built
during 2013 and have been used for testing a LYSO matrix prototype (Figure 4.18)

The required characteristics for the preamplifier are:

• high amplification with low noise;

• fast signal rise and fall times for good time resolution and pileup rejection;

• a low detection threshold at the MeV level;

• must work in a rate environment of 200 kHz/channel;

• must have low power consumption.

The Mu2e Calorimeter Waveform Digitizer subsystem (Cal_WFD) is an elec-
tronic printed circuit board that digitizes analog data, serializes it and sends it up-
stream to the DAQ via a fiber optic transceiver. The Cal_WFD must also perform
some digital signal processing (DSP) operations, removing data below threshold as
well as providing the mean charge and time for each channel by means of running
averages. A prototype board has been designed and is currently being tested.

4.7 Calibration system

In order to achieve the best possible performance of the calorimeter, constant cali-
bration and monitoring during data taking is mandatory.

The use of radioactive sources is a proven technique for accomplishing such a
calibration: however, most long-lived sources emit energies around 1 MeV, which
is an energy not significantly above the noise level for the Mu2e experiment.

The electromagnetic calorimeter of the BaBar experiment used instead a 6.13
photon line obtained through short-lived 16O transition [15].
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The complete decay chain is:

19F + n→16N + α

16N →16 O∗ + β

16O∗ →16 O + γ

(4.7)

The fluorine, a component of FluorinertTMcoolant liquid, is activated with a
fast neutron source, producing the 16N isotope. This isotope then β-decays with a
half-life of 7 s to an excited state 16O∗, which in turn emits a 6.13 MeV photon as
it cascades to its ground state.

There are three principal contributions to the overall energy distribution: one
peak at 6.13 MeV, another at 5.62 MeV and a third at 5.11 MeV, the latter two
representing e+e− annihilation photon escape peaks (Figure 4.19).

calorimeter. Calibrations are performed about once a month to
a statistical uncertainty of ≤0.5% and a systematic uncertainty
of about 0.1%. The average loss in light yield over time due
to radiation damage as measured by the liquid source system
is documented in Fig. 8. Radiation measurements by RadFETs
located at the calorimeter indicate that the average radiation
dose so far is ∼0.7 kRad for the barrel and ∼1.1 kRad for the
endcap [4] [5]. For more details on the liquid source calibration
system see Ref. [6].

Fig. 7. Spectrum of 6.13MeV photons as detected by a crystal of the calorime-
ter. The Gaussian functions indicate the contributions from the 6.13MeV peak
(far right) and the two escape peaks (middle and left).
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Fig. 8. Relative loss in light yield over time for the backward barrel (blue),
forward barrel (red) and endcap (black) as measured by the liquid source
system. The yellow areas indicate major times without beam.

B. Bhabha Calibration
The second absolute energy calibration of individual crystals

is performed with e+e− → e+e− events from regular recorded
data. These calibrations involve crystal energies of 2.5 GeV to
8GeV, depending on the polar angle due to the asymmetry
in the beam energies. The calibration requires most crystals to
have at least 200 direct hits in order to reach a statistical error of
0.35% for individual crystals. The systematic error is estimated

to be less than 1% [7]. Calibration constants are currently
calculated up to once a month, but will soon be obtained more
frequently once the code is running automatically as part of the
regular reconstruction system. The constants change over time
in a way similar to the source calibration constants (Fig. 9).
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Fig. 9. Evolution of average Bhabha constants over time.

V. CLUSTER CALIBRATIONS
Not only calibrations of individual crystals are needed, but

also calibrations of the clusters, which are groups of adjacent
crystals in which the full shower energy of a particle is
deposited. These corrections adjust for shower energy lost at
the rear of the crystals, gaps between the crystals, and the sides
of the calorimeter.
For clusters with energies up to 2GeV, the calibration is

obtained from π0 mesons by correcting the photon energies
so that the distribution of the invariant mass of two photons
agrees with the expected π0 mass distribution. Corrections are
mostly in the 6% to 8% range. Figure 10 shows a typicalm(γγ)
distribution with a clear π0 peak. An improved version of the
calibration is currently being tested.

m/GeV
0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 0.22 0.24

En
tr

ie
s

0

2000

4000

6000

8000

10000
BaBar

mass = 134.9 MeV
sigma = 6.5 MeV

Fig. 10. Distribution of the invariant mass of photon pairs after applying the
cluster calibration.

For clusters with energies above 2GeV, the correction factors
are obtained from single-photon Monte Carlo simulation. Soon
new calibration constants based on e+e− → µµγ events will
be introduced.

Figure 4.19: Emission energy spectrum of the FluorinertTM. The peak at 6.13 MeV rep-
resents the emitting photon, while the other two correspond to e+e− annihilation photon
escape peaks. From [15].

These three peaks can then provide either an absolute calibration of the crystals
either a check of the response linearity at low energies.

The reaction starts with the neutron activation of the fluorine provided by a
deuterium-tritium (DT) generator, which emits 14.2 MeV neutrons, in a bath of
FluorinertTM. The liquid is then conveyed to the calorimeter crystals with a system
of manifolds and pipes and returns to the reservoir (Figure 4.20).
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Figure 4.20: Rear view of one disk with the system of pipes which conveys the
FluorinertTM through the crystals.

4.8 Monitoring system

In order to continuously monitor variations of the crystal transmittance and the
photosensor gains, a laser system has been designed following a scheme similar
to the one used for the CMS calorimeter [9]: the use of BaF2 crystals and then of
the RMD solar-blind photosensors, requires a laser with a wavelength where the
sensor has reasonable quantum efficiency.
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detector. The fiber end has a ferrule connector that will be positioned between the two 
photosensors and held in place by a small screw in a reproducible way. The light will be 
transmitted through the crystal and then reflected and diffused by the crystal and the 
wrapping material before it illuminates the active area of the photosensor. As shown in 
13 (left), an upper limit for the detectable light is at ~270 nm. Deterioration of the crystal 
transmittance due to the irradiation is usually concentrated at the lowest wavelengths and 
can be controlled by the source response assuming a tight control of the photosensor gain. 
We are evaluating different options for a laser emitting DUV light between  ~220 and 
260 nm. 
 
A schematic of the overall system is shown in Figure 9.59. A high-precision, high-power, 
pulsed laser sends light through standard collimation optics to an optical splitting system, 
done with mirrors, to subdivide the beam into 8 equal parts. By means of eight 1-mm 
diameter, 20 m long quartz fibers, the light is brought to the Detector Solenoid bulkhead 
and through a vacuum feed-through, to the back face of the calorimeter disks. On each 
disk, there are four 2-inch diameter integrating spheres (see Figure 9.60) with one input 
for the incoming fiber and three outputs. Running from two of the outputs is a bundle of 
150 200-µm diameter fused silica fibers, for a total of 1200 fibers/disk. Of the 1200 
fibers/disk, 930 are used for gain calibration, 8 for monitoring; the remaining 264 are 
replacements in case fibers crack during handling or installation 
 

Figure 9.59. Schematic of the laser monitor system. 

The light output from the laser system is monitored with pin-diodes that measure the 
output light from the laser and the returning light from the integration spheres. A total of 
50 pin diodes are needed. The pin diode monitors are required to track pulse amplitude 

Figure 4.21: Schematic view of the laser monitoring system: an UV laser enlightens an
optical splitter which sends the light to ThorLab IS-200 integrating spheres.
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The laser light is transmitted by a distribution system and optical fibers on
the readout side of the detector: the light will be transmitted through the crystal
and then reflected and diffused by the crystal and the wrapping material before it
illuminates the active area of the photosensor.

A schematic of the overall system is shown in Figure 4.21: a high-precision,
high-power, pulsed laser sends light through standard collimation optics to an op-
tical splitting system, done with mirrors, to subdivide the beam into 8 equal parts.
By means of eight 1 mm diameter, 20 m long quartz fibers, the light is brought to
the back face of the calorimeter disks through a vacuum feed-through.

On each disk, there are four 2-inch diameter integrating spheres3 with one input
for the incoming fiber and three outputs. Running from two of the outputs is a
bundle of 150-200 µm diameter fused silica fibers, for a total of 1200 fibers/disk.
Of the 1200 fibers/disk, 930 are used for gain calibration, 8 for monitoring; the
remaining 264 are replacements in case fibers crack during handling or installation.

The light from the laser system is monitored with pin-diodes which measure
the output light from the laser and the returning light from the integration spheres,
in order to check APDs gain. The laser and the monitor boxes will be temperature
controlled to reduce the variation of the laser to a few percent and to minimize the
pin-diode temperature correction.

A prototype of the laser monitoring system has been tested at INFN-LNF (Fig-
ure 4.22).
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9.12.1 Laser monitor prototype for the LYSO crystals 
The setup used for the transmission test and for the calibration of the LYSO calorimeter 
prototype is shown in Figure 9.61 (right).  The light source was an STA-01 solid-state 
pulsed laser emitting at 532 nm with a pulse energy of 0.5 µJ, a pulse width < 1 ns, good 
pulse-to-pulse stability (3%), and synchronization to an external trigger for frequencies 
up to 100 kHz. Table 9.8 summarizes the performance of equivalent STA-01 lasers 
emitting in the UV region that are being evaluated for the final implementation. The 
prototype distribution system uses a 2” integrating sphere, the ThorLab-IS200, with one 
input port and 3 output ports. Each of the output ports has a 0.5” diameter. Pictures of the 
sphere and of its reflectivity diagrams are shown in Figure 9.60. A Hamamatsu Pin-Diode 
S1722-02 is mounted in one sphere port to monitor the laser pulse variation, while a 
bundle of fifty 2 m long, Leoni fused silica fibers of 200 (400) µm diameter core (core 
plus cladding) is inserted with an SMA connector to another port. 
 

Figure 9.61. Transmission as a function of wavelength for fused silica fibers (left) and a picture of 
the light distribution system prototype (right).  

The number of photoelectrons, Npe, observed at the end of the transmission line has been 
determined by a direct measurement of the APD charge seen in the calorimeter. The input 
laser source was first reduced by a factor Tfilter = 200 by means of a neutral density filter, 
in order to avoid signal saturation.  The average APD charge, with the APD gain set to 50, 
was around 120 pC, with a channel-by-channel spread of ± 10%. This corresponds to Npe 
= 33,600, a factor of 3 more than required in the BaF2 case. However, this determination 
does not take into account the reduction factor of 14 that results from the initial optical 
splitting system and for the factor of 2 in the energy ratio between UV and green light. 
The measured Npe is consistent with the pulse energy and distribution losses. One photon 
at 520 nm corresponds to 4x10-19 J, so that in a single laser pulse ~1012 photons are 
produced. Using the measured Tfiber and Tfilter, the light transmitted at the end of the chain 
is estimated to be Nphoton= 1012 x (7x10-5) x 0.005 = 3.5 x 105. Correcting this estimate for 
the APD quantum efficiency of 70% and for the APD/crystal area ratio of 1/9, 27,000 
detected photoelectrons are expected, in reasonable agreement with the measurement. 
 

(le$)&transmission&as&a&func2on&of&wavelength&
&for&the&fused&silica&fibers&and&(right)&picture&of&&
the&light&distribu2on&system&prototype.&&

Figure 4.22: Picture of the light distribution system prototype tested at INFN-LNF, with a
green laser and an integrating sphere.

There is not a stringent requirement on the laser pulse width, since the APD
readout electronics has a rise time between 6 to 8 ns, thus setting an upper limit on
the width of 10 ns. Similarly, the pulse frequency is not strongly constrained since,
as shown in the prototype test [14], running at 1 Hz provides better than per-mil
statistical precision in one hour of data-taking.

3An integrating sphere is an optical component consisting of a hollow spherical cavity with its
interior covered with a diffuse white reflective coating, with small holes for entrance and exit ports.
It allows to distribute the light uniformly.
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It is indeed mandatory to synchronize the laser pulse with an external trigger to
allow the light to reach the detector at the correct time relative to the proton beam
pulse so that laser data can be taken during the time when the calorimeter is acquir-
ing physics data as well as during the gaps between beam when the calorimeter is
quiet.

The laser pulse energy is strongly attenuated by the distribution system. How-
ever, the laser signal is required to simulate a 100 MeV energy deposition. For
BaF2 this corresponds to ∼ 10000 p.e. in each photosensor. This roughly translates
to a 10-20 nJ energy source. A safety factor of 20 is designed into the system to
account for the eventual degradation of the signal transmission with time, resulting
in an energy pulse requirement of ∼ 0.5µJ.

There is a stringent requirement on the fibers. They should have high transmis-
sion at 200-260 nm, a small attenuation coefficient and they must be radiation hard
up to O(100 krad). The best choice is fused silica fibers.

Thus, except for the crystal (and then photosensor) choice, the calorimeter de-
sign is almost completed: the mechanical design does not present significant tech-
nological challenges and the use of already experimented solutions for monitoring
and calibration (e.g. liquid radioactive source from BaBar) significantly reduces
project risks.



Chapter 5

LYSO+APD matrix prototype

5.1 Introduction

The calorimeter for the Mu2e experiment must have a good performance in energy,
timing and position resolution. Before the actual operation of Mu2e, it is necessary
to test the calorimeter performance with a small size prototype.

The R&D process for a LYSO calorimeter began with the test in 2009 of a small
size prototype at BTF (Beam Test Facility of Laboratori Nazionali di Frascati) [27].
In February 2011, another prototype was built to be tested at MAMI accelerator
Facility at Mainz.

This prototype consisted of an inner matrix of 9 LYSO crystals by SICCAS
(20x20x150 mm3) readout by Hamamatsu APDs S8664 (10x10 mm2) and sur-
rounded by an outer matrix, for leakage recovery, composed of 8 PbWO4 crystals
readout by standard Hamamatsu bialkali photomultipliers of 1" diameter [28].

So, in order to complete the R&D stage with LYSO crystals coupled to APDs,
in March 2014, after the order of 25 LYSO crystals of larger volume (30x30x130
mm3), a new matrix prototype was built with transverse dimensions corresponding
to ∼2.8 RM and longitudinal dimensions corresponding to 11-12 X0.

The first 16 crystals were assembled in a matrix and we measured its time
resolution with MIPs and laser signals at the INFN Frascati laboratories. Then,
after the arrival of the last 9 crystals, we studied energy resolution, interaction
length X0 of the crystal, longitudinal uniformity and position resolution at MAMI
facility in Mainz. Finally, time resolution was measured with a e− beam at the
Beam Test Facility (BTF) in Frascati.

Indeed, the measure of the required time resolution (< 1 ns) is not feasible at
MAMI, due to the large trigger jitter (∼1 ns) [28].

5.2 Description of the prototype

The prototype consists of a matrix of 25 LYSO crystals by SICCAS (30x30x130
mm3) readout by Hamamatsu APDs S8664-1010 (10x10 mm2).

63
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Each crystal was first wrapped with a 60 µm thick 3M ESR sheet, which dif-
fusely reflects the scintillation light escaping the crystal with high efficiency and
helps to increase the light collection. The photosensors were on optical contact to
the rear surface of the crystals by means of Saint-Gobain BC-630 optical grease.
The APDs lodgments were 3D printed with PVC and wedged into metallic Faraday
cages. Then, the entire matrix has been installed in a light tight box (Figure 5.1).

Figure 5.1: Left: Hamamatsu APD inserted into its PVC lodgment and then wedged into a
metallic box. Right: rear view of the matrix with one APD inserted.

Every APD was illuminated by a green (530 nm wavelength), 0.5 µJ/pulse,
laser through 250 µm core diameter fused silica optical fibers. The fibers were in-
serted in a special connector, polished and positioned directly into the APD hold-
ers. The laser pulse was synchronized with an external trigger (Figure 5.4). Signal
width of the laser was < 10 ns.

The entire matrix has then been simulated with the GEANT4 software frame-
work, respecting all the construction features (dimensions, positioning, photosen-
sors, non-longitudinal uniformity and non-linear energy response effects, 60 µm
ESR wrapping, beam dimensions), in order to validate experimental results (Fig-
ure 5.2).

5.3 Time resolution with MIPs and laser

Before the arrival of the last 9 LYSO crystals, that were procured by Fermi National
Accelerator Laboratory (FNAL) and tested at Caltech, a preliminary measure of
the time resolution with MIPs and laser signals has been carried out at LNF-INFN
laboratories in Frascati.

5.3.1 Experimental setup

The 16 LYSO crystals (30 x 30 x 130 mm3), procured by INFN, have first been
tested upon receiving with a 22Na source and a spectrophotometer and then assem-
bled in a 5x5 matrix [29], leaving one row and one column empty.
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Figure 5.2: GEANT4 3D simulation of a photon impinging on the central crystal of the
matrix.

The FEE (Front End Electronics) consisted of 16 Amp-HV boards, where the
high voltage is set and monitored by two ARM controllers, 8 channels each [47].

Figure 5.3: From left to right: front view of the matrix (on the far side it’s possible to see
the APDs), bottom view before the cabling and bottom view after the cabling.

The cosmic ray trigger consisted of two NE-110 plastic scintillation counters
(50x50x200 mm3) positioned above and below the matrix. We have selected only
vertical cosmic rays (MIPs) by requiring a signal in every crystal of one of the
selected column and no signals in the two adjacent columns. For the edges we
looked only to the closest column.

5.3.2 Waveform digitization

The waveform samples are obtained by reading out the FEE signals with two
CAEN-1720 digitizers, of 12-bit resolution and a sampling rate of 250 Msps, re-
sulting in 4 ns ∆T time bins. The full vertical scale ranges from 0 to 2 V; the related
digitizer error is then 2

212 ≈ 0.5 mV. The electronic noise associated to the system
was 0.87 mV, as obtained calculating the RMS of the distribution of the voltages at
a fixed time sample in a no-signal zone for all the events (Figure 5.5).

Since the LYSO emission time τs (∼ 40 ns) [17] is much larger than the pho-
tosensor response time (∼ 8 ns), we expect the photoelectrons to be distributed in
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transmitted light allows calibration and monitoring of the APD gains. Figure 9.46 shows 
the test system, with optical fibers entering from the back side of the crystals. A 
simplified cooling system has also been implemented during the test by flowing cold air 
in the FEE region, aiming only to keep the calorimeter at constant temperature. This 
system was not intended to be a prototype of the cooling system that must work in 
vacuum and is therefore based on conduction. A temperature monitor, based on a PT-100 
sensor, was inserted close to the central crystal and photosensor box. 

 Figure 9.46. The FEE controller connected to the 16 FEE chips, optical fibers (green caps) 
entering the back of the APD supports and a scope for signal monitoring. 

A week of data-taking was planned for the second week of February 2014 at the Frascati 
BTF facility with e- beams between 100 and 300 MeV. For this test, only 16 crystals were 
available. However, due to a large leak of the main water supply in Frascati, the cooling 
systems and most of the Laboratory infrastructure were shut down for three weeks, and 
the beam test had to be re-scheduled. Another test with a complete matrix will be carried 
out at BTF at a later date. One week of data-taking is planned at MAMI in September 
2014.  
 
In the following sections we summarize the results obtained with cosmic ray and laser 
testing. Using the WFD, both the pedestal values and the charge were obtained by 
integrating the pulse shape for 400 ns in out-of-time and in-time windows with respect to 
the signal maximum amplitude. The results are expressed in pC. Two techniques were 
used to determine the timing associated to a pulse: a simple algorithm based on the 
centroid technique, and one based on a fitting of the signal shape.  

Determination of noise and coherent noise 
The noise of each single readout channel has been evaluated with an out-of-time gate. 
Typical distributions are shown in Figure 9.47. The obtained pedestal distributions are 
well represented by a Gaussian fit with a mean close to 0 and σ of ~1.2 pC. The 
distribution of the sum of the charge for 1 board (i.e., 8 channels) still has a Gaussian 

Figure 5.4: Laser system: the FEE controllers are connected to 16 FEE chips and the
optical fibers (in green) carrying the laser light enter into the back of the APD supports.

∼ 4 · τs. For this reason the photoelectron statistics related error, in each sample, is
given by

δVp.e. = Vi ·
δNp.e.

Np.e.
= Vi · 1√

Np.e.
, (5.1)

where Np.e. = N · Qi
Qtot

is the number of photoelectrons in the sample, N is the
number of photoelectrons for a ∼ 27 MeV MIP energy deposition, Qi the charge
corresponding to a Vi voltage and Qtot the total charge.

The light yield has been estimated with the aid of a 22Na source, resulting
in a value of 2500 p.e./MeV for a LYSO crystal. Qi is related to Vi simply as
Qi = Vi · ∆T
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Figure 5.5: On the left, the histogram of the voltage values at a fixed time sample in a
no-signal zone. The RMS is considered as the error associated to the electronic noise for a
single time sample. On the right, the response of the APD and of the FEE as seen on the
scope.

The total error associated to a MIP signal is then given, for each sample, by the
quadratic sum of these three terms:

δMIP
∆V = 0.5 mV ⊕ 0.87 mV ⊕ δVp.e.. (5.2)
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For the laser signals, instead, the error related to the photoelectron statistics is
negligible (due to the high number of photoelectrons emitted and the fast emission
time1):

δlaser
∆V = 0.5 mV ⊕ 0.87 mV. (5.3)

Two examples of waveform, one for the laser and one for the MIP signals,
with their relative errors superimposed, are reported in Figure 5.6. While their rise
time is comparable (∼ 20 ns), the decay time is much slower for the MIP signals, as
expected for the larger contribution of the scintillation time (∼ 200 ns) with respect
to the APD quenching time (∼ 30 ns) (Figure 5.5).
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Figure 5.6: Top: sample waveform for a laser signal and a zoomed region to see the errors.
Bottom: sample waveform for a MIP signal and a zoomed region to see the errors.

5.3.3 Waveform parametrization

The generic emission time distribution for a scintillator can be described as a fast
component generated by a two-step scintillation cascade and a slow component
[36]:

E(t) =

e−t/τ f −e−t/τr

τ f−τr
+ R

τs
e−t/τs

1 + R
, (5.4)

where τ f , τs, τr are time constant of the fast and slow scintillation process and of
the rising part respectively and R is the ratio between the slow and the fast compo-
nent. If we assume that the resolution function of our system is a Gaussian, then

1For the laser case, the waveform shapes are due only to the electronic contribution.
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the resulting distribution which to be used to fit the waveforms is the convolution
of a Gaussian with (5.4):

V(t) =
1

1 + R

[
τ f f (t, τ f ) − τr f (t, τr)

τ f − τr
+ R f (t, τs)

]
, (5.5)

where

f (t, τ) =
1
2τ

[
1 + erf

(
1√
2

(
t
σt
− σt

τ

))]
e−(t/τ−σ2

t /2τ
2) (5.6)

and σt is the Gaussian standard deviation.
For the very fast signals coming from the APD, illuminated by the green laser,

we instead parametrized the signal with a Log-normal distribution (3.1).

5.3.4 Fitting procedure

As previously described, the minimum ionizing particles crossing the matrix are
selected only if there is a signal in every crystal of one of the two central columns
and no signal in the neighboring columns. To select the columns at the edges, we
only require the selected column to be fired and to have no signal in the closest
column (Figure 5.7).

Figure 5.7: While the laser illuminates every crystal through optical fibers (right), the
vertical cosmic rays are selected if only one column is hit (left), without signal in the
neighboring ones. The columns are numbered from 0 to 3 starting from the right.

We first fit the pulse shape with (3.1), by fixing the standard deviation of the
Gaussian at σt = 8 ns, due to the APD intrinsic resolution. Since the LYSO does
not present a slow component, we fixed R = 0.001 and τs = 500 ns. The distribu-
tion of the fit parameters provides an estimate for the rise and decay time constants
of each channel (Table 5.1).

Since the convolution is done with a Gaussian response that is not match-
ing perfectly the APD response, we also tried to fit the pulse shape with a free
parametrization. The Landau function, as defined in the ROOT library, showed to
approximate quite well the shape of the waveform (Figure 5.8).
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Cell Rise time τr [ns] Decay time τ f [ns]

0,0 7.03 ± 0.90 38.22 ± 1.57
1,0 9.67 ± 1.21 43.65 ± 1.76
2,0 7.74 ± 0.80 40.76 ± 1.53
3,0 7.08 ± 1.01 38.20 ± 1.59

0,1 7.85 ± 0.90 40.31 ± 0.99
1,1 9.84 ± 0.73 42.45 ± 0.94
2,1 8.19 ± 0.67 41.62 ± 0.84
3,1 7.89 ± 1.06 41.90 ± 1.61

0,2 7.93 ± 1.06 49.30 ± 1.91
1,2 9.71 ± 0.90 43.44 ± 1.23
2,2 9.34 ± 0.69 42.84 ± 0.89
3,2 9.62 ± 1.15 41.86 ± 1.86

0,3 8.00 ± 0.75 41.54 ± 1.23
1,3 8.26 ± 0.72 40.86 ± 0.87
2,3 8.58 ± 0.84 42.06 ± 1.12
3,3 9.72 ± 1.60 39.97 ± 3.12

Table 5.1: Time constants τr and τ f of MIP signals for every cell.

The χ2/DOF distributions for both fits are well peaked at 1, while the residuals
distributions (defined as V(t)−data

δV ), are peaked at -0.15 (0.08) with an RMS of 0.84
(0.92) for the convoluted function (Landau) fit (Figure 5.9).
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Figure 5.8: Example of a fit to a waveform for a MIP energy deposition with the convoluted
(left) and Landau (right) function.
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Figure 5.9: Top (bottom): χ2/DOF and residual distributions for the fit to a waveform for a
MIP energy deposition: for the case of a convoluted function (top) and a Landau (bottom).
Residuals are defined as V(t)−data

δV , where δV is defined in (5.1).

5.3.5 Pulse shape fit results

Our goal is to estimate the time resolution and reduce the effects due to the digitizer
sampling. In each column, we used the top two cells as the measurement sample
and the bottom two cells to evaluate the t0s, since the external trigger used had a
jitter larger than 10 ns.

The calculation is carried out with a 3-step procedure for each column:

1. we first calculate the difference between the maximum of the V(t) function
extracted from the fit for the cell on the top t0,1 and the charge weighted
average of the same value for cell 2 and 3:

δt0 = t0 −
∑3

i=2 tiEi∑3
i=2 Ei

; (5.7)

2. we then calculate the difference between the charge weighted average for
cell 0 and cell 1 and the charge weighted average for cell 2 and 3:

δt01 =

∑1
i=0 tiEi∑1
i=0 Ei

−
∑3

i=2 tiEi∑3
i=2 Ei

; (5.8)

3. we correct the time dependence on the total charge, as obtained with a p0 +
p1√

E
fit to the time difference profile vs. the charge (Figure 5.10).
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Figure 5.10: On the left (right) δt0 (δt01) profile as a function of the integrated charge E0
(E0+E1) for column 1.

As shown in Figure 5.11, we observe a strong dependence of the time resolu-
tion with respect to the fit interval. The optimal resolution is found in the following
fit ranges:

• for the convolution function the best result is obtained with [tstart, tmax+100],
where

• for the Landau function the best interval is [tmax − 50, tmax + 100],

where tstart is the time when V = 0.3 · Vmax and (tmax,Vmax) is the maximum point
of the digitized waveform.
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Figure 5.11: Left (right): Standard deviation of the distribution δt01 as a function of the
upper limit for the convoluted (Landau) fit (e.g. 70 means that the upper limit is tmax + 70).

The final results after optimization are shown in Figure 5.12 and Table 5.2.
This study shows that the ad hoc parametrization improves of a ∼30% the timing
resolution.

5.3.6 CAEN TDC results

In order to confirm our results with standard methods, the time resolution has
been calculated, only for column 1, by using a CAMAC TDC readout with a 48.8
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Figure 5.12: Time difference distributions for the calorimeter column 1. Top left: distri-
bution of the time difference δt0 with convoluted function fit. Top right: distribution of
the time difference δt01 with convoluted function fit. Bottom left: distribution of the time
difference δt0 with Landau fit. Bottom right: distribution of the time difference δt01 with
Landau fit.

ps/count CAEN TDC applying a 30 mV threshold to discriminate the signal. In
this case, the TDC value is the time registered when the pulse height reaches 30
mV (Figure 5.13).
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Figure 5.13: Left: distribution of the time difference δt0 obtained with CAEN TDC. Right:
distribution of the time difference δt01 obtained with CAEN TDC. (1 count = 48.8 ps)

The slewing dependence of the signal is corrected for every crystal with a p0 +
p1√

E
parametrization: large pulse height signals reach the threshold slightly earlier
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Column Time difference Integrated charge [pC] σt [ps]
Mean RMS Convolution Landau

0 δt0 167 28 537 ± 13 462 ± 12
δt01 408 41 490 ± 12 386 ± 8

1 δt0 247 39 452 ± 10 332 ± 8
δt01 508 57 419 ± 11 316 ± 7

2 δt0 251 40 516 ± 13 463 ± 11
δt01 510 56 464 ± 11 369 ± 8

3 δt0 238 44 571 ± 16 458 ± 12
δt01 442 63 533 ± 16 415 ± 10

Table 5.2: Time resolutions of MIP signals for every column with convolution fit and
Landau fit of the digitized waveforms. The integrated charge is normalized to the laser
peak of the top cell.

than the smaller ones (Figure 5.14).
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Figure 5.14: Left top: TDC time vs. signal charge for cell 1,0. Right top: TDC time vs.
signal charge for cell 1,1. Left bottom: TDC time vs. signal charge for cell 1,2. Right
bottom: TDC time vs. signal charge for cell 1,3.

The results obtained with the TDC are shown in Table 5.3 and are although
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similar with the ones obtained with the ad hoc Landau fits of the digitized shapes.
In this comparison we add also the t0 − t1 time distribution as shown in the second
row of Table 5.3 and in Figure 5.15.

Time difference Integrated charge [pC] σt [ps]
Mean RMS Convolution Landau TDC

δt01 508 68 419 ± 11 316 ± 7 343 ± 8
t0 − t1 247 39 652 ± 17 541 ± 14 476 ± 10

Table 5.3: Time resolutions of MIP signals for column 1 with Landau fit, convolution fit
and with CAEN TDC.

Assuming similar equalization and fluctuation between the four channels used
for the measurement, the time resolution of δ01 should be

√
2 the resolution of

t0 + t1, since t2 + t3 is used for the trigger jitter subtraction.
In this way, for the CAMAC (digitizer) measurements, we expect 242 ps (223

ps) time resolution at 60 MeV energy deposition. From the simple t0 − t1 measure-
ment we expect a factor of 2 difference with t0 + t1 (

√
2 for the trigger jitter,

√
2

for the energy), so we extract 238 ps (270 ps) for the CAMAC (digitizer) case.
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Figure 5.15: From left to right: distribution of the difference t0 − t1 obtained with the
convolution function fit, Landau function fit and CAEN TDC for the column 1 repsectively.

Summarizing, the time resolution for MIPs obtained with an ad hoc Landau
function is similar to the one obtained with a CAMAC TDC readout (Table 5.2).
Landau fit presents the best result with a measured time resolution σt = 316 ± 7
ps at ∼ 60 MeV energy deposition (∼ 500 pC). This resolution corresponds to a
223 ± 5 ps resolution if the trigger jitter is subtracted.

5.3.7 Laser pulse shape fit results

The use of the laser allows us to calculate the time resolution related to photosensor,
FEE and digitization as a function of the total integrated charge. The procedure is
divided, also in this case, in 3 steps:

1. divide the crystals matrix in two parts 2x4 channels each;
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Figure 5.16: Fit of a laser event with the Log-normal function.

2. calculate the difference between the charge weighted average of tmax for cells
0,0, 0,0+0,1, ...,

∑i=1, j=3
i=0, j=0 i, j and the charge weighted average of the tmax for

cells 2,0, 2,0+2,1, ...,
∑i=3, j=3

i=2, j=0 i, j:

t0,0 −
∑i=3, j=3

i=2, j=0 ti, jEi, j∑i=3, j=3
i=2, j=0 Ei, j

, . . . ,

∑i=1, j=3
i=0, j=0 ti, jEi, j∑i=1, j=3

i=0, j=0 Ei, j
−

∑i=3, j=3
i=2, j=0 ti, jEi, j∑i=3, j=3

i=2, j=0 Ei, j
. (5.9)

In this way we can estimate the time resolution for 8 different integrated
charges;

3. invert the two parts of the matrix and repeat the calculation 2, in order to
obtain another 8 values.

The time are obtained with a Log-normal fit on the interval [tmax − 15 : tmax +

30], where tmax corresponds to the time of the maximum value of the digitized
signal (Figure 5.16).
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Figure 5.17: χ2/DOF and residual distribution for Log-normal fit on laser signals.
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The distribution of χ2/DOF from the fits is peaked at 1 and has a residual
distribution peaked at -0.04 with an RMS of 0.83 (Figure 5.17).

The dependence of the time resolution on the total integrated charge is shown
in Figure 5.18. It follows the expected quadratic sum [40]:

σt(E) =
a√
E
⊕ b

E
⊕ c, (5.10)

where:

• a represents sampling fluctuations, intrinsic shower fluctuations and photo-
electron statistics;

• b represents pedestal fluctuations and noise;

• c represents detector non-uniformity, calibration uncertainty and incomplete
shower containment (leakage).

The noise term b has been disregarded in the fit and the obtained a and c pa-
rameter are 1.36 ± 0.02 ns·pc

1
2 and 0.058 ± 0.001 ns, respectively. The best time

resolution is σt = 72 ± 1 ps for an integrated charge of E = 858 ± 1 pC and the
shape seems to exhibit a limit of ∼ 70 ps, due to photoelectronic response and to
the electronic setup.
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Figure 5.18: Time resolution with respect to the total integrated charge.

5.4 Time resolution with e− beam at BTF

The Beam Test Facility (BTF) is part of the DAΦNE (Double Annular Factory for
Nice Experiments) accelerator complex in Frascati, equipped for the test of particle
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detectors. The complex includes a linear accelerator (Linac), which, with a 50 Hz
frequency, can either inject positrons and electrons into the DAΦNE accumulator
ring, either send the beam to the BTF area through a deflecting pulsed magnet
(Figure 5.19).

Here, the beam hits a copper target of variable width, which attenuates its inten-
sity. Thus, a spectrometer allows to select the momentum of the emerging particles
with a 1% resolution at 500 MeV and a spot dimension of ∼ 5 mm2. With this
system is then possible to have a beam with the desired energy and intensity.

Figure 5.19: Schematic design of the Linac and the BTF facility: a deflecting pulsed mag-
net allows to send the beam to the BTF area (on top-right), while the DAΦNE accumulator
ring takes the undeflected bunches. Courtesy of the BTF collaboration.

5.4.1 Experimental setup

As previously stated, electrons and positrons are sent to the BTF with a 50 Hz
frequency: each Linac burst has a ∼10 ns time width and it is divided into 180-
200 ps long bunches: the trigger provided by the Linac would then have O(10) ns
time resolution and it is then necessary to rephase the system on the single bunch
through an external detector.

Two NE110 scintillating paddles coupled with standard photomultipliers and
placed above and below the matrix were used for cosmic rays triggering.

In order to trigger the electron beam we used, instead, two scintillating fingers
0.5 x 1 x 5 cm3, readout by SensL SiPM 4 x 4 mm2 and placed orthogonally.

Data was acquired with a VME system from CAEN and read out by a flash
ADC, CAEN V1720, with 250 MS/s and 12 bit time resolution on a ±1 V dynamic
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range.

Figure 5.20: Picture of the BTF hall with the experimental setup used for the matrix time
resolution measurement.

5.4.2 Time resolution

From the result obtained with the MIPs test, it is possible to conclude that the ad
hoc Landau function well approximates the pulse shape coming from APDs for
large signals.

Entries  40222

Mean   -0.04407

RMS    0.7882

Voltage [mV]
-10 -5 0 5 10

N
. E

n
tr

ie
s 

/ 0
.5

 m
V

0

2000

4000

6000

8000

10000

12000 Entries  40222

Mean   -0.04407

RMS    0.7882

Figure 5.21: Histogram of the voltage values at a fixed time sample in a no-signal zone.
The RMS is considered as the error associated to the electronic noise for a single time
sample.

The total error associated to these signals has the same three terms used for the
MIPs test:

δ∆V = 0.5 mV ⊕ 0.79 mV ⊕ δVp.e., (5.11)
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where the first term is given by the digitizer (due to its 12 bit resolution) and the
second term has been estimated from the RMS of the distribution of the voltages
at a fixed time sample in a no-signal zone (Figure 5.21).

On the contrary, the very fast signals coming from the two fingers put between
the beam and the matrix will be fitted with the Log-normal function (3.1), disre-
garding the photoelectron statistic-related error, as we did for the signals coming
from APDs when illuminated by green laser.

The response of the entire matrix must then be equalized: the peak of the MIP
spectrum for each crystal has been used for this purpose: the following charge
spectra are then expressed in MIP equivalent units, where 1 MIP ' 27 MeV (Figure
5.22).
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Figure 5.22: MIP charge spectra for each crystal fitted with a Landau function, with the
matrix seen from the front.

Time resolution with finger trigger

The two fingers put between the matrix and the beam exit allow to extrapolate
the time resolution of the entire matrix through the σ of the following Gaussian
distribution:

∆t =

∑25
i=1 tiEi∑25
i=1 Ei

− t f1 + t f2

2
, (5.12)

where
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• ti is the reconstructed time by the Landau fit for the i-th cell;

• Ei is the deposited energy in the i-th cell;

• t f1 and t f2 are the reconstructed times by the Log-normal fit for the two fin-
gers.

As it has been observed in the previous MIP and laser test, the fit procedure
introduces a dependance of the reconstructed peak from the charge of the signal:
the distribution of ti − (t f1 + t f2)/2 has then to be corrected for each i cell with a
a + b

E + c√
E

fit (Figure 5.23).
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Figure 5.23: Slewing correction with a a + b/E + c/
√

E fit of the central cell of the matrix.

However, the electrons from the Linac can come also as doublets and triplets:
in order to select only single-particle events, a cut on the total charge deposited
in the matrix is then mandatory. It is possible to modify the observed particle
multiplicity tuning the intensity of the beam or adjusting the collimation. Indeed,
the Poisson distribution for our beam was set at λ = 0.8, giving a not-negligible
probability for double and triple-particle events.
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Figure 5.24: Right: Scatter plot deposited charge - ∆t for an electron beam of 100 MeV.
Left: projection on the abscissa of the scatter plot. The charge distribution is correctly
peaked at ∼3.5 times the MIP peak (∼ 95 MeV).
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Thus, from the scatter plot with the integrated charge on the abscissa and ∆t on
the ordinate, it is easy to identify three areas corresponding to single, double and
triple particle deposition in the matrix. For the run with a 100 MeV energy electron
beam, the right cut on total deposited charge is then 5 times the MIP peak (∼ 135
MeV) (Figure 5.24).
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Figure 5.25: On the left (right), charge spectrum of the first (second) finger with a 100
MeV e− beam. The range selected for the single-particle events is [70, 160] pC ([40, 80]
pC).

It is possible to observe several peaks also in the charge spectra of the finger.
We then added a further cut on the charge deposited in the two fingers, setting a
range of [70, 160] pC and [40, 80] pC for the first and the second finger, respec-
tively (Figure 5.25).

The ∆t distribution, as defined in (5.11), has then been fitted with a double
Gaussian function (Figure 5.26 left), obtaining σ1 = 228± 6 ps and σ2 = 639± 88
ps. The tails are due to wrongly fitted waveforms and also to the presence of pile-up
in the matrix.
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Figure 5.26: Left: ∆t distribution as defined in (5.11) and fitted with a double Gaussian
function. Right: distribution of t f1 − t f2 fitted with a Gaussian function.

If we then subtract in quadrature from σ1 the trigger jitter (σ/2 = 149 ± 2 ps
of the t f1 − t f2 distribution, Figure 5.26 right), we obtain a final result for the time
resolution of the matrix at 100 MeV of σt = 173 ± 8 ps.
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Analysis of the time resolution at higher energies is still ongoing.

Time resolution in situ

In the real experiment, the use of scintillating fingers to measure the time reso-
lution is obviously unfeasible: so, we tested a technique which allows to use the
calorimeter itself as trigger.

Firing the e− beam between two adjacent crystals is then possible, indeed, to
subtract the time of one crystal from the time of other one, obtaining, in principle,
the same result given by the fingers technique.

With the beam energy set at 200 MeV it is possible to obtain the time resolution
at 100 MeV from the σ/

√
2 of the t1 − t2 distribution, where t1 and t2 are the times

of the two crystal, respectively (Figure 5.27).
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Figure 5.27: Distribution of t1 − t2 with a 200 MeV e− beam firing between two crystals

Fitting the distribution with a double Gaussian function, we obtain σ1 = 230±
11 ps and σ2 = 545± 26 ps. Thus, dividing σ1 by

√
2 because of the jitter subtrac-

tion, we obtain a time resolution of σt = 163± 8 ps, which coincide with the result
obtained with the fingers within the statistical error.

However, this method has a generally lower statistical sample: the electromag-
netic shower is not always symmetric, so we need to check whether the energy
deposited in the two cells is almost the same. In our technique, we set a toler-
ance of 10% on the ratio of the two energies (between 0.9 and 1.1). Moreover, the
energy deposited in the rest of matrix is not considered in measurement.

5.4.3 Energy resolution

From the charge spectrum calibrated with MIP peaks it is possible to obtain the
energy resolution of this matrix with the e− beam available at the BTF.

Then, selecting single-particle events it is possible to fit the spectra with a Log-
normal function (3.1). We used 3 energy values of the e− beam: 100 MeV, 150
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MeV and 200 MeV (Figure 5.28), obtaining an energy resolution of 9.16%, 8.63%
and 5.80% respectively.

Data analysis at higher energies is still ongoing: in fact, because of APDs
saturation at Ebeam > 200 MeV, different HV settings were used, so the entire
matrix needs to be recalibrated for these runs.
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Figure 5.28: Charge spectra of the matrix for e− beam energies of 100 MeV, 150 MeV, 200
MeV.

5.4.4 CsI single crystal time resolution

The movable table present in the BTF hall allowed us to test also the time resolution
of a single pure CsI crystal, 30x30x180 mm3, with the same experimental setup
used for the matrix (Figure 5.20).

The crystal was first wrapped with a Teflon reflective sheet and then inserted in
a custom PVC black box. At one end of the box a UV-enhanced Hamamatsu SiPM
(MPPC) was placed, coupled to the crystal by means of Bluesil silicone paste 7.

The box was then placed in front of the 100 MeV BTF beam: in order to select
only single-electron events we used the charge range [1000, 2500] pc, which has a
peak at 2226 pC (Figure 5.29 right), corresponding to ∼ 43 MeV (the calibration
was performed with a MIPs run).

The waveforms coming from the photodetector have been fitted with the usual
Landau function. After the slewing correction, we fitted the tCsI − (t f1 + t f2)/2
distribution with a double Gaussian function (Figure 5.30 left). The much larger
tails are due, in this case, to the single-particle peak selection. With only one
crystal, indeed, it is more difficult to select single-electron events (Figure 5.29).



CHAPTER 5. LYSO+APD MATRIX PROTOTYPE 84

Entries  8124

Mean     1762

RMS      1346

 / ndf 2χ  13.95 / 33

     η  0.1471± 0.6257 

   σ  37.0±   764 

 peakE  38.9±  2226 

Norm      7.080e+03± 2.178e+05 

Charge [pC]
0 1000 2000 3000 4000 5000 6000 7000

N
. E

ve
n

ts
 / 

50
 p

C

0

50

100

150

200

250

300
Entries  8124

Mean     1762

RMS      1346

 / ndf 2χ  13.95 / 33

     η  0.1471± 0.6257 

   σ  37.0±   764 

 peakE  38.9±  2226 

Norm      7.080e+03± 2.178e+05 

Figure 5.29: Left: CsI readout by SiPM, finger 1, finger 2 and gate signals as seen on the
scope (from top to bottom). Right: Histogram of the charge deposited in the CsI crystal
with an electron beam of 100 MeV energy. The charge range used to select single-electron
events was [1000, 2500] pC.

We obtain for the crystal: σ1 = 699 ± 31 and σ2 = 2.83 ± 0.12 ns.
The trigger jitter t f1 − t f2 has been fitted with a double Gaussian too, obtaining

σ1 = 270 ± 11 ps and σ2 = 642 ± 24 ps.
If we subtract in quadrature σ1/2 of this jitter we obtain a final time resolution

for the CsI crystal of σCsI = 686 ± 43 ps.
However, these results are not directly comparable with the ones obtained with

the LYSO matrix: the electromagnetic shower, in fact, is not entirely contained in
the single CsI crystal.

Entries  1600
Mean   -0.02732
RMS     1.997

 / ndf 2χ  22.64 / 41
Norm 1    10.1±   212 

  
1

µ  0.0303± -0.1719 
 1σ  0.0312± 0.6989 

Norm 2    3.63± 36.78 
  

2
µ  0.1184± 0.2052 

 2σ  0.121± 2.825 

)/2finger2+t
finger1

 - (tCsIt
-15 -10 -5 0 5 10 15

N
. E

n
tr

ie
s 

/ 0
.4

 n
s

0

50

100

150

200

250 Entries  1600
Mean   -0.02732
RMS     1.997

 / ndf 2χ  22.64 / 41
Norm 1    10.1±   212 

  
1

µ  0.0303± -0.1719 
 1σ  0.0312± 0.6989 

Norm 2    3.63± 36.78 
  

2
µ  0.1184± 0.2052 

 2σ  0.121± 2.825 

Entries  1600
Mean   -0.1597
RMS    0.9179

 / ndf 2χ  158.2 / 69
Norm 1    6.2± 128.5 

  
1

µ  0.01303± 0.01039 
 1σ  0.0106± 0.2702 

Norm 2    1.3±    30 
  

2
µ  0.0368± -0.2782 

 2σ  0.0235± 0.6416 

 [ns]finger2-tfinger1t
-5 -4 -3 -2 -1 0 1 2 3

N
. E

n
tr

ie
s 

/ 0
.1

 n
s

0

20

40

60

80

100

120

140

160 Entries  1600
Mean   -0.1597
RMS    0.9179

 / ndf 2χ  158.2 / 69
Norm 1    6.2± 128.5 

  
1

µ  0.01303± 0.01039 
 1σ  0.0106± 0.2702 

Norm 2    1.3±    30 
  

2
µ  0.0368± -0.2782 

 2σ  0.0235± 0.6416 

Figure 5.30: Left: histogram of the tCsI − (t f1 + t f2 )/2 distribution. Right: histogram of the
t f1 − t f2 distribution.

5.5 Test with a tagged photon beam at MAMI

The BTF beam at INFN laboratories in Frascati has a 1% energy resolution at 500
MeV, but, as we have seen before, a sensibly higher value in the energy range of
our interest (O(8%) at 100 MeV). Thus, in order to better understand the energy
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resolution of our LYSO matrix, it has been tested with the tagged photon beam
available at the Mainz Microtron (MAMI).

This facility provides a continuous wave electron accelerator, which is run by
the Institute for Nuclear Physics of the University of Mainz (Germany). MAMI
can generate an intense photon beam with the following technique: a high qual-
ity electron beam is recirculated through linear accelerating sections (linacs) many
times, with the orbits through the recirculating magnets tuned such that the elec-
trons arrive in phase with the RF field in the linacs.

Figure 5.31: Schematics of the MAMI accelerator complex.

In this way, the MAMI (Mainz Microtron) electron beam facility produces up
to a 1.5 GeV, high quality, ∼100% duty factor electron beam (Figure 5.31). In
the facility hall A2 the electron beam is converted to an intense (∼108 γ/s) beam
of real photons through bremsstrahlung in a thin metal foil radiator. The scattered
electrons in this process are momentum analyzed by a plastic scintillator spectrom-
eter which provides a determination of the energy of the associated bremsstrahlung
photon with a resolution of few per thousand.

Owing to the extensive beam monitor and computer control system, the accel-
erator complex is easy to operate, and several automatic routines serve for short
beam setup and optimization times, allowing selectable rate (from few kHz to
MHz) and energy between 20 and 380 MeV when running the primary energy
beam to 800 MeV.
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5.5.1 Experimental setup

The test beam of 5x5 LYSO matrix has been carried out in the Hall A2. The quality
of the tagged photon beam had a momentum spread ∆p(FWHM) = 1 MeV and a
transversal cross section on the calorimeter front face of about 8 mm diameter.
The calorimeter prototype was installed over a movable table (Figure 5.32), so it
was possible to change the position of the matrix with respect to the photon beam.
However, the presence of the Crystal Ball and TAPS experiments did not allow to
put the matrix directly in front of the beam, so the photons must travel in the air for
∼20 m.

Figure 5.32: Matrix of 5x5 LYSO crystals at MAMI, where the photon beam impinged on
the center of the cross. On the top of the matrix there is a scintillator used for cosmic rays
triggering.

The DAQ system was the same used at BTF: data was acquired with a VME
acquisition system, LeCroy ADC readout and TDC boards. The photon beam had
an average rate of 10-20 kHz.

The data acquisition was written on disk at ∼10 Hz. The temperature of the
experimental hall (∼24 oC) was continuously monitored with thermo-sensors at-
tached to the electronics and preamplifiers and was stable at the level of ± 0.5 oC.

About 10k events were collected for each run. A fixed photon energy (92.5
MeV) was used for the position dependent scan. Pedestal and test pulse runs were
taken once every few hours during the beam time to check the system stability.

5.5.2 Noise contribution

The overall noise (APD, FEE, HV...) for the single read-out channel has been
estimated by performing pedestal runs based on a random trigger. The detector was
kept in working condition. We have also compared the pedestal distribution taken
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with (without) the beam impinging on the detector; differences were negligible
with the 10 kHz photon beam.
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Figure 5.33: Histogram of the charges deposited in the entire calorimeter with no signal.

The overall noise for the entire matrix was of:

σnoise = 1.08 ± 0.01 MeV. (5.13)

5.5.3 Calibration and linearity of the response

The total response of the detector is defined as:

Qtot =
Qi − Pi

Mi
(5.14)

where Qi and Pi are the collected charge and the pedestal of the i-th channel and
Mi is the minimum ionization peak.
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Figure 5.34: Peak of the energy deposited in the calorimeter as a function of the beam
energy obtained with a MC simulation (left) and peak of the charge deposited as a function
of the energy deposited (right).

Calorimeter response of each channel has been equalized with the beam itself:
the table has been moved in order to hit the center of each crystal with a 104.6
MeV photon beam.
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Selection of beam events has been performed with a cut on the time distribution
of the signals. From the histogram of the waveforms peak times it is possible to
select the events corresponding to beam particles hitting the matrix: the selected
range was [1710, 1750] ns (Figure 5.35). The width of this time window is due to
the effect of the ADC sampling.

Entries  10504

Mean     1726

RMS     10.18

 Time [ns]
1680 1690 1700 1710 1720 1730 1740 1750 1760 1770 1780

N
. E

n
tr

ie
s 

/ 4
 n

s

0

200

400

600

800

1000

1200

1400

1600

1800 Entries  10504

Mean     1726

RMS     10.18

Figure 5.35: Histogram of the waveform peak times for beam events. The width is due to
the effect of the ADC sampling.

In order to determine most probable values and then evaluate the linearity of
the system, charge distributions have been fitted with the Log-normal distribution
(3.1).
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Figure 5.36: Left: 2D histogram of the energy deposited in the central crystal (E0) vs. the
energy deposited in the rest of the matrix (Einner + Eouter) with a photon beam of 92.5 MeV.
Right: MC simulation of the same quantities. Events around 0 MeV are due to out-of-time
events (Figure 5.35).

Plotting the energy deposited in the matrix as a function of the beam energy
obtained with the MC simulation, we found an angular coefficient of 0.96 ± 0.01
(Figure 5.34 left).

Thus, in order to obtain the relation between the charge of the signal and the
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energy deposited it is necessary to plot the peak of the charge spectra as a function
of 0.96 · Ebeam: the fitting slope has then an angular coeffient of 12.75 ± 0.01
pC/MeV (Figure 5.34 right).

Plotting the energy deposited in the central cell (E0) vs. the energy deposited
in the rest of the matrix (Einner + Eouter where Einner and Eouter represent the sum
of the energies of the inner ring and of the outer ring respectively), it is possible
to verify that these two quantities are anti-correlated, as expected (Figure 5.36).
The events around 0 MeV are due to out-of-time events, which fall into the time
cut [1710,1750] ns (Figure 5.35): in fact, selecting events with a different time cut
(e.g. [1660, 1700] ns), it is possible to see that there are some out-of-time photons,
maybe due to multiple scattering in the air or in the experimental apparatus placed
between the beam exit and the matrix (Figure 5.37).
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Figure 5.37: Left: Energy spectrum of out-of-time events. Right: 2D histogram of the
energy deposited in the central crystal (E0) vs. the energy deposited in the rest of the
matrix (Einner + Eouter). Ebeam is set at 92.5 MeV and the time window used is [1660, 1700]
ns.

5.5.4 Test result and comparison with MC simulation

Test beam results have been compared to Monte Carlo studies: as previously stated,
we ran a complete GEANT4 simulation respecting all the construction features of
the matrix: dimensions, positioning, photosensors and wrapping.

Beam dimensions have been reproduced too: the position (xbeam, ybeam) is
smeared so that its diameter lies within the actual cross-section beam diameter
value of 8 mm. The deposited energies have also been smeared in each crystal to
take into account the photoelectron statistics and the electronic noise as follows:

• to take into account the effective number of photoelectrons/MeV, the energy
was smeared with a Poisson distribution. The average light yield used was
400 p.e/MeV;

• to take into account the electronic noise, the energy was further smeared with
a Gaussian distribution (µ = 0, σ = 150 keV).
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Photon transportation has not been simulated, because of CPU limits. Photons
and electrons in the crystal shower development are tracked down to 10 keV.

Energy resolution

In order to evaluate the energy resolution, 5 energy values of the photon beam have
been selected: 61.3 MeV, 92.5 MeV, 125.3 MeV, 155.7 MeV, 187.1 MeV.

Each energy distribution has been fitted with a Log-normal function (3.1): fit
ranges have been selected to optimize χ2/NDF ratio.
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Figure 5.38: From top-left: total energy deposited in the matrix with photon beam energies:
61.3 MeV, 92.5 MeV, 125.3 MeV, 155.7 MeV, 187.1 MeV. The red solid line represents
the Log-normal fitted function of the data points, while the light blue histogram is obtained
with MC simulation.

To match MC results with experimental ones, we inserted an additional 2.8%
Gaussian smearing in the total energy distribution, taking into account APD gain



CHAPTER 5. LYSO+APD MATRIX PROTOTYPE 91

stability, crystals miscalibration, longitudinal non-uniformity and non-linearity ef-
fects: in this way, the data-MC agreement is excellent (Figure 5.38).

The energy dependence of the energy resolution for whole matrix is shown in
Figure 5.39 for the data and for the MC simulation without the additional 2.8%
smearing. The slope has then been fitted with the standard equation [40]:

σE

E
=

a√
E
⊕ b

E
⊕ c, (5.15)

with energy E expressed in GeV.
The noise term b, expected to be < 0.1%, is disregarded in the fit procedure.
We then obtain 0.56% ± 0.15% (0.67% ± 0.05%) for the term a and 4.20% ±

0.18% (2.83%±0.11%) for the term c in the case of data (simulated) points (Figure
5.39).

The slight increase of theσE/E ratio at high energies is probably due to leakage
effects.

Energy [GeV]
0 0.05 0.1 0.15 0.2 0.25 0.3

/E
 [%

]
σ

0

1

2

3

4

5

6

7

 / ndf 2χ  2.021 / 3
a         0.1541± 0.5568 
c         0.1843± 4.204 

 / ndf 2χ  2.021 / 3
a         0.1541± 0.5568 
c         0.1843± 4.204 

 c⊕ Ea/
 / ndf 2χ   2.76 / 3

a         0.04704± 0.6663 
c         0.1066± 2.832 

 / ndf 2χ   2.76 / 3
a         0.04704± 0.6663 
c         0.1066± 2.832 

Data

Montecarlo

Figure 5.39: Dependence of the energy resolution on the total energy deposited in the
LYSO matrix.

Interaction length X0

While high-energy electrons lose energy predominantly by bremsstrahlung, the
main phenomenon involving high-energy photons is e+e− pair production [17].

The characteristic amount of matter traversed for these related interactions is
called the radiation length X0, which, in the case of photons, is equal to 7/9 the
mean free path λ for pair production. The probability to produce e+e− pairs as a
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function of the length of the electromagnetic shower is then given by:

I(x) = I(0) · exp
(
−7

9
· x

X0

)
. (5.16)

So, in order to obtain the X0 coefficient the matrix was rotated of 90◦ and then
hit by the photon beam: the electron shower would then propagate through the
horizontally placed crystals, allowing us to count the number of events in each
column above a certain energy threshold (set to 3 MeV).

Thus, inverting the equation (5.16) it is possible to obtain the X0 for various
values of the distance x (3, 6, 9 and 12 cm because of the crystals width):

X0 = −7
9

x

ln I(x)
I(0)

, (5.17)

where I(x) was taken as the number of events at the distance x.
The final value has been calculated through a weighted arithmetic mean:

X0 =

∑
X0(x)σ−2(x)∑
σ−2(x)

, (5.18)

where X0(x) and σ(x) are, respectively, the radiation length and its error calculated
at the distance x.
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Figure 5.40: Reconstructed interaction length X0 for various photon beam energies with
an energy threshold on the single crystal of 3 MeV.

The experimental results range from 1.94 cm at 61.28 MeV to 1.55 cm at 313
MeV, with a slope which seems to flatten (Figure 5.40). The MC simulation gives
smaller result (1.66 cm at 61.28 MeV and 1.28 cm at 313 MeV), but around the
energy of our interest (∼100 MeV) the difference is quite small (∼6%).
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Longitudinal uniformity

Moving the 90◦ rotated matrix horizontally it is possible to test the longitudinal
uniformity of the crystals. The following results refer to the center crystal with the
photon beam energy set at 92.5 MeV.
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Figure 5.41: Left: horizontal energy scan on the central crystal with Ebeam = 92.5 MeV.
APDs are placed at x = 60 mm. Right: energy deposited in each column of the matrix as a
function of its position respect the photon beam.

Calculating the ratio between the energy deposited in the matrix when the beam
impinges the center (x = 0) and the energy deposited when the matrix is not hori-
zontally aligned allows us to check the response and to observe leakage effects on
the matrix sides.

In Figure 5.41 left, MC simulation is not within the data statistical error only
for the first point: the slight difference at x = 43.3 mm (photodetectors are placed
at x = 60 mm and the beam is coming from the negative abscissa) could be due to
photon transportation effects, not implemented in the software simulator.

It is also possible to study the propagation of the electromagnetic shower along
the matrix: measuring the energy deposited in every column (or slice), we can
observe that the great majority of the energy is deposited in the first two slices, as
expected from the value of X0.

Position resolution

The Mu2e calorimeter must have 1 cm of position resolution: with this prototype
is then possible to verify if a LYSO matrix satisfies this requirement. So, with
the photon beam impinging on the center of the front face of the matrix, we can
calculate the average position of the hit, weighted by the energy:

x =

∑
i xiEi∑

i Ei
, (5.19)

where xi (yi) is given by the number of the column (row) (-9 cm for the first column,
-6 cm for the second one, etc.).
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The experimental results (Figure 5.42) give an RMS of 0.446 ± 0.003 cm
(0.415 ± 0.003 cm) for the x (y) axis, so well below the experiment requirement of
1 cm. However, in this test, the beam impinged on the matrix orthogonally, while
in the experiment the electrons will hit the disk with an angle of ∼ 40◦, causing a
deterioration of the position resolution.

MC data are in good agreement with experimental ones: on the ordinate the
two RMSs coincide within the statistical error, while on the abscissa there is a
discrepancy of 0.5 mm, probably due to a misalignment of the matrix.

Also the experimental and simulated scatter plot of energy depositions on the
xy plane (Figure 5.43) have similar contours.
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Figure 5.42: On the left (right), energy deposition weighted by the position x (y). The solid
red line refers to the MC simulation, while the black points represent data.
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Figure 5.43: Experimental (left) and simulated (right) scatter plot of the position-weighted
energy deposition in the matrix.

So these two test beams, together with cosmic ray and laser tests, have shown
that LYSO crystals, together with large-area APDs and the developed FEE, are well
matched to the calorimeter requirements.

Using the experience gained in this prototyping phase, an R&D program has
begun also for BaF2. Part of this program will be to compare its performance with
the backup alternative of pure CsI.
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These studies will be based both on source and cosmic rays tests. The BaF2
R&D program includes also development and evaluation of the UV-extended, solar-
blind APDs from RMD/JPL. For the CsI, currently available SiPMs and APDs can
be used.



Conclusions

In this thesis we have shown the goal of the Mu2e experiment and its physics
motivation. The experimental setup, with its peculiar Superconducting Magnetic
System, has then been briefly described.

This apparatus, combined with an intense, pulsed, muon beam will help to
improve the present limit on muon conversion in the field of a nucleus of four
orders of magnitude. Its results, combined with the ones from MEG-II will help to
discriminate between several New Physics scenarios.

Subsequently, we demonstrated, through a software simulation, that the elec-
tromagnetic calorimeter with an energy resolution around 5% can provide a fun-
damental confirmation of a signal candidate, due to the existence of lower energy
events which mimic a conversion electron in the tracker.

Moreover, the calorimeter can help reducing background from muons and an-
tiprotons to the level required by the experiment, improving also the tracker recon-
struction efficiency.

The calorimeter design was then described in detail, explaining the choice of
the crystal and of the coupled photosensor. In particular, even though the first
choice, LYSO crystals coupled to standard APDs, proved to be unfeasible because
of budget constraints, we showed that the calorimeter requirements can be met also
by BaF2 coupled to UV-extended, custom APDs, now being developed by JPL and
RMD. However, if these photodetectors will not be ready by the final technology
choice (May 2015), the backup option will be pure CsI crystals coupled with SiPM.

We also presented the preliminary results of an irradiation test performed with
the CALLIOPE γ source at the ENEA - Casaccia centre, where we measured, for
several irradiation doses, the dark current and the gain of a Hamamatsu SiPM. With
∼5 times the dose expected in the Mu2e environment (around 1 krad/year), the gain
decreased by a factor of 3, while the dark current around the working point did not
show an appreciable change.

In the fifth and last chapter we characterized a matrix prototype of 5x5 LYSO
crystals readout by Hamamatsu APDs S8664-1010, completing an R&D stage be-
gan in 2009. In fact, even though LYSO is no more the baseline choice, the know-
how and expertise acquired with scintillating crystals and solid-state photodetec-
tors will be fundamental for the initial stage of data taking.

Thus, with two test beams, one with photons at the MAMI facility in Mainz and
one with electrons at the Beam Test Facility in Frascati, we measured energy, time
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and position resolution of the prototype. By fitting the dependence upon energy of
the energy resolution obtained at MAMI we found the following result:

σE

E [GeV]
=

0.56%√
E [GeV]

⊕ 4.20%, (5.20)

where 0.56% is the stochastic term and 4.20% the constant term (leakage domi-
nated), which satisfies the 5% at 105 MeV requirement of the experiment. Compar-
ing this result with a full GEANT4 study of the matrix, we found that a further 2.8%
Gaussian smearing must be added to the simulation for each crystal, probably be-
cause of APD gain instability, crystals miscalibration, longitudinal non-uniformity
and non-linearity effects.

The measured time resolution, obtained instead at the BTF in Frascati, was of
σt = 173 ± 8 ps at 100 MeV, so well below the 500 ps requirement.

Also the obtained position resolution of 0.40x0.41 cm2 (at 92.5 MeV) fully
satisfies the 1x1 cm2 requirement.

So, having completed the LYSO R&D stage, a BaF2 matrix prototype with new
APDs and a CsI matrix prototype with SiPM are currently being prepared.

Mu2e has already obtained CD2/3a approval by the United States Department
of Energy, securing its funds. Thus, after the technology choice in May and the
final CD3 approval, apparatus construction and assembly will begin, with the first
data taking stage set in 2020.
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