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Chapter 1

Standard Model

1.1 Introduction

In the 19th century, the fundamental units of matter were believed to be

atoms. Further experiments in the the early 20th century demonstrated that

protons and neutrons are just two examples of a class of particles called

hadrons, and that hadrons are composed of quarks bound together by glu-

ons. This has evolved to today’s Standard Model of particle physics (SM)

which encapsulates our knowledge of elementary particles and the fundamen-

tal forces between them.



2

1.2 The Standard Model

The Standard Model consists of the subatomic particles that build up matter

and the rules for their interactions using quantum theory. The strong inter-

actions are described by quantum chromodynamics or QCD, while the weak

and electromagnetic interactions are described by the electroweak theory.

The gravitational interactions, though considered one of the fundamental in-

teractions, are generally too small to play a role in particle interactions, and

are omitted from the Standard Model of particle physics [1].

1.2.1 Elementary Particles

The elementary particles of the SM come in two types: spin one-half fermions

and spin one bosons. The fermions are divided into leptons and quarks, and

obey Fermi-Dirac statistics. The bosons are the force carriers and obey Bose-

Einstein statistics. Because the interactions support gauge symmetries, the

force carriers are commonly called gauge bosons.

There are six leptons and six quarks, each organized into three generations

of doublets. The three charged leptons are electron(e), muon (µ) and tauon

(τ). All three are associated with a neutral particle called neutrino. The three

neutrinos are: electron neutrino (νe), muon neutrino (νµ) and tau neutrino

(ντ ). The six quark flavors are up (u), down (d), charm (c), strange (s),

top (t) and bottom (b) quarks. Corresponding to each quark, there is an

anti-quark with opposite charge. Figure 1.1 shows the Standard Model for
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Figure 1.1: Elementary Particles and their force carriers in the Standard
Model

elementary particles, showing particle generations and their force carriers.

Lepton doublets are :




νe

e







νµ

µ







ντ

τ


 . (1.1)

Quarks doublets or generations are written as :




u

d







c

s







t

b


 . (1.2)

Leptons carry integral charge values: -e , 0 , +e. Charged leptons interact

through weak and electromagnetic forces and neutrinos interact via only weak

forces. Masses of neutral leptons are very small or zero. Table 1.1[2] shows

the measured masses or limits of the leptons.
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Table 1.1: The measured masses or mass upper-limits for the leptons. Ev-
idence for nonzero neutrino mass has been found from the observation of
neutrino oscillations.

Particle Q Mass
e -1 .511 MeV/c2

µ -1 105.65 MeV/c2

τ -1 1777.03 MeV/c2

νe 0 < 3 eV/c2

νµ 0 < 0.19 MeV/c2

ντ 0 < 18.2 MeV/c2

Table 1.2: Quark charges and their approximate masses. Quarks are spin-
1/2 hadrons and carry baryon number 1/3 while anti-quarks have baryon
number -1/3.

Name Symbol Q Mass
Down d -1/3 350 MeV/c2

Up u 2/3 350 MeV/c2

Strange s -1/3 550 MeV/c2

Charmed c 2/3 1800 MeV/c2

Bottom b -1/3 4500 MeV/c2

Top t 2/3 175,000 MeV/c2

Quarks interact by strong, weak and electromagnetic forces. The presence

of the same flavor of quarks in a particle leads to the violation of Pauli’s

exclusion principle according to which no two identical fermions can occupy

the same quantum state. This problem was solved by assigning an additional

quantum number to quarks. This additional degree of freedom is called

“color”. Each quark can have one of three different colors, red, blue and

green, and their anti-quarks come in the corresponding anti-colors. Table 1.2

[3] lists the charges and approximate masses of the quarks. Quarks are not
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directly observable. They are found in bound states called hadrons. Hadrons

are colorless objects and are formed from three quarks (or three anti-quarks)

each of different color, or from a quark and anti-quark pair of a color and anti-

color. Three-quark states are called baryons, and quark–anti-quark states are

called mesons. Quark combinations for hadrons are:

Baryon = QiQjQk (three quarks)

Meson = QiQj (quark-antiquark pair)

The D0 meson consists of a charm quark and up anti-quark (cu)

1.2.2 Particle Interactions

Particle interactions are mediated by the exchange of gauge bosons. The

gauge bosons are spin-1 particles and follow the group structure SU(3)C ⊗
SU(2)L ⊗ U(1)Y , where “C” refers to the color, “L” is lefthanded and “Y”

is the weak hypercharge. The virtual photon is responsible for the electro-

magnetic force. Weak interactions take place with the exchange of W+, W−

and Z0 gauge bosons. Since the exchange of W± causes a change in charge

they are called “charged-current” reactions while Z0 causes no change in the

charge and hence their interactions are called “neutral-current” reactions.

Strong interactions take place through gluons. The gravitons which are the

exchange particles for gravitational force have not been observed so far. Glu-

ons are considered bi-colored exchange particles responsible for the color force

between quarks. They are electrically neutral.

These interactions follow conservation rules [4]. They conserve momen-
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tum, angular momentum, charge and CPT (charge, parity and time reversal).

For strong and electromagnetic interactions C, P and T are separately con-

served while weak interactions conserve none of them separately, only the

total combination CPT.

1.3 Decay Modes

Decay modes are grouped by their short distance structure. Flavor changing

neutral current decays (FCNC) are highly suppressed decays in the Standard

Model. The FCNC decays require both the electromagnetic or strong as well

as the weak interactions to occur [5]. Moreover, short distance contributions

to charm decays are small, and they give an opportunity to study higher order

interactions of suppressed decays in SM. Rare charm decays include processes

such as D0 → µ−µ+ , D0 → e−e+, D0 → e±µ∓. Table 1.3 [6] displays some

of the FCNC decay modes of D mesons, along with the experimental limits

on their branching fractions.

1.4 Motivation for studying charm decays

One objective for studying the heavy quarks is to address the SM predictions

for FCNC transitions of charm mesons. Rare charm decays are sensitive to

the effects of beyond the SM physics and hence have the potential to probe

new physics. The expected short-range SM contribution for FCNC decays is
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Table 1.3: The experimental limits for D+ → πll, D+
s → πll, D0 → l+l−

Mode Experimental Limit
D+ → π+µ+µ− 8.8×10−6

D+ → π+e+e− 5.2×10−5

D+ → π+µ±e∓ 3.4×10−5

D+ → π−µ+µ+ 4.8×10−6

D+ → π−e+e+ 9.6×10−5

D+ → π−µ+e+ 5.0×10−5

D+
s → π+µ+µ− 1.4×10−4

D+
s → π+µ+µ− 1.4×10−4

D+
s → π+e+e− 2.7×10−4

D+
s → π+µ±e∓ 6.1×10−4

D+
s → π−µ+µ+ 8.2×10−5

D+
s → π+e+e+ 6.9×10−4

D+
s → π−µ+e+ 7.3×10−4

D0 → µ+µ− 1.3×10−6

D0 → e+e− 1.2×10−6

D0 → µ±e∓ 8.1×10−7

small due to the GIM (Glashow-Iliopoulos-Maiani) mechanism; these decays

are dominated by long range effects [7]. The long range branching fraction

prediction is affected by hadronic uncertainties which arise from the transi-

tion of hadrons from initial to final state. The decay D0 → e−e+ is a FCNC

process which does not violate any standard model conservation laws but is

CKM, GIM and helicity suppressed [8]. The FCNC transitions also involve

the coupling of the quark flavor changing vertex to the charged current ,

W± bosons, giving rise to weak interactions. Hence, the study of such decay

modes helps in the understanding of long distance effects and can be used to

set an upper limit on these contributions.

The D0 → e+e− branching ratio limit is determined using the following
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inequality [10]:

B(D0 → e+e−) ≤ B(D0 → Kπ)
N(ee)

N(Kπ)
× ε(Kπ)

ε(ee)
× a(Kπ)

a(ee)
(1.3)

where B(D0 → K−π+) is the normalization branching fraction, N(ee) and

N(Kπ) are the numbers of D0 → e+e− and D0 → K−π+ events observed

after background subtraction, and ε and a are the efficiency and acceptance

for each decay mode. We use Monte Carlo simulation to estimate the most

significant part of the acceptance and efficiency for D0 → e+e− in order

to estimate the sensitivity for this decay in the data. The sensitivity is

also affected by backgrounds that fake the e+e− final state. To estimate

background from hadrons faking electrons, we used D∗ tagged D0 → K−π+

decays to determine the electron fake rates for the π′s and K ′s.
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Chapter 2

CDF Detector

2.1 Overview

The Collider Detector at Fermilab (CDF) is designed to study pp collisions

at the Fermilab Tevatron collider. Currently, it is the world’s highest energy

collider, colliding beams of protons and antiprotons with energies close to

2 TeV. Studying the particle interactions at such high energies allows us to

observe some rare decays and processes. Luminosity, the measure of the rate

of particle collisions, is directly related to the intensity of the particle beams.

It is used to calculate the event rate. The initial goal of Run II was to achieve

an integrated luminosity of 2 fb−1 and initial luminosity of 5 ×1032cm−2s−1.

There are 1010 - 1014 particles in the beam and about 500,000 pp interactions

occur every second. Events are reconstructed after the particle collisions

and are characterized in terms of energy and type of particles produced.
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Figure 2.1: Sideview of the collider detector at Fermilab (CDF).Beams of pp
collide at a center of mass energy of 2.0 TeV. The pseudorapidity coverage
of various components is also shown. Source:CDF

This chapter briefly describes the CDF II detector. Figure 2.1 [11] shows an

overview of the detector and Figure 2.2 shows a cutaway of the detector.

The CDF detector is a combination of individual detector elements each

having complementary purposes and capabilities. The information gathered

from all of them is used to analyze events. In the CDF collider experiment,

the pp̄ beams cross every 396 ns, and the trigger and data acquisition sys-

tems must be capable of handling the resulting flow of information from the

detector. The detector components used in this analysis are discussed below.
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Figure 2.2: Schematic view of CDF detector with one quarter cut away to
show the interior elements. Source:CDF

2.2 Tracking Detectors

2.2.1 Silicon Vertex Detector

Closest to the interaction point is the silicon vertex detector, used to accu-

rately reconstruct production and decay vertices. The SVX II has five double

sided layers of AC coupled micro-strip sensors [12] arranged symmetrically

around the beampipe. Each sensor has axial strips on one side and, either

stereo strips at small angles or strips at 90◦ on the other side. The 12-fold

symmetric azimuthal geometry of the assembly makes each 30◦ wedge an

independent tracker. Table 2.1 [13] lists some of the features of SVX II. It is

sensitive to particles with pseudorapidity |η| ≤ 1, where η = -ln tan θ/2 and

θ is the angle of the particle with respect to the proton beam. The silicon

detector reconstructs particle trajectories close to the collision point and the
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Table 2.1: Features of Silicon Vertex Tracker (SVX II)

SVX II
Readout coordinates r − φ;r-z

Number of barrels 3
Number of layers per barrel 5

Number of wedges per barrel 12
Ladder length 29.0 cm

Combined barrel length 87.0 cm
Radius of innermost layer 2.44 cm
Radius of outermost layer 10.6 cm
Total number of detectors 720

Total number of ladders 180
Total number of readout chips 3168

Number of channels 405,504

secondary vertices resulting from particle decays.

2.2.2 Central Outer Tracker

Outside the silicon detector is the central outer tracker. The tracking de-

tectors are immersed in a 2T magnetic field parallel to the colliding beams.

The momentum of charged particles are measured by the curvature of their

trajectories in the magnetic field. The trajectories are determined from mea-

surements of the drift time of the ionized electrons in the gas. The energy

loss per unit length (dE/dx) is found from the charge collected due to ion-

ization. The energy loss is proportional to the velocity of the particle, and

when combined with the measured momentum, allows the particle mass to

be calculated. Track dE/dx measurements are used in the electron identi-

fication algorithm discussed in Chapter 4. Table 2.2 [11] lists some of the
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Figure 2.3: Silicon Vertex Detector(SVX) accurately detects the path of the
particle by measuring initial and azimuthal directions. Source: CDF SVX II
webpage

features of the COT at CDF.

Table 2.2: Features of the Central Outer Tracker(COT)

COT
Number of superlayers 8

Measurements per superlayer 12
Radius at the center 46 58 70 82 94 106 119 131 cm

Tilt Angle 35
Length of active region 310cm

Number of channels 30,240
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Figure 2.4: Cross section of silicon vertex tracker of the CDF Run II. Source:
CDF

2.3 Time-of-Flight System

The time-of-flight (TOF) system consists of scintillator bars located outside

the COT and readout by photomultiplier tubes at each end. It is designed to

distinguish low transverse momentum kaons from pions. Information about

time-of-flight is included in the electron identification algorithm discussed in

Chapter 4. By measuring the time required to traverse some specific distance

in the detector, the speed of the particle can be inferred. The momentum of

the particle measured by the COT along with the speed measured by TOF

is combined to determine the mass of the particle. The time resolution of

the detector limits the mass resolution in CDF. The time-of-flight resolution
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potential is 100 ps. This is sufficient to distinguish kaons from pions for

momenta up to 1.6 GeV/c.

2.4 Solenoid

The CDF tracking system and TOF are located inside a superconducting

solenoidal magnet generating a field of 2 T. It operates at liquid helium tem-

perature and is able to support currents up to 5000 A. The track curvature

in the magnetic field enables the transverse momentum of charged particles

to be measured with a precision of δPT

PT
= (0.002/GeV )PT .

2.5 Calorimeters

The calorimeter is divided into two parts, electromagnetic and hadronic

calorimeters. The electromagnetic calorimeters are designed to measure the

energy of electrons and photons [14], and are used in this analysis to identify

electrons. Table 2.3 lists details of the calorimeter segmentation.

Table 2.3: CDF II Calorimeter Segmentation

|η| ∆Φ ∆η
0 - 1.1 15◦ 0.1

1.1 - 1.8 7.5◦ 0.1
1.8 - 2.1 7.5◦ 0.16

2.1 - 3.64 15◦ 0.2 - 0.6
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2.6 Data Acquisition and Trigger system

In CDF, event selection is made with a three level trigger system. How data

flows through the trigger and data acquisition system is shown in Fig 2.5

[15].

Level-1 uses custom hardware and processes about 1.7 million cross-

ings/sec. It reduces the data rate from the bunch crossing frequency of

1.7 MHz to 30 kHz. Level-2 also uses custom hardware and selects about

1000 events/sec. Level-3 uses a farm of Linux PC’s and selects about 400

events/sec which are then stored for later analysis offline. Fig 2.6 shows a

block diagram of data flow in the CDF data acquisition network. Fig 2.7

shows a block diagram of the three level pipelined and buffered trigger sys-

tem at CDF. The CDF data acquisition (DAQ) consists of front end VMS

crates, time-to-digital converters and trigger cards.

Data is buffered at the frontend crate during level 1 and level 2 trigger

processing. Data passing level-2 is collected from the front end, organized

by the event builder, and sent to the level-3 farm. After the level-3 trigger

accepts an event, data is written to permanent storage tape.

2.6.1 Level-1

This analysis relies on data collected with the two-track trigger (TTT). This

completely track-based trigger is designed to select events containing heavy

quark decays. The XFT (extremely Fast Tracker) is a part of level-1 trigger
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Figure 2.5: Dataflow of CDF dead-timeless trigger and DAQ. Source: CDF
DAQ system



18

Figure 2.6: Block diagram of the data flow of the CDF data acquisition
(DAQ) network. Source:CDF
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Figure 2.7: Block diagram of the first two levels of the trigger system at
CDF. Source:CDF
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system and finds tracks with transverse momentum PT > 1.5GeV/c. The

XFT reconstructs tracks by finding line segments in the four axial superlay-

ers and linking them into tracks. The line segment consists of hits on 11

(sometimes 10) of 12 wires in a superlayer. Events with two XFT tracks of

PT > 2.0GeV/c , PT1 + PT2 > 5.5GeV/c, oppositely charged, and with an

opening angle between 2◦ and 135◦ are selected for further processing.

2.6.2 Level-2

Level-2 receives events passing the level-1 trigger. The two track trigger

(TTT) selects events enriched in heavy flavors based on observing effects of

the small displacement of hadrons containing heavy flavors. This is accom-

plished with the silicon vertex tracker (SVT). The SVT adds SVX hits to

the XFT tracks and measures their impact parameters. The selection at this

level requires:

• 2 SVT tracks with opposite charge and PT ≥ 2GeV/c,

• 2◦ < |∆φ| < 90◦, where ∆φ is the opening angle between the two

tracks,

• scalar sum of transverse momenta, PT1 + PT2 ≥ 5.5GeV/c

• 120µm ≤ |dSV T | ≤ 1mm, where dSV T is the impact parameter in the

x-y plane with respect to the average beam position,
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• the two tracks have to form a vertex which is separated from the pri-

mary vertex by 200 µm to 1 mm.

2.6.3 Level-3 and Data Acquisition

For the TTT, level-3 does no additional selection, but performs full event

reconstruction. The reconstructed events are written to tape for later offline

analysis.
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Chapter 3

Monte Carlo Simulation

3.1 Introduction

Monte Carlo (MC) techniques use pseudo-random number generation for the

simulation of stochastic processes. We used this technique for the simulation

of production, decay, and detector response of D∗ tagged D0 decays. We

generate D∗s with the BGEN package, according to a measured pT distribution,

decay the D∗s and D0s with the EVTGEN program, and simulate the detector

response with GEANT [16]. Full event simulation has following steps:

• event generation,

• event pre-selection,

• simulation of detector response,

• simulation of trigger and event selection, and
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• full event reconstruction.

3.1.1 Event Generation

To generate Monte Carlo events, we follow the instructions for B-Physics

Monte Carlo using software release 5.3.4[17] [See Appendix B]. CdfSim is

the main simulation executable which uses different generators to generate

events. To study specific decays, selections are made for the initial state par-

ticles and their pT distribution. For this analysis, the events were generated

using BGen to study the D∗ tagged D0 decay. Particle decay is simulated us-

ing the EvtGen decay package with a decay table containing just the modes

D∗+ →D0π+ , and D0 → e+e− or D0 →K−π+ (and their charge conjugates).

The decay tables used for generating D0 → K−π+ and D0 → e+e− decays

are reproduced in Appendix A. Running the makeplan.pl script builds the

tcl files with all the instructions for program execution. The run list covering

run numbers from 138809 to 186598 was used for the datasets. This created

a directory containing a list of jobs, simulation, and trigger simulation tcl

files. To generate Monte Carlo events for larger set of files, jobs can also be

run on the central analysis farm (CAF). CAF is a large linux based farm of

computers used to run batch analysis jobs [18].
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3.1.2 Event Pre-Selection

All possible D∗ tagged D0 decays are filtered at this level. The selection cuts

set up the filters to reject decays that have an exceedingly small probability

to satisfy the trigger requirements. The two pre-selection cuts at this level

require the D0 daughter particle satisfy :

• pT1 + pT2 ≥ 4.0 GeV/c, where pT1 and pT2 are the momentum for two

particle tracks with opposite charge.

• 0.015 < ∆Φ < 1.8 radians, ∆Φ is the opening angle.

3.1.3 Simulation of detector response

CDF uses the GEANT 3.15 package for detector simulation [16]. It is configured

for the detector geometry; characteristics of the detector such as magnetic

field, voltage, detector misalignments, dead regions, calibrated beam posi-

tion, and detector resolutions used for simulation of events are supplied [19].

Each sub-detector is simulated to describe its actual response in terms of

energy deposits, run conditions, and particle interactions with the detector

materials. This ensures that events generated by Monte Carlo simulation are

similar to the ones observed by the CDF detector. The detector simulation

produces “fake” raw data consisting of tracking chamber hits, calorimeter

and TOF signals, and stored in the same format as real data. Additionally,

information about the generated particles is stored for later offline use.
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3.1.4 Simulation of trigger and event selection

The response of the two-track trigger is simulated by passing the raw detector

signals through a trigger simulation algorithm. At level-1, the algorithm finds

tracks with PT > 1.5 GeV/c from the hits in the axial COT layers, simulating

the XFT. At level-2, the algorithm starts with the XFT tracks with PT > 2

GeV/c, finds SVX hits that match to form SVT tracks, and selects pairs of

the SVT tracks that satisfy the level-2 requirements of Sec. 2.6.2.

3.1.5 Full event reconstruction

The simulated data are passed to the CDF event reconstruction software. In

the end, production is run on these events. The generated output is saved

and further analyzed. Fig 3.1 shows the reconstruction of a simulated event.

CandsExe is then run on the Monte Carlo generated events in the same

manner that it is run on real data, discussed in Chapter 4. CandsExe, a

BStntuple maker, finds the D∗ tagged decays of D0 → K−π+ and D0 →
e+e−. The selection criteria applied to the D∗ and D0 decays are summarized

in Table 3.1.

The tcl file used to run CandsExe has information on the decay chain of

the particles, their tracks etc. The module used for collection of the particles

tagging D0 is included in its tcl file.

All the D* candidates for which these decay modes are not found are

dropped. The TStnMaker module writes the selected events in the Stntuple
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Table 3.1: Selection cuts applied to the D∗ and D0 decays.

selection cuts
Trigger pair K π or ee

Impact parameter must be of opposite sign for both trigger pairs.
Decay Length 200µm ≤ Lxy(D

0) ≤ 1200µm
Impact Parameter |∆z0| ≤ 5cm

Min. and Max. mass 1.50GeV/c2 − 2.00GeV/c2

Maximum value of χ2 χ2 < 15

[20]. This procedure selects 8978 and 5914 events for D0 → K−π+ and D0 →
e+e− decay modes respectively. The BStntuple so formed is further analyzed.

An executable is built which is run on the BStntuples. The header file in

the executable TCandsntuples.hh defines the method and the data members.

TCandsntuples.cc contains the code for each method defined in its header

file. The runntuples script defines the particles and their id’s in the decay

and creates the analysis framework. Setting up the analysis module, it adds

data blocks to it. The output is written in the form of a root tree in which

selected event information is stored. This step selects 7328 D0 → K−π+

candidates and 1860 D0 → e+e− events. It is still unclear which selection

requirement causes the steep drop from 5914 to 1860 in the number of D0 →
e+e− events. This can be looked at to improve the efficiency and acceptance

value.
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3.2 Acceptance and Efficiency

The Monte Carlo simulation is used to find the acceptance and relative effi-

ciency of D0 → e+e− and D0 → K−π+ decay. The number of events recorded

by the detector are reduced by the acceptance and efficiency. Since the cover-

age of the detector is not 100%, some of the events slip through the blind spots

and hence are not recorded. This loss of events is due to the acceptance of

the detector. Acceptance effects arising from processes like bremsstrahlung,

positron interactions, and scattering are included in the Monte Carlo simu-

lation. The ionization difference between electrons, kaons and pions is not

simulated and hence this small effect on the track reconstruction efficiency

is not evaluated here.

A three level trigger system selects the D0 decays for the analysis. The

Cabibbo favored D0 → K−π+ decay was chosen for the normalization and

optimization of the selection criteria. The selection requirements are the

same for both modes. To study the relative acceptance and efficiency for the

D* tagged D0 → e+e− and D0 → K−π+, we generated 100,000 events of

each type. To select the D0 → K−π+ and D0 → e+e− decays, the invariant

mass of each pair of trigger tracks is calculated with all possible track mass

assignments ( K−π+, K+π−, e+e− ). The D0 candidates are selected in the

invariant mass range 1.50GeV/c2 < Minv < 2.05GeV/c2.

The charge of the soft pion πs, and the pion from D0 decay are required

to be of same sign and the mass difference ∆M = m(D0πs) - m(D0) should
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Table 3.2: The ratio of number of entries in D0 → e+e− to D0 → K−π+

decay mode. The D0 → K−π+ mass range was help constant, yielding NKπ

= 7328.

Mass Range (GeV/c2) Nee (A±∆A)%
1.845 - 1.885 250 3.41 ± 0.05
1.825 - 1.885 354 4.83 ± 0.06
1.805 - 1.885 430 5.86 ± 0.07
1.785 - 1.885 502 6.85 ± 0.09
1.765 - 1.885 558 7.61 ± 0.09
1.745 - 1.885 620 8.46 ± 0.10
1.725 - 1.885 665 9.07 ± 0.11
1.705 - 1.885 726 9.91 ± 0.12
1.685 - 1.885 781 10.66 ± 0.13

be in the range 0.144GeV/c2 < ∆M < 0.147GeV/c2.

To find the branching fraction for D0 → e+e− decay, we need to calculate

the ratio of efficiency and acceptance of the two decay modes. The number

of entries in the signal region of D0 → K−π+ decay is calculated by taking

the integral over mass range 1.845 GeV/c2 to 1.885 GeV/c2 (Fig. 3.2). To

try to recover some of the statistics in the low mass tail of the e+e− mass

spectrum, we evaluate the number of entries for D0 → e+e− decay (Fig. 3.3)

over the mass ranges listed in Table 3.2. Keeping the signal window for D0

→ K−π+ constant, the ratio of entries for e+e− decays to the number of

entries for K−π+ decays is calculated. This ratio is the product of efficiency

and acceptance for the two modes.

A is the product of efficiency and acceptance :

A =
ε(ee)

ε(Kπ)
× a(ee)

a(Kπ)
=

Nee

NKπ

. (3.1)
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The number of entries for the normalization mode D0 → K−π+ is 7328.

As the mass window for the D0 → e+e− is increased, A increases from 3.41±
0.05% to 10.66± 0.13%. The uncertainty in A is derived using propagation

of errors, assuming poissons errors on NKπ,

∆A =

√
A(1 + A)

NKπ

(3.2)

where A is the product of acceptance and efficiency and NKπ is the num-

ber of entries in D0 → Kπ decay.
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Et =   6.70 GeV

Event : 220  Run : 186145  EventType : MC | Unpresc: 1,4,7,40,17,19,51,20,23,27 Presc: 1,4,7,40,17,19,51,20,23,27

Missing Et

Et=11.2 phi=4.3

List of Tracks

Id    pt    phi   eta

Cdf Tracks: first 5

 16     6.2  1.3  0.2

 17    -5.1  1.0 -0.0

 18    -1.1  1.2  0.1

To select track type

SelectCdfTrack(Id)

Svt Tracks: first 5

  1     5.8  5.9

  0     2.5  1.0

To select track type

SelectSvtTrack(Id)

Particles: first 5
pdg    pt    phi  eta
 11     6.2  1.3  0.2
 11     5.1  1.0 -0.0
To list all particles
ListCdfParticles()

Jets(R = 0.7): first 5
Em/Tot  et    phi  eta
 0.9    11.5  1.2 -0.0
To list all jets
ListCdfJets()

Figure 3.1: Reconstruction of a simulated event in the CDF detector. The
reconstructed tracks from a D∗ decay appear in the COT. The shaded trape-
zoids represent energy deposits in the calorimeters
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Figure 3.2: The invariant mass distribution for D* tagged D0 → K−π+

decay mode from the Monte Carlo sample. The signal window is defined as
the range 1.845GeV/c2 < MKπ < 1.885GeV/c2.



32

2 in GeV/ceeM

1.5 1.55 1.6 1.65 1.7 1.75 1.8 1.85

N
u

m
b

e
r
 o

f 
E

n
tr

ie
s

0

10

20

30

40

50

60

70

80

Figure 3.3: The invariant mass spectrum for D0 → e−e+ decay from the
Monte Carlo sample. Final state radiation and bremsstrahlung produce the
low mass tail. The signal window is varied as given in Table 3.2.
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Chapter 4

Data Sample and Analysis

A BStntuple called h77jc0 was made from the hbot0d and hbot0h datasets

by the MIT group. We use this dataset to investigate the rates of pions

and kaons faking electrons. These data were reconstructed with CDFSOFT

version 5.3.4, but stored in a way that requires version 6.1.1 software to read.

The data sample contains about 2.6 ×108 events out of which 1.2 ×108 events

were processed in this analysis. We create a sample of high purity K and π

tracks by selecting events consistent with the D∗+ → D0π+
s and D0 → K−π+

decay chain (and the charge conjugate). The events are required to satisfy

the following offline track quality selection criteria:

• to study the D0 → K−π+ decay, the K− and π+ tracks must have

satisfied the two track trigger,

• the number of axial and stereo COT hits on the K, π, and πs tracks is

greater than or equal to 25,
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• offline transverse momenta must satisfy PT > 0.5GeV/c or PT >

2.0GeV/c for trigger tracks,

• the Kπ invariant mass must lie in the range 1.50GeV ≤ mKπ ≤
2.05GeV , and

• the mass difference [m(Kππs) - m(Kπ)] must lie in the range 0.144

GeV/c2 ≤ 4m ≤ 0.147 GeV/c2.

The same executable built for the Monte Carlo was run on this dataset

and created a root tree.

Electrons are identified with a likelihood function [21] that combines in-

formation from the calorimeters, time-of-flight, and dE/dx systems. For this

analysis, we use likelihood Le > 0.9 as the requirement for electron identi-

fication. Fake rates are derived by comparing the sideband subtracted D0

→ K−π+ yields with and without the electron identification requirement ap-

plied to either the kaon or pion track. The fake rates are used to estimate

backgrounds in the rare decay analysis and to get a better estimation of the

sensitivity for D0 → e+e− decay.

The selection cuts substantially reduce the background while only slightly

reducing the signal. By tagging the soft pion from the D∗ decay, the back-

ground from random combinations of tracks which accidently give the correct

mass is reduced and the charge of the soft pion is used to tag the kaon and

pion tracks.
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About 7.3 × 105 D∗ → D0π+
s and D0 → K−π+ candidates (or charge

conjugates) are selected for further analysis. Information about the decays

is stored in a root tree. An analysis template is used to analyze the root

files. Additional quality cuts are applied at this level which further filter the

events.

• We require the decay length to be positive to reduce the combinatoric

background, Lxyz > 0. (see Fig. 4.4)

• We require the χ2 on the reconstructed D0 vertex to be χ2 < 9. (see

Fig 4.5)

• The transverse momenta for pion and kaon must lie between 2.0 GeV/c

and 15.0 GeV/c. (see Fig 4.2 and 4.3)

• The mass difference, ∆m, between the D∗ and D0 candidates must lie

between 0.144 GeV/c2 < ∆m < 0.147 GeV/c2. (see Fig 4.1)

• To identify a track as an electron, likelihood cuts are imposed on both

pion and kaon. Separate mass distributions are plotted for K+, K−,

π+, π− with and without electron Id’s. We use a uniform requirement

of L > 0.9, where L is the electron likelihood and lies between 0 and 1.

The Kπ invariant mass, MKπ for the decay modes D0 → K−π+ and D0

→ K+π− are plotted for the range 1.7GeV/c2 < MKπ < 2.0GeV/c2 in Figs

4.6 and 4.9. The mass spectrum is fitted with two Gaussian distributions and

a first order polynomial, to verify the central value of the peak for the choice
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of a mass window, We find the central gaussian centered at 1.865 GeV/c2

with a width of 9 MeV/c2. The mass spectra for each Kπ pair with the

electron likelihood requirement applied to each track separately, are shown

in Figs. 4.7, 4.8, 4.10 and 4.11.

The number of D0 → K−π+ signal candidates is the integral of the his-

togram over a ±20MeV/c2 mass window around 1.865 GeV/c2. To correct

for the background beneath the signal peak, we perform a sideband subtrac-

tion. The sidebands are chosen, one above and one below the signal peak,

1.785 GeV/c2 to 1.825 GeV/c2 for the low mass sideband, SB1, and 1.905

GeV/c2 to 1.945 GeV/c2 for the high mass sideband, SB2.

The electron fake rates are calculated using:

fx→e =
(Nsig −NSB)L>0.9

(Nsig −NSB)All
(4.1)

where x is one of K+, K−, π+ and π−, NSB is the average of the events in the

sidebands on either side of signal window, and Nsig is the number of events in

the signal peak. The numbers of selected events in the signal region and the

sidebands for the particles K± and π±, with and without electron likelihood

are displayed in Table 4.1.

Because the sidebands are of equal size, the average of the two is simply

calculated by:

NSB =
NSB1 + NSB2

2
(4.2)
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Table 4.1: Summary of the event yields for determining the electron fake
rates. The electron identification requirement L > 0.9 is applied separately
to K−, π+, π−, and K+. The number of events in the signal and sideband
regions are determined from Figs 4.6 to 4.11 in D0 → Kπ decay and are used
to calculate the corresponding electron fake rates.

Particle K− π+ π− K+

Sideband (SB1) 7553 7553 7778 7778
Signal(sig) 227167 227167 243301 243301

Sideband(SB2) 3414 3414 3421 3421
NSB 5484 5484 5600 5600

Nsig −NSB 221683 221683 237701 237701
with L > 0.9 K− π+ π− K+

Sideband(SB1) 49 193 205 54
Signal(sig) 170 624 524 167

Sideband(SB2) 42 47 52 44
NSB 46 120 129 49

Nsig −NSB 124 504 395 118
fx→e × 10+4 (5.59± 0.50) (22.7± 0.98) (16.6± 0.39) (4.96± 0.46)

where NSB1 is the number of events in the low mass region and NSB2 is the

number of events in the high mass region.

From the event yields in the D0 → K−π+ decay with and without the

electron identification requirement L > 0.9, the electron fake rates are de-

termined. They are found to be 5.59 × 10−4 for K−, 2.27 × 10−3 for π+,

1.66× 10−3 for π− and 4.96× 10−4 for K+.

The uncertainty on the electron fake rate is calculated using error prop-

agation [22] :

δf =

√√√√N2
L≤0.9∆N2

L>0.9 + N2
L>0.9∆N2

L≤0.9

(NL≤0.9 + NL>0.9)4
(4.3)
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where NL≤0.9 is the number of entries in the signal range after background

subtraction with likelihood less than equal to 0.9, NL>0.9 is the number of

entries in signal range with background subtraction and with likelihood cut.

∆NL≤0.9 and ∆NL>0.9 are the respective uncertainties, assumed to be pois-

sonian.
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Figure 4.1: The mass difference distribution [M(D∗) - M(Kπ)] for D∗ tagged
D0(Kπ) decay in the range 0.144 GeV/c2 < mass diff < 0.147 GeV/c2.
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Figure 4.2: The transverse momentum distribution of the kaon for D0 → Kπ
decay.
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Figure 4.3: The transverse momentum distribution of the pion for D0 → Kπ
decay.
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Figure 4.4: Distribution for the reconstructed decay length Lxyz of D0. The
cut on the decay length reduces the combinatoric background for the D0 →
Kπ decay
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Figure 4.5: The χ2 fit of the D0 vertex, in the D* tagged D0 → K−π+ decay.
We remove events with χ2 > 9, indicating a poor fit to a vertex.
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Figure 4.6: The K−π+ invariant mass spectrum without an electron likeli-
hood requirement for D∗ tagged D0 → K−π+ candidates. The background
is fitted with two gaussian distributions and a first order polynomial. The
mass window for the signal peak lies between 1.845 GeV/c2 - 1.885 GeV/c2.
The lighter shaded regions on both sides of the signal peak are the sidebands
used to estimate the background.
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Figure 4.7: The mass distribution spectrum for the K− particle with the
electron likelihood in D0 → Kπ decay. Gaussian signal over the range 1.83
GeV/c2 to 1.90 GeV/c2 is fit over the signal peak. The mass window for the
signal peak lies between 1.845 GeV/c2 - 1.885 GeV/c2.The lighter shaded
regions on both sides of signal peak are the sidebands used to estimate the
background.
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Figure 4.8: The mass distribution spectrum for the π+ particle with the
electron likelihood in D0 → Kπ decay. Gaussian signal over the range 1.83
GeV/c2 to 1.90 GeV/c2 is fit over the signal peak. The mass window for the
signal peak lies between 1.845 GeV/c2 - 1.885 GeV/c2.The lighter shaded
regions on both sides of signal peak are the sidebands used to estimate the
background.
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Figure 4.9: The K−π+ invariant mass spectrum without an electron likeli-
hood requirement for D∗ tagged D0 → K−π+ candidates. The background
is fitted with two gaussian distributions and a first order polynomial. Gaus-
sian signal over the range 1.83 GeV/c2 to 1.90 GeV/c2 is fit over the signal
peak. The mass window for the signal peak lies between 1.845 GeV/c2 -
1.885 GeV/c2.The lighter shaded regions on both sides of signal peak are the
sidebands used to estimate the background.
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Figure 4.10: The mass distribution spectrum for the π− particle with the
electron likelihood in D0 → Kπ decay. Gaussian signal over the range 1.83
GeV/c2 to 1.90 GeV/c2 is fit over the signal peak. The mass window for the
signal peak lies between 1.845 GeV/c2 - 1.885 GeV/c2.The lighter shaded
regions on both sides of signal peak are the sidebands used to estimate the
background.
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Figure 4.11: The mass distribution spectrum for the K+ particle with the
electron likelihood in D0 → Kπ decay. Gaussian signal over the range 1.83
GeV/c2 to 1.90 GeV/c2 isfit over the signal peak. The mass window for
the signal peak liesbetween 1.845 GeV/c2 - 1.885 GeV/c2.The lighter shaded
regions on both sides of signal peak are the sidebands used to estimate the-
background.
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Chapter 5

Conclusions

We report on the preliminary investigation of the search for the flavor chang-

ing neutral current decay D0 → e+e− in pp collisions at
√

s = 2.0 TeV using

data collected by CDF II at the Fermilab Tevatron Collider. From Monte

Carlo simulation of D0 → e+e− and D0 → Kπ decays, we find the efficiency

and acceptance ratios. The number of reconstructed candidates from sim-

ulation is 7328 (Kπ) and 1869 (ee) for the two decay modes with a ±20

MeV/c2 signal window, yielding a product of acceptance and efficiency to be

3.42 ± 0.05%. As the mass window for D0 → e+e− decay is opened more,

the acceptance ratio increases to 10 %.

The decay chain for D∗+ → D0 (K−π+) π+
s and charge conjugate, is

reconstructed using dataset h77jc0 and used to determine the electron fake

rates for the π′s and K ′s from the D0 decay. The number of candidates under

the signal peak and the sidebands are found from plots of the D0 and D0
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candidate mass distributions, with and without requiring tracks to satisfy the

electron likelihood requirement L > 0.9 and are used to calculate the electron

fake rates for the D0 daughter particles. The measured values for K+, K−,

π+, π− are (5.59 ± 0.50) × 10−4, (4.96 ± 0.98) × 10−4, (2.27 ± 0.39) × 10−3

and (1.66 ± 0.46) × 10−3 respectively. The electron fake rate determination

can be improved by running the process on a larger data sample, and finding

the fake rates as a function of track pT . But, these low values imply that

the backgrounds to D0 → e+e− should be quite small, and that we should

be able to make an estimate of the sensitivity.

To find the sensitivity for the branching ratio of D0 → e+e− events, we

use Eq. (1.1). The number of events N(Kπ) from the 360pb− dataset is about

106. At 90% confidence level, assuming no observed signal or background,

the upper limit on the number of D0→ e+e− events is N(e+e−) ≤ 2.3 . The B
( D0 → Kπ) is 3.80 %. The upper limit on the branching fraction of B (D0 →
e+e−) at 90% confidence level would then be: B(D0 → e+e−) ≤ 2.9× 10−6.

The current best experimental limit is 1.2× 10−6.

We can improve the sensitivity for the branching fraction by using a larger

data sample. Also the efficiency and acceptance ratios may be improved if

electron tracks are corrected for energy loss.
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Appendix A

Selection files and C++ code

used in analysis

The decay table used for the selection of D0 → e+e− is :

-------------------

# Decay D0 1.0000 e+ e- PHSP;

Enddecay

Decay K*0R 1.0000 K0 pi0 VSS;

Enddecay

Decay anti-D0 1.0000 e+ e- PHSP;

Enddecay

Decay D_s+ 0.0200

phi e+ nu_e PHOTOS ISGW2;
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0.0260 eta e+ nu_e PHOTOS ISGW2;

-------------------

The decay table used for the selection of D0 → Kπ decay is:

-----------------------

Decay K*BR 1.0000 anti-K0 pi0 VSS;

Enddecay

Decay D0 1.0000 K- pi+ PHSP;

Enddecay

Decay K*0R 1.0000 K0 pi0 VSS;

Enddecay

Decay anti-D0 1.0000 K+ pi- PHSP;

Enddecay

Decay D_s+ 0.0200 phi e+ nu_e PHOTOS ISGW2;

-------------------------

To make BStntuples, CandsExe is run on the Monte Carlo events. Candsfitter

module collects D* tagged D0 particles decaying into Kπ and to ee decay

mode:

#--------------------------------

# D0 In simplest topology only

#--------------------------------
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#Use CandsFitter here because we already have the 2Pi coll

module clone CandsFitter D-KPi

module enable CandsFitter-D-KPi module talk CandsFitter-D-KPi

source $env(ENV_TCL_DIR)/trigTwo.tcl

Cuts

verbose set 0

reject set 0

massMin set 1.500

massMax set 2.000

chi2Max set 15

deltaZ0Max set 1.5

exit

CandsFitter-D-KPi

iDCollDesc set All-2Pi

oDCollDesc set D-KPi

pid set 421

iSCollDesc set All-Kaons

nReplace set 1

chargeP12 set -1

exit

exit

--------------------
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Further analysis is done on the BStntuple so formed which writes the

output in a root file. Selection cuts can be made on this root file:

#define DstarAna_cxx #include "DstarAna1.h" #include "TH2.h"

#include "TH1.h" #include "TStyle.h" #include "TCanvas.h" void

DstarAna::Loop() {

if (fChain == 0) return;

Int_t nentries = Int_t(fChain->GetEntriesFast());

Int_t nbytes = 0, nb = 0;

hfile = new TFile("tree14b3.root","RECREATE","histograms");

cout << "created tree14b3.root."<<endl;

//Book Histograms

const Int_t npart = 4 ;// 4 types of particles: K +/- and pi +/-

const char* part[] = {"K-","pi+","pi-","K+"};

----------------------

hmass[i][j] = new TH1F(hid, title, 200, 1.60,2.0);

---------------------

if((DKLxyz>0)&&(Dchisq<9)){

if (((KAONPt>2.0)&&(KAONPt<15.0))&&(PIONTPt>2.0)&&(PIONTPt<15.0))){

if(qpionPt>0){

h = hmass[0][0];

h->Fill(MDkpi);

if(likelihoodk>0.9){

h = hmass[0][1];
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----------------------

Float_t N1,N2,N3,Nav;

for (Int_t i = 0; i<npart; i++){

for (Int_t j=0; j<neid; j++){

h=hmass[i][j];

----------------------

N3= h ->Integral(146,166);

hfile->Write();

-----------------------
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Appendix B

Runlist for Monte Carlo

simulation

The Run2 offline system is used for the data processing.The following in-

structions at the time of login define the environment variables and path for

the analysis.The version used for my Monte Carlo simulation is 5.3.4 which

processes data on the production farm.

source ~cdfsoft/cdf2.cshrc

setenv USESHLIBS 1

setup cdfsoft2 5.3.4

The runlist used for my analysis contains runs from 138809 to 186598.This

runlist contains 115 runs covering 25% of the total luminosity.This is subdi-

vided into 25 intervals each having 4 Pb−1 luminosity. All runs have SVT

beamline information. Instructions to run B-Physics Monte Carlo are fol-
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lowed to generate events.The executables for this are pre-compiled. The

parameters for the random number generation, specific decay, run numbers

to be used, trigger type etc are all mentioned in the makeplan.pl script.

The tcl templates for Simulation and Trigger Simulation are included here.

Enabling shared libraries debugs and tests code faster.
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