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Introduction

Besides the top quark pair production via the strong interaction, discovered at the
Fermilab Tevatron Collider in 1995 by the CDF and DØ collaborations [1, 2], the
Standard Model (SM) also predicts the electroweak production of single-top-quarks,
which has not yet been observed. The discovery of single-top production and the
subsequent precise measurement of its cross section are main goals of the collabora-
tions at the Fermilab Tevatron Collider. In Run I (1992-95) of the Tevatron several
upper limits on single-top production cross sections were set by the CDF [3, 4] and
DØ [5, 6] experiments. The Run I results have been recently surpassed by the latest
Run II measurements [7, 8]. A comprehensive review of top quark physics can be
found in reference [9].

A good understanding of the signal characteristics of the relevant single-top pro-
duction modes is indispensable for further analyses. For the s-channel production
mode, the available Monte Carlo (MC) generators are in good agreement with the
next-to-leading-order (NLO) calculations. The t-channel production mode has one
important NLO contribution which is not modeled by the present leading-order (LO)
MC generators. This leads to the fact that there is yet no generator which produces
an appropriate signal sample. The Tevatron Run I analyses used the PYTHIA MC
generator [10], knowing that it is not accurate in some aspects. As a workaround
a matching procedure of two matrix element MC samples was proposed [11] to
compensate for the inaccuracy. In the recent Run II single-top analysis the CDF
Collaboration used besides the LO sample an additional sample, which models the
important NLO contribution. In the following this will be called NLO sample. Both
are produced by the MadEvent MC generator [12, 13], showered by PYTHIA and
matched in such a way as to achieve an improved modeling [14].

In this thesis, the matching of the t-channel samples is optimized. This is done by
comparing the distribution, which has to be matched, to the prediction of a next-
to-leading-order calculation, provided by the ZTOP software [15]. The occurring
differences are minimized by changing the matching parameters, especially the frac-
tion of the NLO sample. The s- and newly matched t-channel signal samples are
then validated by means of the ZTOP NLO calculations. The resulting deviations
are used to estimate the systematic uncertainty on the Monte Carlo model.

In the second part of this thesis, a new method of the measurement of the s- and t-
channel cross sections is introduced. The MadEvent MC signal samples are thereby
used to train two independent neural networks (NN). The output of the networks
provide the opportunity to measure the s- and t-channel cross sections simultane-
ously. A sensitivity study of the measurement for a future dataset with an integrated
luminosity of 1 fb−1 is conducted.
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The thesis is organized as follows. In Chapter 1 the Standard Model of elementary
particles and the underlying theory of top-quark production is briefly discussed.
The CDF II experiment at the Fermilab Tevatron and its simulation is described in
Chapter 2. In Chapter 3 we give a short description of the MadEvent MC samples
and we illustrate the matching of the t-channel signal samples. The validation of the
samples and the description of the used software (ZTOP) is presented in Chapter 4.
Chapter 5 covers the estimate of the systematic uncertainty on the signal modeling.
Finally, a sensitivity study for the single-top cross section measurement is done in
Chapter 6. The thesis concludes in Chapter 7 with suggestions for improvements of
the single-top MC production and an outlook on future cross section measurements.
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Chapter 1

Top Quark Production within the

Standard Model

1.1 The Standard Model

At present there are four fundamental forces considered by the vast majority of
physicists to be the generators of any known interaction in nature: the strong force,
the electromagnetic force, the weak force and gravitation (Table 1.1).

force couples with effect rel. strength range

strong color charge binds quarks and gluons 100 10−15 m

electro- electric charge interaction between 10−2 infinite

magnetic el. charged particles

weak weak charge radioactive decay 10−5 10−18 m

gravitation mass attraction of masses 10−38 infinite

Table 1.1: The four fundamental forces in nature and their most important characteris-
tics [16].

The strong, weak and electromagnetic forces have been successfully combined in a
complete theory, the Standard Model of Elementary Particles (SM). Gravitation is
not yet included in this concept and is described by the Theory of General Relativ-
ity. The SM provides a very elegant theoretical framework using quantum fields to
describe the interactions. It has been very successful in predicting a variety of prop-
erties of particles and interactions, which have been and are still tested by a great
number of experiments. Up to now, no clear evidence has been found that falsifies
the SM, even though we know that it has some weaknesses. Recent results show for
example that a very large amount of matter and energy (called Dark Matter and
Dark Energy) in the universe is not explained [17, 18].
The Standard Model introduces two kinds of particles, the constituents of matter
named fermions, which follow Fermi statistics, and the carriers of the forces named
gauge bosons, which have integer spin and follow Bose statistics.
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name category symbol el. charge mass

up quark u 2
3

(1.5 − 4)

down quark d −1
3

(4 − 8)

electron lepton e −1 0.511

e-neutrino lepton νe 0 < 3 · 10−6

charm quark c 2
3

(1.15 − 1.35) · 103

strange quark s −1
3

(80 − 130)

muon lepton µ −1 106

µ-neutrino lepton νµ 0 < 0.190

top quark t 2
3

(178.0 ± 4.3) · 103

bottom quark b −1
3

(4.1 − 4.4) · 103

tau lepton τ −1 1777

τ -neutrino lepton ντ 0 < 18.2

Table 1.2: Properties of the fermions (spin- 1

2
particles) [19]. The electric charge is in units

of the electron charge, the mass is in units of MeV/c2.

The fermions, shown in Table 1.2, consist of the quarks and the leptons and can be
ordered in three generations. One generation differs from another only in the mass
of the particles, since all other quantum numbers are the same when comparing
the corresponding members. Each generation involves two quarks (weak partners),
a lepton and its corresponding neutrino. For every constituent of matter we also
have to consider the existence of its antiparticle, thus antiquarks and antileptons.
The different quark-types are called flavors. Up to now there are six different quark
flavors known, up(u), down(d), strange(s), charm(c), bottom(b) and top(t). Quarks
carry an additional quantum number in the SM, the color charge, which comes in
three different types: red, green or blue. Since the color cannot be detected in
nature, the quarks must be confined into colorless particles called hadrons, which
are classified into baryons (three quark states) and mesons (quark-antiquark states).
The gauge bosons and some of their properties are listed in Table 1.3.

name force symbol el. charge mass

gluon strong g 0 0
photon electromagnetic γ 0 0

W boson weak W± ±1 80.425 ± 0.038
Z boson weak Z0 0 91.188 ± 0.002

Table 1.3: Properties of the gauge bosons (spin-1 particles) [19]. The electric charge is in
units of the electron charge, the mass is in units of GeV/c2.

The interactions between charged particles are described by Feynman diagrams.
Forces between the interacting particles (quarks and leptons) are mediated by gauge
bosons that are emitted and reabsorbed. As an example the diagram for electron-
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Figure 1.1: Feynman diagrams of electron-electron scattering. At the left hand side are
the two incoming initial state electrons. They interact via a virtual photon (γ) and the
scattered final state electrons phase out to the right. The coupling of the electrons to the
photon depends on the vertices, shown in the diagram by the dots.

electron scattering via the exchange of a virtual photon is shown in figure 1.1. The
Feynman diagram gives a visualization of the physical process in the momentum
space at parton level. Only elementary particles (quarks, leptons and bosons), called
partons in this context, are allowed to interact with each other. The Feynman rules
provide a prescription of how to translate the diagram into a formula to calculate the
transition amplitude M. From this the cross section of the process can be derived
by integrating over all initial and final states, the phase space.
When comparing to experiments, one has to take care whether the incoming particles
are leptons or hadrons composed of quarks and gluons. The calculation of Feynman
diagrams is based on partons as initial states. Protons and antiprotons colliding at
the Fermilab Tevatron are composite particles. The proton is made of three valence
quarks (uud), held together via the exchange of virtual gluons. These gluons can
split into a quark-antiquark pair, the seaquarks. This leads to the situation, that
the momentum of the proton pp is shared by all three valence quarks, sea-quarks and
gluons. The fraction of the momentum xi = pi

pp
, carried by each quark and gluon,

is described by the parton distribution function (PDF) fi,p(xi, µ
2) [20]. It depends

on the scale µ, which for top quark production is usually set to the order of the top
quark mass, µ = mt. Figure 1.2 shows the CTEQ5M1 parton distribution function
for the scale µ2 = (175 GeV)2. These PDFs have to be folded with the partonic
cross sections to calculate the measurable cross section in pp̄ collisions.

imomentum fraction x
-410 -310 -210 -110

)2 µ
 , i

 (
x

if

0

0.5

1

1.5

imomentum fraction x
-410 -310 -210 -110

)2 µ
 , i

 (
x

if

0

0.5

1

1.5

2
=(175 GeV)2µCTEQ5M1: 

val+seau

val+sead

seab

gluon

Figure 1.2: The CTEQ5M1 parton distribution function at µ2 = (175 GeV)2 [20].
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When dealing with electroweak processes containing quarks, one has to be aware
of the fact that the mass eigenstates are not equivalent to the flavor eigenstates.
This was experimentally found and is implemented in the theory by flavor-mixing.
All three quark generations form the Cabbibo-Kobayashi-Maskawa matrix (CKM-
matrix) [21, 22]. It is expressed by a 3 × 3 unitary matrix V:





d′

s′

b′



 =





Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb









d
s
b



 (1.1)

The single elements of this matrix have to be determined experimentally. Vq1q2
is

proportional to the coupling of two quarks q1, q2 to a W boson. The current values
(90% confidence level) [19] for the different elements Vq1q2

are given in (1.2).





0.9739 to 0.9751 0.221 to 0.227 0.0029 to 0.0045
0.221 to 0.227 0.9730 to 0.9744 0.039 to 0.044
0.0048 to 0.014 0.037 to 0.043 0.9990 to 0.9992



 (1.2)

1.2 tt̄ Production

In proton-antiproton (pp̄) collisions at the Fermilab Tevatron, the dominant top
quark production mode is tt̄ pair production via the strong interaction. Even though
tt̄ pairs can be produced via the electroweak interaction through an exchange of a Z0

boson or photon, this contribution is negligible compared to the strong QCD cross
section. Figure 1.3 shows some leading order Feynman diagrams for tt̄ production.
At a symmetric pp̄ collider, the square of the center-of-mass energy of the interacting
partons is defined by ŝ = (x1Pp + x2Pp̄)

2 = 4x1x2P2
p = x1x2s, where s is the square

of the center-of-mass energy of the colliding hadrons and P the 4-momentum of the
participating hadrons. At energies above the kinematic threshold of tt̄ production
ŝmin = (Pt +Pt̄)

2 = 4m2
t at the Tevatron (

√
s = 1.96 TeV), the momentum fractions

of the partons are given by x1x2 ≥ ŝmin

s
=

4m2
t

(1.96 TeV)2
≈ 0.032 ≈ (0.18)2. In this

region of xi and above, the incoming partons are mostly valence quarks, as visible
in the PDFs (Figure 1.2). Therefore, 80− 90% of the cross section is due to quark-
antiquark annihilation (Figure 1.3 (a)).

(a) (b) (c)

Figure 1.3: Some leading-order Feynman diagrams of top quark pair production: quark-
antiquark annihilation (a) and gluon fusion (b), (c).
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The corresponding cross section calculation, as discussed earlier, is based on the
factorization theorem, i.e. the PDFs fi,a(xi, µ

2) of the incoming hadrons ab = pp̄
have to be folded with the cross section σ̂ij of the initial partons ij = qq̄:

σ(ab → tt̄) =
∑

i,j

∫

dxidxjfi,a(xi, µ
2)fj,b(xj , µ

2) · σ̂ij(ij → tt̄) (1.3)

The parton-parton cross section σ̂ij can be calculated as a perturbation series in
the strong QCD running coupling constant αs(µ

2). The differential cross section
for leading-order quark-antiquark annihilation, which contributes with α2

s to the
perturbation series, is given by:

dσ̂

dt̂
(qq̄ → tt̄) =

4πα2
s

9ŝ4
·
[

(m2
t − t̂)2 + (m2

t − û)2 + 2m2
t ŝ

]

, (1.4)

where ŝ = (Pq+Pq̄)
2, t̂ = (Pq−Pt)

2 and û = (Pq+Pt̄)
2 are the invariant Mandelstam

variables of the process with Pi being the corresponding momentum 4-vector of the
quark i.
The current next-to-leading-order calculations of the tt̄ production cross section at
the Tevatron Run II center-of-mass energy of

√
s = 1.96 TeV, with a top quark mass

of mt = 175 GeV/c2, give 6.7 ± 0.9 pb [23, 24].

1.3 Single-Top Quark Production

For the electroweak production of single-top quarks, two modes are dominating at
the Fermilab Tevatron: the t-channel process (Figure 1.4 (a)) with a total NLO
cross section of 1.98+0.28

−0.22 pb and the s-channel process (Figure 1.4 (b)), also called
W ∗ production (0.88 ± 0.11 pb at NLO) [25, 15]. In pp̄ collisions the third elec-
troweak production mode, the associated production (Figure 1.4 (c)), known as Wt
production, has by comparison a small cross section of 0.094+0.015

−0.012 pb (no full NLO
calculation) [26]. All indicated cross sections are calculated with a top mass of 175
GeV/c2.

�W+

b

q

t

q′

(a)

�W+

q̄′

q

b̄

t

(b)

�t

b

g

W−

t

(c)

Figure 1.4: Leading-order Feynman diagrams of single-top production modes: t-channel (a),
s-channel (b) and associated production (c).
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All three production modes are distinguished by the virtuality Q2 = −q2, where q
is the 4-momentum of the participating W boson. The two dominating processes
are labeled by the Mandelstam variable involved in the transition matrix element.
In t-channel production a spacelike (virtual) W boson (q2 = t̂ < 0) strikes a b quark
inside the proton or antiproton, whereas in s-channel production a timelike W boson
(q2 = ŝ ≥ (mt + mb)

2) is produced by the fusion of two quarks. In the associated
production an on-shell (or close to on-shell) W boson (q2 = m2

W ) is produced in
conjunction with the top quark. There are also other electroweak production modes
than those involving the Wtb vertex. But the channels involving a Wtd or Wts ver-
tex are strongly suppressed since the involved CKM matrix elements as seen in (1.1)
and (1.2) are tiny. The contribution of such processes to the total single-top cross
section is about 1% and thus negligible at the Tevatron. The same circumstance is
valid for the top quark decay. Nearly 100% decay into a b quark and a W boson.
Decays into d or s quarks are strongly CKM suppressed.

In s- and t-channel production the top quarks are produced 100% polarized along
the direction of the down-type quark (q′ in Figure 1.4 (a), (b) and 1.7 (a)) in the
top quark rest frame [27, 28, 29]. This is due to the fact that the W boson couples
only to left-handed fermions. This polarization can be measured since top quarks
decay before the typical time scale for hadronization is reached. Hadronization de-
scribes the transition from partons to hadrons, and in this stage information such
as polarization is typically lost. Consequently, the decay products of the top quark,
especially the W boson, carry the polarization information. A good variable to in-
vestigate experimentally is the angle Θl,q between the lepton, coming from the W
boson decay, and the light quark jet axis in the top quark rest frame. As shown for
reconstructed MC events in Figure 1.5, the top quark polarization can be used to
discriminate between t-channel single-top signal and background.

)l,qΘcos(
-1 -0.5 0 0.5 1

N
o

rm
al

iz
ed

 t
o

 u
n

it
 a

re
a

0

0.005

0.01

0.015

0.02

0.025
t-channel
s-channel

-Backgroundtt
-BackgroundbWb

Figure 1.5: Top quark polarization visible in angular distribution of single-top MC signal
and background: cos(Θl,q) between lepton and light quark jet axis in the top quark rest
frame is a discriminating variable especially for the t-channel.
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The NLO contributions to the s-channel, shown in Figure 1.6, will mostly lead to
additional soft light quarks, since the probability of the gluon to split into a heavy
quark antiquark pair is quite low.

(a) (b) (c)

Figure 1.6: Some NLO Feynman diagrams of s-channel single-top production: initial state
gluon splitting (a), initial state gluon radiation (b) and final state gluon radiation (c).

The most important NLO correction to the t-channel leading-order process shown
in Figure 1.4 (a) is the 2→3 process, which is known as W -gluon fusion, where an
initial gluon splits into a bb̄ pair (Figure 1.7 (a)).
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Figure 1.7: Some NLO Feynman diagrams of t-channel single-top production: W -gluon
fusion (a), initial state gluon splitting (b), initial state gluon radiation (c) and final state
gluon radiation (d).

If the b quark is considered massless in the computation of the W -gluon fusion ma-
trix element, the gluon splits into a real bb̄ pair with the final state b̄ quark (in the
following called 2nd-b quark in order to distinguish from the b quark coming from
the decay of the top quark) being collinear with the incoming gluon. Given that
the internal b quark is on-shell, its propagator is infinite and the Feynman diagram
becomes singular. As in reality the b quark is not massless, its mass mb regulates
the collinear singularity, which is described by terms of ln[(Q2 +m2

t )/m
2
b ], where Q2

is the virtuality of the W boson. The W -gluon fusion cross section contains these
logarithmic terms of order lnn[(Q2+m2

t )/m
2
b ]/n! at every order n of the perturbative

expansion in the strong coupling due to the collinear emission of gluons from the
internal b quark propagator. This leads to the fact that, since the logarithms are
large, the perturbation series does not converge quickly.

However, by introducing a b quark distribution function, one can sum up all collinear
logarithms and bypass the convergence difficulty. Due to this method the cross
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section of the process in Figure 1.4 (a) is of order ln[(Q2 + m2
t )/m

2
b ], the diagram

in Figure 1.7 (a) also contains these terms, even though they are already summed
into the b quark distribution function. So, to avoid double counting, one needs to
remove these terms. This subtraction method, carried out in reference [30], achieves
the same results within the errors as the phase space slicing method [25], upon which
the ZTOP software is based. This analytic form of the NLO cross section calculation
is fully differential, therefore experimental cuts can be implemented.



Chapter 2

The CDF II Experiment

The CDF II experiment is located at the Tevatron collider at the Fermi National Lab-
oratories (Fermilab) in the western vicinity of Chicago, Illinois (USA). The Tevatron
is the accelerator with the highest center-of-mass energy currently in operation, here
protons and antiprotons circulate in opposite directions in a ring with a diameter
of 2 km. The first collisions at a center-of-mass energy of 1.8 TeV were initiated in
1985. The data collected until 1996 in the so called Run I phase amount to 130 pb−1

and allowed, among other interesting results, the first experimental evidence of the
top quark, followed by the precise determination of its mass. Starting in 1996, the
accelerator complex was upgraded to increase the instantaneous luminosity and the
center-of-mass energy. CDF and DØ, the second Tevatron experiment, were up-
graded as well. The Run II phase started at the end of 2001 and is scheduled until
2009.
In Run II, protons and antiprotons are brought to collisions at a center-of-mass en-
ergy of 1.96 TeV. To reach this, a system of different accelerators is needed. The
first step in the accelerator chain is the Cockcroft-Walton pre-accelerator. Hydrogen

Figure 2.1: Aerial shot of the Tevatron main ring. The CDF site in this view is located
at the eight o’clock position direct at the outside of the ring, the DØ site is at the twelve
o’clock position. The Fermilab main building is visible in the foreground.
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gas is ionized to create negative ions that are accelerated by a positive voltage to an
energy of 750 keV. The negative ions then enter a linear accelerator, called LINAC,
about 130 m long which accelerates the ions by means of an oscillating electric field
to 400 MeV. The ions then pass a carbon foil, where the electrons are stripped off.
The next step is the booster, a circular accelerator that uses magnets to bend the
beam of protons in a circular path. After some 20.000 revolutions, the protons leave
the booster with an energy of 8 GeV. Protons are then transferred to the Main
Injector where they are accelerated from 8 GeV to 150 GeV.
To produce the antiprotons, the Main Injector sends 120 GeV protons to the Antipro-
ton Source, where the protons collide with a nickel target. The collisions produce
a wide range of secondary particles including many antiprotons. The antiprotons
are collected, focused and then stored in the Accumulator ring. When a sufficient
number of antiprotons has been produced, they are sent to the Main Injector for
further acceleration up to 150 GeV.
The last step in the long chain of accelerators to reach the 1.96 TeV energy is
the Tevatron accelerator and storage ring, a collider with a circumference of about
six kilometers. Protons and antiprotons are circulating in opposite directions at
0.98 TeV and are brought to collision at two interaction points: DØ and BØ (where
CDF is located).
The energies of the protons and antiprotons determine the cross section σ of the
physical processes one wants to observe. The number n of produced events in a
given period is given by n = σ

∫

L dt. The quantity L is called instantaneous lumi-
nosity, the quantity

∫

L dt is the integrated luminosity over time.
In the beginning of Run II in June 2001, the instantaneous luminosity did not meet
the design goals, partially because the new main injector was not well understood
and under control. As knowledge about the accelerators grew, also the instantaneous
luminosity increased. The amount of data delivered by the Tevatron and written to
tape is presented as a function of time in Figure 2.2.
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Figure 2.2: Delivered (upper curve) and recorded to tape (lower curve) integrated luminosity
since the start of Run II.



2.1. The CDF II Detector 11

It is planned to continue the Tevatron operation until the end of the fiscal year
2009. The baseline goal is to achieve an integrated luminosity of 4.4 fb−1, the design
luminosity goal is 8.4 fb−1. As it looks now, the design luminosity will be reached,
the design luminosity for the end of fiscal year 2005 was 1.2 fb−1, a goal that was
reached.

2.1 The CDF II Detector

The CDF II experiment (see Figure 2.3) is a general purpose solenoidal detector
measuring the collisions of protons and antiprotons at the Tevatron. It covers most
of the 4π space angle around the beam spot and feature azimuthal and forward-
backward symmetry. It can measure the tracks made by charged particles in the
core of the detector, the energy deposit in calorimeters and identify muons. Mag-
netic fields help identifying charged particles. Some components of CDF and the
data acquisition system have been upgraded for Run II to deal with the increased
instantaneous luminosities. In addition to this, the coverage and capabilities of the
existing subdetectors have been extended. A more detailed description of the CDF II
detector can be found in its technical design report [31].
The detector was built and is maintained by a collaboration of more than 50 institu-
tions in eleven countries. The Institut für Experimentelle Kernphysik in Karlsruhe
is the only German institute in the CDF collaboration and member since 1996.

Figure 2.3: The CDF II detector shortly before the start of Run II.
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2

5

Figure 2.4: Elevation view of one half of the CDF II detector.

Figure 2.4 shows an elevation view of one half of the CDF II detector. In the fol-
lowing, angles and directions are often referred to the CDF coordinate system. The
polar angle θ is measured with respect to the proton beam axis (z-axis), pointing in
east direction. The azimuthal angle ϕ is measured from the plane of the Tevatron.
Transverse and longitudinal are meant with respect to the proton beam, i.e. parallel
and perpendicular to the proton beam respectively. An often-used quantity is the
pseudorapidity defined by η = − ln

(

tan θ
2

)

.

The Tracking System in Run II consists of 4 parts: Layer 00, the SVX II (Sili-
con Vertex Detector), the ISL (Intermediate Silicon Layers) and the COT (Central
Outer Tracker), which is an open drift chamber. Glued to the beam pipe, Layer 00
is closest to the beam, with its modules placed at radii r = 1.35 cm and r = 1.62 cm
of the beam pipe. It is a single-sided radiation hard silicon microstrip detector and
provides a coverage of |η| < 4.0. Layer 00 was added later to the design of the vertex
detector to enhance its resolution and longevity.
Layer 00 is enclosed by the the SVX II. The SVX II detector design is driven by
high luminosity, the Tevatron short bunch spacing of 396 ns and by the physics
requirement of B hadron decay vertex identification within collimated high-PT jets.
SVX II is comprised of three cylindrical barrels which cover ≈ 2.5σ of the interaction
region providing track information to pseudorapidity |η| < 2. Five layers of double-
sided silicon sensors at radii from 2.4 to 10.7 cm supply r − ϕ as well as 3 r − z
and 2 small angle stereo measurements. The results provide good pattern recogni-
tion and 3-d vertex reconstruction with an impact parameter resolution σϕ < 30µm
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and σz0 < 70µm for central high momentum tracks. The impact parameter is the
distance of closest approach of the track helix to the beam axis measured in the
plane perpendicular to the beam. The SVX II provides coverage up to |η| ≈ 2. In
the region |η| < 1 the combination of the SVX II and the COT can provide full
3D tracking, but the reconstruction will need to be anchored on COT tracks. For
|η| > 1, SVX II can only allow for 2D tracking. To increase the the tracking volume,
the three layers of the silicon detector ISL are placed between the SVX II and the
COT.
The outer part of the tracking system is the Central Outer Tracker, a 3.1 m long
cylindrical open drift chamber, to provide tracking at large radii in the region
|η| < 1.0. The COT covers the radial range from 40 to 137 cm and provides
96 measurement layers organized into alternating axial and ±2 stereo superlayers.
The hit position resolution is approximately 14µm and the momentum resolution
σ(pT )/p2

T = 0.0015(GeV/c)−1. Due to the high luminosity and the short bunch
spacing, the COT is designed to operate with a maximum drift time of 100 nsec by
reducing the maximum drift distance and by using a gas mixture with a fast drift
velocity.

Between the COT and the solenoid, a Time-of-Flight system (TOF) is installed
mainly for particle identification. It consists of scintillator panels which provide
both timing and amplitude information. The timing resolution is 100 ps. The de-
tector covers the central region out to |η| < 1.1 and is capable of distinguishing
kaons from pions by their flight time difference with at least 2σ separation up to
kaon momenta of 1.6 GeV/c.

A superconducting solenoid, 1.5 m in radius and 4.8 m in length, is surrounding the
tracking volume. It generates a 1.4 T magnetic field parallel to the beam axis for
measuring the transverse momentum of charged particles.

The solenoid and tracking volume is surrounded by the calorimeters, designed to
measure the energy of particles and jets by fully absorbing all particles except
muons and neutrinos. There are, altogether, five calorimeter systems: the central
electromagnetic calorimeter (CEM), the central hadron calorimeter (CHA), the end-
wall hadron calorimeter (WHA), the end-plug electromagnetic (PEM) and hadron
calorimeter (PHA), covering 2π in azimuth and pseudorapidity |η| < 3.6. Each
calorimeter module is divided into projective towers, pointing to the nominal inter-
action point. The calorimeters are sampling calorimeters. The active medium is a
scintillator, the absorber is lead in the electromagnetic calorimeter and iron in the
hadronic calorimeter.

Four systems of scintillators and drift tubes are used to detect muons. The cen-
tral calorimeters act as a hadron absorber for the Central Muon Detection System
(CMU). The CMU consists of four layers of drift chambers located outside the cen-
tral hadronic calorimeter. Its range is |η| < 0.6 and can be reached by muons with
transverse momenta greater than 1.4 GeV/c. Four additional layers of drift cham-
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bers are located behind a 0.6 m thick absorber layer of steel. This system is called
Central Muon Upgrade (CMP). The CMP covers the same η range. In addition, the
pseudorapidity range of 0.6 < |η| < 1.0 is covered by the Central Muon Extension
(CMX). These systems have been used already in Run I, however, new chambers
have been added to the CMP and CMX in order to close gaps in the azimuthal
coverage. The Run I forward muon system has been replaced by the Intermediate
Muon System (IMU) covering a range of 1.0 < |η| < 1.5.

The trigger system plays an important role to efficiently extract the most interesting
physics events from the large number of minimum bias events, because the collision
rate is equal to the mean crossing rate of 1.7 MHz while the tape writing speed is
about 75 Hz at present. The CDF trigger is a three level system with each level
providing a sufficient rate reduction for the processing of the next level.
The first two triggers are hardware triggers, the last one is a software trigger run-
ning on a Linux PC farm. Level-1 uses custom designed hardware to find physics
object based on a subset of the detector. The hardware consists of three parallel
synchronous processing streams: one to identify calorimeter based objects, another
one to identify muons while the third one does tracking in the COT using the eX-
tremly Fast Tracker (XFT). The decision is done by simple counting these objects
(e.g. one electron with 12 GeV). If an event is accepted by the Level-1 trigger, the
data are moved to one of the four on-board Level-2 buffers, to average out the rate
fluctuations. The typical rate of the Level-1 triggers is at present 24 kHz accept
rate.
The Level-2 trigger do a limited event reconstruction using a custom-designed hard-
ware. The hardware consists of several asynchronous subsystems, e.g the hardware
cluster finder using calorimeter information. In addition, data from the shower
maximum detector (CES) can be used to improve the identification of electrons and
photons. The most challenging addition for the Level-2 trigger is the Silicon Vertex
Tracker. The SVT allows to select tracks with large impact parameter, which opens
a complete new window for physics measurements at a hadron collider. The level-2
trigger accepts 300 events per second, which are transferred to the Level-3 processor
farm.
At the processor farm the events are reconstructed and filtered, using the algorithms
run in the “offline” reconstruction, and are written to permanent storage with ap-
proximately 75 Hz at present. To facilitate the handling of the huge data volumes
collected with the CDF II detector, events passing the Level-3 trigger are split into
eight different streams.

2.2 The CDF II Simulation

The understanding of efficiencies, acceptances and the kinematic properties of signal
and background processes requires a deep knowledge of the physics processes and
the detector response. Therefore, Monte Carlo generators are used, which randomly
generate hard parton interactions of a given process according to the probability
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density of phase space. The resulting partons are then processed by a parton show-
ering to simulate gluon radiation and fragmentation. The resulting particles are
then handed to the detector simulation. The detector response is modeled on a
detailed simulation with the GEANT3 package [32]. To speed up the simulation,
the charged particle ionization and drift properties in the COT are parametrized
and tuned to data. The development of showers in the various calorimeters is com-
puted by GFLASH, a shower development package. The GFLASH parameters for
electromagnetic and hadronic showers are also tuned to data.
The CDF simulation is an integral part of the CDF software framework. In order
to further analyze the simulated data, it uses the same algorithms and geometry for
event reconstruction and simulation. The CDF geometry contains the detailed de-
scription of the silicon detectors (SVX, ISL), the Central Outer Tracker (COT), the
muon systems, the Time-of-Flight (TOF) system, the electromagnetic and hadronic
calorimeters and further more subdetectors. In addition, several passive material
elements are simulated, in particular within the silicon detectors. The format of
the simulated data is, with the exception of the HEPG bank containing additional
Monte Carlo truth information, identical to the format of real detector data. A
detailed description of the CDF II simulation can be found in reference [33].
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Chapter 3

Matching of the MadEvent Monte

Carlo Samples

The CDF Run I single-top analysis used PYTHIA to generate s- and t-channel MC
events. For the t-channel it is known that PYTHIA generates too soft and too far
forward distributed 2nd-b quarks. The reason for that is that PYTHIA starts with
the LO 2→2 diagram (see Figure 1.4 (a)), i.e. with a b quark PDF and then creates
the initial state through backward evolution (DGLAP scheme [34, 35, 36]). Using
this method, only the soft region of the transverse momentum of the 2nd-b quark
is well modeled, while the hard region is underestimated. To bypass this problem,
the CDF Run II single-top analysis chose MadEvent as MC generator, which brings
along two advantages:
First, it provides the opportunity to generate two independent t-channel samples,
the 2→2 LO process with a b quark PDF to cover the soft pT range and another
2→3 NLO process (see Figure 1.7 (a)) with an initial state gluon splitting into a bb̄
pair for the hard range. Both processes differ in the number of final state partons:
the 2→2 matrix element includes the light quark and the decay products of the top
quark, namely a lepton, a neutrino and the so-called 1st-b quark in the final state.
The 2→3 matrix element includes the same final state partons plus an additional b̄
quark, the already mentioned 2nd-b quark.
Second, MadEvent fully incorporates the spin of the top quark in contrast to the
PYTHIA generator. As discussed in Chapter 1.3, one interesting feature of elec-
troweak top quark production is that the top quark in its rest frame is almost 100%
polarized along the direction of the down-type quark (q′ in Figure 1.4 (a), (b) and
1.7 (a)). It is important to include this feature in the Monte Carlo description since
it can be used to discriminate single-top-quark events from background.

Because MadEvent is designed to produce events at parton level, one needs a parton
showering software to compute all desired final state particles and hadrons. For this
purpose PYXTRA was used, a software interface that passes on the MadEvent out-
put to PYTHIA, where a strong-angular-ordered showering is done through emission
of QCD radiation.
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3.1 Cross Section based Matching

For the upcoming CDF single-top analysis, the s- and t-channel MadEvent MC sam-
ple production at the end of 2004 was conducted with a top quark mass set to 178
GeV/c2, corresponding to the then valid world average. As already addressed, two
independent t-channel samples were generated.
A matching of the two MC samples was conducted by the single-top group in such
a manner, that an event was accepted, if simultaneously both the pT of the 2nd-b
quark was lower (higher) than a fixed threshold KT and the event was from the 2→2
LO (2→3 NLO) process. By this procedure, as described in [11], double counting
of events from the same phase space is avoided. One obtains a combined t-channel
single-top MC sample with a pT -spectrum of the 2nd-b quark valid in both the soft
and the hard region and with a continuous transition between them. The threshold
KT is defined as the intersection of the LO and NLO pT distributions. To calculate
this intersection point, the rates of the LO and NLO distributions were normalized
to their respective cross sections obtained from MadEvent [14].
According to the MadEvent calculations, the ratio of the two cross sections was
R = σLO/σNLO = 1.42. Using this value the intersection point KT was about 10
GeV (see Figure 3.1 (a)). 144445 events out of the 2→2 sample and 58316 events of
the 2→3 sample were merged into the matched MadEvent sample, whose resulting
pT distribution is shown in Figure 3.1 (b).
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Figure 3.1: Matching procedure of the mt = 178 GeV/c2 sample in log10 scale: 2nd-b quark
pT of unmatched MadEvent 2→2 LO and 2→3 NLO samples with intersection at about 10
GeV (a), matched sample (b).

3.2 Slope based Matching

During 2005, new top-mass analyses with improved precision were conducted at
CDF and DØ. They made clear, that the next, not yet published, world average of
the top-mass will move towards a lower value. Thus, the CDF Collaboration decided
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to use a top mass of 175 GeV/c2 for all upcoming analyses. Due to this, new samples
had to be produced from the CDF single-top group. In the 178 GeV/c2 t-channel
sample, the rate of the 2nd-b quark jet was found to be too low when comparing
to NLO calculations. Since the b quarks contributing to these jets are all from the
2→3 MadEvent sample, which was, compared to the 2→2 sample, scaled down by
the cross section ratio R = σLO/σNLO and merged into the matched signal sample,
one could improve the fraction between the 2→2 and 2→3 events by introducing a
new matching procedure for the new generation. Such a new method is proposed in
reference [14].

Instead of using the cross section ratio R, whose physical meaning is ambiguous, the
single-top group used the minimum of the differences of the slopes of the two 2nd-b
quark pT distributions at their intersection point KT in dependence of the ratio R,
to find the best mixing ratio, which leads to a smooth transition. The resulting
distribution with an intersection at KT = 15.2 GeV and a cross section ratio of
R = σLO/σNLO = 2.09 is shown in Figure 3.2 (a), the matched sample in (b).
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Figure 3.2: Matching with slope minimization of the mt = 175 GeV/c2 sample in log10 scale:
2nd-b quark pT of unmatched MadEvent 2→2 LO and 2→3 NLO samples with intersection
at 15.2 GeV (a), matched sample (b).

3.3 Fraction based Matching

It is obvious from Figure 3.2, that the new fraction of 2nd-b quarks from the hard
region decreases compared to the 178 GeV/c2 sample, where we found that the rate
of the hard 2nd-b quark jets was too low. Therefore a third matching procedure,
proposed in reference [15], is conducted. The underlying concept is to vary the ratio
R = σLO/σNLO, more precisely the fraction of 2→3 events, until the rate of 2nd-b
quark jets from the hard region comply to the NLO predictions of the ZTOP soft-
ware.
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In a first pass, we choose a ratio of R = 1.4 (about the same as for the 178 GeV/c2

sample) to be the working point for further estimates. Figure 3.3 shows the associ-
ated intersection point at KT = 11 GeV.
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Figure 3.3: Intermediate step of the matching of the mt = 175 GeV/c2 sample: 2nd-b quark
pT of unmatched MadEvent 2→2 LO and 2→3 NLO samples (in log10 (a) and linear (b)
scale) with intersection at 11 GeV.

In the second pass, a new R ratio is estimated, which should meet the following
prediction of the NLO calculation: within the detector cuts, a 2nd-b quark jet appears
in 21.1% of all events. The detector cuts, motivated by the single-top analysis, are
pT > 15 GeV and |η| < 2.8. To fulfill this NLO prediction, the MadEvent R = 1.4
sample should have about 59800 visible 2nd-b quarks out of the total of 283410
events. As highlighted in Figure 3.3 (b), 56580 events include a 2nd-b quark with
pT > 15 GeV, whereof about 98.5% pass the |η| < 2.8 cut.
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Figure 3.4: 2nd-b quark pT of unmatched MadEvent 2→2 LO and 2→3 NLO samples:
intersection at 9 GeV in smoothed log10 distribution (a), in linear scale (b).
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By increasing the fraction of 2→3 events from 170426 to 188279 and thereby decreas-
ing the ratio from R = 1.4 to R = 1.29, appropriate matching parameters are found.
The value of KT = 9 GeV, the nearest integer at the intersection of the smoothed
distributions of the sub-samples (Figure 3.4 (a)), results in 62496 2nd-b quarks with
pT > 15 (highlighted in Figure 3.4 (b)). 61521 of them pass the |η| < 2.8 cut, which
exactly matches the NLO predictions of 21.1% of the total of 291738 events. The
resulting sub-samples and the matched t-channel sample are shown in Figure 3.5.

Entries  242753

 [GeV] 2nd b
 Tp

-1 0 1 2 3

E
n

tr
ie

s

0

1000

2000

3000

4000 Entries  242753

Entries  188279Entries  188279

 [GeV] 2nd b
 Tp

-1 0 1 2 3

E
n

tr
ie

s

0

1000

2000

3000

4000 Entries  242753Entries  242753Entries  2427532 -> 2 LO

2 -> 3 NLO

0.1 1 10 100 1000

 = 9.70TK

(a)

Entries  291421

 [GeV] 2nd b
 Tp

-1 0 1 2 3

E
n

tr
ie

s

0

1000

2000

3000

4000 Entries  291421Matched

0.1 1 10 100 1000

(b)

Figure 3.5: Matching of the mt = 175 GeV/c2 sample: 2nd-b quark pT of unmatched
MadEvent 2→2 LO and 2→3 NLO samples (a), matched sample (b).
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Chapter 4

Validation of the MadEvent

Monte Carlo Samples

4.1 ZTOP Software

As mentioned in Chapter 1.3, the ZTOP software, a program to calculate NLO
s-channel and t-channel single-top-quark production distributions, is based on the
phase space slicing method, namely on a spin-averaged version. Since it provides
the possibility to calculate transverse momentum and pseudorapidity distributions
within the geometrical acceptance of a given detector, it is very appropriate to
verify event samples of MC generators. The method of ZTOP is fully differential
and produces final state jet and not parton distributions. This is a consequence of
the formalism of the NLO calculations. Instead of flavor-ordered partons one has to
compare pT -ordered jets. Since b quark jet distributions differ from those of light
quark jets, ZTOP distinguishes between jets with and without b quark content. This
b quark is always the already mentioned 2nd-b quark, because ZTOP does not cover
the decay of the top quark. Further contributions to light quark jets may come from
initial- or final-state gluon radiation, for instance Figure 1.6. As a result of all these
matters, ZTOP produces the following relevant distributions: pT and η of the top
quark at parton level, as well as of the pT -ordered leading jet and of the 2nd-leading
jet. There are separate distributions for jets with or without b quark content.
To produce the NLO distributions, we used ZTOP version 1.0 with the default
parameters, except for minor adjustments: the W boson mass was set to 80.42
GeV/c2, the top quark mass was set to 175 GeV/c2 and the kT cone size was set
to 0.54, which corresponds to a fixed cone size of 0.4 used by CDF. To get better
statistics, the initial number of Vegas iterations and points were set to the values
recommended for graphing. The parton density functions were set to CTEQ5M1.
Only top (no antitop) quark production was performed. Thus, the cross section was
doubled to match the predictions for top and antitop production. Since the antitop
distributions in pp̄ collisions differ solely by the signs of η, we plot Ql ·η distributions
when comparing with MadEvent, which contains top and antitop events. Here Ql

is the charge of the lepton coming indirectly from the top quark decay (+1 for top,
-1 for antitop quark production in units of the elementary charge).
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4.2 Validation

To validate the MadEvent s- and t-channel MC samples by means of the ZTOP
calculations, acceptance cuts of pT > 15 GeV and |η| < 2.8 are applied to the
jet distributions of light quark and b quark. These cuts are motivated by the jet
definition used in the single-top analysis. No cuts are applied to the top quark,
since it further decays before building a jet. In the MadEvent event listing, the top
quark is not included, so one has to build its fourvector out of the decay products
at parton level, namely the W boson and the 1st-b quark. The MadEvent s- and
t-channel top quark distributions are normalized to the total ZTOP cross section
of 0.870 pb or 1.985 pb, respectively. These normalizations yield the scales that
are used for the normalization of all following s- and t-channel distributions. That
means that the jet distributions are also normalized to the inclusive cross section.
There is no additional normalization of these distributions.
For all but the top quark distributions, one has to compare pT -ordered jets, in t-
channel with the additional distinction between jets with or without b quark content.
The potential 1st-b quark jet from the top decay is not considered in the remainder
of this thesis, since ZTOP does not cover this decay. We therefore will assume that
the 1st-b quark is well modeled in MadEvent. The differences between the integral
of the pT and Ql · η distributions are due to overflow entries beyond the histogram
boundaries.

4.2.1 s-channel Sample

In Figure 4.1 the top quark pT and Ql · η distributions of MadEvent and ZTOP are
shown. The MadEvent top quark pT is slightly harder than the ZTOP spectrum, in
Ql · η the distributions match perfectly.
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Figure 4.1: s-channel top quark transverse momentum pT (a) and lepton charge times top
quark pseudorapidity Ql · η (b).
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The ZTOP software calculates, that at least one jet (apart from the 1st-b quark jet)
should be visible within the detectors acceptance in about 92.8% of all s-channel
events. In the majority of events (84.3%) this pT -leading jet is a 2nd-b quark jet,
which is in MadEvent represented by a 2nd-b quark at parton level. Only in 8.5%
ZTOP expects a light quark jet, which in the s-channel comes from initial or final
state gluon radiation. Since the s-channel MadEvent sample is LO and does not
include matrix elements of gluon radiations, this is modeled by the PYTHIA show-
ering and does therefore not appear at parton level. To take this into account we
have to leave the simple parton model which serves well for the 2nd-b quark jets
and investigate the events at hadron level after the showering. To do that one has
to apply a jet clustering to the stable particles to include these contributions. The
parameters of the kT cluster algorithm, used for this purpose, were set to a cone
size of 0.54 (equal to the ZTOP cone size) and to a minimum jet energy of 15 GeV,
adjusted to the selection cut used on data. Since the clustering was done with all
stable particles constructed by PYTHIA except for the lepton and the neutrino from
the top decay, the 1st-b quark from the top decay cannot be excluded and will con-
tribute to the number of jets found by the cluster algorithm.
Due to the QCD color conservation implemented in the PYTHIA hadronization
process, one cannot unambiguously trace back the jets to the original quarks, so
another method to assign the jets to the partons is needed: at least 3 jets per event
after the acceptance cuts were required, one for the 1st-b quark, the 2nd-b quark and
the light quark jet. With the jets ordered in transverse momentum, we assume that
the probability for the gluon radiated light jet to end up in neither the first nor the
second jet is high, since both b quarks are rather hard (Figure 4.2 (a)). To get the
light quark jet, one has to study the third ordered jet. The distinction, whether or
not a jet is a light quark jet, was done by a cut of the ratio of the jet energy coming
from B hadrons, thus from b quarks. We consider jets to be light if less than 30%
of the jet energy is from particles coming from B hadrons, see Figure 4.2 (b).
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Figure 4.2: s-channel: pT of 1st-b quark versus pT of 2nd-b quark (a) with the line at equal
values, ratio of jet energy of clustered particles coming from B hadrons shown for all third
ordered jets with any B hadron content (b).



26 Chapter 4. Validation of the MadEvent Monte Carlo Samples

The MadEvent pT -leading jet (j1) distributions, containing 2nd-b quark jets and a
small fraction of clustered light jets, are in good agreement with the ZTOP predic-
tions, as seen in Figure 4.3. There are no differences in the rates, the MadEvent
pT spectrum is slightly too hard. The mean value of pT is about 3% higher for
MadEvent than for ZTOP.
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Figure 4.3: s-channel leading jet (j1) pT (a) and Ql · η (b). The 1st-b quark from the top
decay is excluded from the jet ordering.

The pT -ordered 2nd-leading jet (j2), appearing in about 23.4% of all events according
to ZTOP, is dominated by gluon radiated light jets, in contrast to the leading jets.
Only in about 5.4% a 2nd-b quark jet is the 2nd-leading jet. Because of this the
MadEvent pT and Ql · η distributions in Figure 4.4 do not match properly with the
ones of ZTOP. The jet clustering of the stable particles does not result in a steeply
falling pT spectrum as predicted by ZTOP. Also in Ql · η MadEvent differs from the
theoretical calculations, solely the rates of the 2nd-leading jets comply. Table 4.1
summarizes the relevant s-channel cross sections and fractions.
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Figure 4.4: s-channel 2nd-leading jet (j2) pT (a) and Ql · η (b). The 1st-b quark from the
top decay is excluded from the jet ordering.
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jet type ZTOP MadEvent

cross section [pb] cross section [pb]
and fraction and fraction

top quark (total cross section) 0.870 0.870
100% 100%

leading b quark jet 0.733 0.799
(b1) 84.3% 91.9%

leading light quark jet 0.074 0.008
(q1) 8.5% 0.9%

leading jet seen 0.807 0.807
(j1 = b1 + q1) 92.8% 92.8%

2nd-leading b quark jet 0.047 0.005
(b2) 5.4% 0.6%

2nd-leading light jet 0.156 0.195
(q2) 18.0% 22.4%

2nd-leading jet seen 0.204 0.200
(j2 = b2 + q2) 23.4% 23.0%

Table 4.1: Summary of all relevant s-channel cross sections and resultant fractions (defined
as ratio of the cross sections, with 0.870 pb as denominator). The MadEvent s-channel
sample contains a total of 296487 events. The 1st-b quark from the top decay is excluded
from the jet ordering.

4.2.2 t-channel Sample

Figure 4.5 shows the comparison of top quark pT and Ql · η distributions between
MadEvent and ZTOP. The t-channel MadEvent top quark distributions are in good
agreement with the ZTOP output. The deviation in the mean of the transverse
momentum is minor, the MadEvent Ql · η mean value is slightly lower than the one
from ZTOP.
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Figure 4.5: t-channel top quark transverse momentum pT (a) and lepton charge times top
quark pseudorapidity Ql · η (b).
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In the case of pT -leading jets, MadEvent t-channel jets are represented by the corre-
sponding quarks at parton level. The relevant cross sections and event fractions are
summarized in Table 4.2. As computed by ZTOP, there should be at least one jet in
81.0% of all events within the detector acceptance cuts. When the 2nd-b quark jet is
the pT -leading jet (b1), which is the case in 10.5% of all events according to ZTOP,
MadEvent underestimates this rate by a factor of about 0.90, as shown in Figure
4.6. The falling pT spectrum and the central Ql · η distribution are reasonably well
simulated by MadEvent.
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Figure 4.6: pT (a) and Ql · η (b) of the t-channel leading b quark jet (b1). The 1st-b quark
from the top decay is excluded from the jet ordering.

In the majority of events (70.5% according to ZTOP) the pT -leading jet will be
a light quark jet (q1). In Figure 4.7 one can see that MadEvent reproduces the
corresponding distributions very well, the deviations in the mean of pT as well as of
Ql ·η are negligible, only the corresponding rate is slightly overestimated by a factor
about 1.02.
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Figure 4.7: pT (a) and Ql · η (b) of the t-channel leading light quark jet (q1). The 1st-b
quark from the top decay is excluded from the jet ordering.
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In 27.1% of all events a second jet (not considering the jet from the top decay as
discussed earlier) should be visible within the detector’s acceptance. If this pT -2nd-
leading jet is a b quark jet (b2), which implies that in the same event the light quark
jet is the pT -leading jet, one obtains the following distributions of Figure 4.8. Both
the falling pT -spectrum and the slightly asymmetric shape of Ql ·η are well modeled
by MadEvent, only the rate, i.e. the cross section, is slightly too high by a factor of
about 1.09.
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Figure 4.8: pT (a) and Ql · η (b) of the t-channel 2nd-leading b quark jet (b2). The 1st-b
quark from the top decay is excluded from the jet ordering.

If the pT -2nd-leading jet is a light quark jet (q2), the MadEvent jet picture repre-
sented by the parton level light quark does not agree with the ZTOP predictions.
In Figure 4.9 one can observe a big discrepancy in the rate, which is too low by a
factor of about 0.29, as well as in the Ql · η shape, which is too far forward.
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Figure 4.9: pT (a) and Ql · η (b) of the t-channel 2nd-leading light quark jet (q2). The 1st-b
quark from the top decay is excluded from the jet ordering.
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The reason for the bad agreement could be that the matched MadEvent sample does
not include all relevant 2→3 NLO matrix elements. We assume that initial state
gluon splitting (Figure 1.7 (b)) as well as initial and final state gluon radiations
(Figure 1.7 (c) and (d)) may have major contributions to light quark jets, especially
to softer ones as considered in the pT -2nd-leading jets. The contributions to b quark
jets should be significantly lower due to the small probability of gluons splitting in
bb̄ quark pairs.
The same circumstance is discussed in Section 4.2.1, where the s-channel light jets
are produced via gluon radiations. Again, a jet clustering of stable particles will be
necessary to collect the contributions generated by the PYTHIA showering. In the
t-channel case, a different method to assign the jets to the partons is needed: at
least 3 jets per event after the acceptance cuts were required, one for the pT -leading,
2nd-leading and for the 1st-b quark jet respectively. With the jets ordered in trans-
verse momentum, the probability for the 1st-b quark parton to end up in the third
jet can be assumed to be low, since the 1st-b quark parton is mostly higher in pT

than both the light quark parton and the 2nd-b quark parton as shown in Figure
4.10 (a).
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Figure 4.10: t-channel: pT of 1st-b quark versus pT of 2nd-b quark (a) with the line at equal
values, ratio of jet energy of clustered particles coming from B hadrons shown for all third
ordered jets with any B hadron content (b).

To get the 2nd-leading light quark jet, one has to study the third ordered jet, when
there is no 2nd-leading b quark parton in the event. The same distinction as in
Section 4.2.1, whether or not a jet is a light quark jet, was used. In Figure 4.10 (b)
the corresponding ratio for all jets with any b content is shown. The peak at very
small values of the ratio is due to single particles coming from B hadrons, which
are clustered into original light quark jets. If the majority of the clustered particles
originates from B hadrons, the ratio of b energy per jet accumulates at high values.
As already mentioned in Section 4.2.1, we consider jets to be light if less than 30%
of the jet energy is from particles coming from B hadrons.
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With these jet definitions, the distributions change heavily and a more reasonably
agreement of the rates is reached as shown in Figure 4.11. The steeply falling pT

spectrum is not well modeled and the Ql · η distribution has only poor agreement
with the ZTOP predictions, since it is far too central. The rate is too high by about
a factor of 1.15, but given the fact, that the matching procedure was performed with
only two of the four relevant matrix elements, differences in these distributions are
to be expected.
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Figure 4.11: pT (a) and Ql · η (b) of the clustered 2nd-leading light jet (q2) in the t-channel.
The 1st-b quark from the top decay is excluded from the jet ordering.

Modeling the distributions of the 2nd-b quark is the main reason for the MadEvent
t-channel matching, performed in Chapter 3. This was done by adjusting the rate
of the 2nd-b quark jet to the NLO prediction. The corresponding pT and Ql · η
distributions are shown in Figure 4.12. They are built by the sum of the leading b
quark jet (b1) and 2nd-leading b quark jet (b2) distribution. One can certainly state
that the matching procedure of the t-channel MadEvent samples works very well.
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Figure 4.12: pT (a) and Ql · η (b) of the matched t-channel 2nd-b jet (2nd b=b1+b2).



32 Chapter 4. Validation of the MadEvent Monte Carlo Samples

jet type ZTOP MadEvent

cross section [pb] cross section [pb]
and fraction and fraction

top quark (total cross section) 1.985 1.985
100% 100%

leading b quark jet 0.208 0.188
(b1) 10.5% 9.5%

leading light quark jet 1.399 1.432
(q1) 70.5% 72.2%

leading jet seen 1.607 1.620
(j1 = b1 + q1) 81.0% 81.6%

2nd-leading b quark jet 0.211 0.231
(b2) 10.6% 11.6%

2nd-leading light jet 0.327 0.375
(q2) 16.5% 18.9%

2nd-leading jet seen 0.538 0.606
(j2 = b2 + q2) 27.1% 30.5%

2nd-b quark jet 0.419 0.419
(2nd-b = b1 + b2) 21.1% 21.1%

Table 4.2: Summary of all relevant t-channel cross sections and resultant fractions (defined
as ratio of the cross sections, with 1.985 pb as denominator). The matched MadEvent t-
channel sample contains a total of 291738 events. The 1st-b quark from the top decay is
excluded from the jet ordering.



Chapter 5

Estimate of Systematic

Uncertainty on the MC Model

The underlying concept of estimating the systematic uncertainty is to use the de-
viations between the ZTOP and the MadEvent variables. By building a ratio-
function of ZTOP over MadEvent bin by bin for each variable, one can see in
which region MadEvent under- and overestimates the signal. Each event passing
the single-top selection cuts gets a scale corresponding to the ratio of its bin. The
sum of all scales approximates the corrected acceptance. Half of the arising dif-
ference between the corrected and the original acceptance is taken as symmetric
systematic uncertainty. Since one has several variables and therefore several ratio-
functions per event, an appropriate procedure has to be found to compute an over-
all scale per event. The applied proceeding is similar to the least-squares-method
of weighted average. At this level the correlations between the ratio-functions
ri(bin) = ZTOPi(bin)/MadEventi(bin) are taken into account. The index i stands
for one of the Nvar used variables. A covariance-matrix Vij of all produced ratio-
functions ri(bin) is constructed by running over all Nev events of the full MadEvent
sample of s- or t-channel, respectively. For each event n the ratios ri(binin) of the
considered variables i are calculated by taking the content of binin, the event n is
located in:

Vij =
Sij − Si · Sj/Nev

Nev − 1
with Si =

Nev
∑

n=1

(ri(binin) − 1) (5.1)

and Sij =
Nev
∑

n=1

(ri(binin) − 1) · (rj(binjn) − 1) for i, j = 1, 2, ...Nvar.

The weight-matrix Mij is obtained by inverting the covariance-matrix: Mij = V −1
ij

For each event m of all Npre events passing the preselection, a weighted scale sm is
calculated as follows:

sm =

Nvar
∑

i=1

wi · ri(binim), (5.2)

where the weight is given by wi =
Nvar
∑

j=1

Mij/
Nvar
∑

k,l=1

Mkl
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One obtains the corrected acceptance A by summing up all weighted scales sm:

A =

Npre
∑

m=1

sm (5.3)

Since the single-top analysis investigates both the 2- and 3-jet-bin, this method is
done for the 2-, 3- and 2+3-jet-bin separately. To take into account the statistical
fluctuations, several actions are implemented by creating the ratio-functions. They
are exemplarily shown in Figure 5.1: A smoothing of the original (a) t-channel pT

distribution of the leading b jet is conducted (b). To get the long tails of the pT

distributions under control, overflow bins are established in the ratio-functions for
pT higher than 75 GeV or 150 GeV, respectively (c). Under- and overflow bins are
also used in the low statistic regions |η| > 4.0 of the top quark Ql · η distributions.
In the case of big unphysical oscillations in the ratio-functions, the affected region
is approximated by a fit of a polynomial of low order (d).

Mean    46.41

Integral  0.1875

 [GeV] b1
 Tp

0 50 100 150 200

  [
p

b
/1

 G
eV

]
 T

d
pσd

0

0.002

0.004

0.006

Mean    46.41

Integral  0.1875

Mean    52.29

Integral  0.2072

Mean    52.29

Integral  0.2072

MadEvent

ZTOP

(a)

Mean    46.22

Integral  0.1875

 [GeV] b1
 Tp

0 50 100 150 200

  [
p

b
/1

 G
eV

]
 T

d
pσd

0

0.002

0.004

0.006

Mean    46.22

Integral  0.1875

Mean    52.26

Integral  0.2072

Mean    52.26

Integral  0.2072

MadEvent

ZTOP

(b)

 [GeV] b1
 Tp

0 50 100 150 200

 )
  [

1/
1 

G
eV

]
 T

d
pσ
d

ra
ti

o
 (

 

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

 > 150 GeVTp

MadEvent
ZTOP 

 +/- 10 %

(c)

 [GeV] b1
 Tp

0 50 100 150 200

 )
  [

1/
1 

G
eV

]
 T

d
pσ
d

ra
ti

o
 (

 

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2

 > 150 GeVTp

MadEvent
ZTOP 

 +/- 10 %

(d)

Figure 5.1: Intermediate steps by building the ratio-functions: the original (a) distributions
are smoothed (b). Under- and overflow bins are established in the low statistic regions, here
pT > 150 GeV, of the ratio-functions (c). Appearing unphysical oscillations are approxi-
mated by a fit (d).
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5.1 s-channel Estimate

Nvar = 6 variables, validated in Chapter 4.2.1, are used to estimate the s-channel
systematic uncertainty: pT and Ql · η of the top quark, of the pT -ordered leading jet
(j1) and of the 2nd-leading jet (j2). Their ratio-functions are shown in Figure 5.2.
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Figure 5.2: Ratio-functions of the s-channel top quark ((a) and (b)), leading jet j1 ((c) and
(d)) and 2nd-leading jet j2 ((e) and (f)).

One has to distinguish between three kinds of events at generator level: Those with
no jets within the detectors acceptance (labeled: t), those with one jet (tj1) and
those with two jets visible (tj1j2). The top quark variables are always included.
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For each of these cases a separate weight-matrix of the ratio-functions has to be
computed. The corresponding correlation-matrices are shown in Figure 5.3.
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Figure 5.3: s-channel correlation-matrices of the ratio-functions, separate for the subsamples
t (a), tj1 (b) and tj1j2 (c).

Depending on the kind of event passing the preselection, the corresponding weight-
matrix is used to calculate the weighted scale sm. As an example, all scales of the
preselected events of the 2+3-jet-bin are plotted in Figure 5.4. Table 5.1 specifies
the corrected acceptance and its estimated uncertainty for each jet-bin.
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Figure 5.4: Scales of the s-channel events passing the 2+3-jet-bin preselection, the deviation
of the mean from 1.0 is only about 0.4%.

2-Jet-Bin 3-Jet-Bin 2+3-Jet-Bin

original acceptance 20895.0 4442.0 25337.0
corrected acceptance 20825.7 4419.4 25245.0

correction −0.33% −0.51% −0.36%

estimated uncertainty ±0.2% ±0.3% ±0.2%

Table 5.1: Summary of the s-channel results. The estimated uncertainty is half the absolute
value of the difference between original and corrected acceptance. The original acceptance
is given as the number of MC events passing the single-top selection.
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5.2 t-channel Estimate

For the t-channel, all Nvar = 10 variables validated in Chapter 4.2.2 are considered.
In contrast to the s-channel, it is distinguished whether or not a jet has a b quark
content to treat the matched 2nd-b quarks separately. The ratio-functions of pT and
Ql · η of the top quark, of the leading b jet b1, of the leading light jet q1, of the
2nd-leading b jet b2 and of the 2nd-leading light jet q2 are shown in Figure 5.5 and 5.6.
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Figure 5.5: Ratio-functions of the t-channel top quark t ((a) and (b)), leading b jet b1 ((c)
and (d)) and leading light jet q1 ((e) and (f)).
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Figure 5.6: Ratio-functions of the t-channel 2nd-leading b jet b2 ((a) and (b)) and 2nd-leading
light jet q2 ((c) and (d)).

Due to the flavor discrimination used in the t-channel, one has to deal with 6 different
kinds of events: only top (labeled t), top plus b jet (tb1), top plus light jet (tq1),
top plus leading b jet plus 2nd-leading light jet (tb1q2), top plus leading light jet
plus 2nd-leading b jet (tq1b2) and top plus leading light jet plus 2nd-leading light jet
(tq1q2). As discussed for the s-channel, separate weight-matrices are used for each
case. The corresponding correlation-matrices are shown in Figure 5.7 and 5.8.
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Figure 5.7: t-channel correlation-matrices for the subsamples t (a), tb1 (b) and tq1 (c).
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Figure 5.8: t-channel correlation-matrices for tb1q2 (a), tq1b2 (b) and tq1q2 (c).

In Figure 5.9 (a) the scales of the events passing the 2+3-jet-bin selection are shown.
The distribution peaks at about 0.98, a smaller accumulation is located around 1.03.
Figure 5.9 (b) and (c) show the frequency of the different kinds of events with a scale
smaller and higher than about 1.01. It is clearly visible, that the scale is higher,
when a leading b jet is found in the event. This arises from the high values in the
ratio-functions (Figure 5.5 (c) and (d)). Table 5.2 lists the corrected acceptance and
its estimated uncertainty for each jet-bin.
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Figure 5.9: Scales of events passing the 2+3-jet-bin preselection (a), lower scales are domi-
nated by leading light jets q1 (b), higher scales are dominated by leading b jets b1 (c).
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2-Jet-Bin 3-Jet-Bin 2+3-Jet-Bin

original acceptance 13204.0 3230.0 16434.0
corrected acceptance 12971.6 3153.4 16128.9

correction −1.76% −2.37% −1.86%

estimated uncertainty ±0.9% ±1.2% ±0.9%

Table 5.2: Summary of the t-channel results. The estimated uncertainty is half the absolute
value of the difference between original and corrected acceptance. The original acceptance
is given as the number of MC events passing the single-top selection.



Chapter 6

Sensitivity of Single-Top Cross

Section Measurement

The direct measurement of the s- and t-channel single-top cross section is an ap-
propriate tool for the accurate determination of the CKM-matrix element Vtb. The
latest single-top analysis by DØ [8] with an integrated luminosity of 230 pb−1 could
only set upper limits on s- and t-channel cross section of 6.4 pb and 5.0 pb (95
% C.L.), respectively. At present, the CDF II-experiment has collected data up to
1 fb−1 of integrated luminosity. Thus the observation of the single-top production
mechanism and the subsequent cross section measurement come into reach.
In the following, a new method for measuring both relevant cross sections is intro-
duced. Two independent neural networks (NN) for s- and t-channel provide the
opportunity to determine both values simultaneously. A sensitivity study of the
single-top cross section measurement is done assuming an integrated luminosity of
1 fb−1.

In order to estimate the a priori sensitivity presuming a scenario of Standard Model
single-top production with a s- and t-channel cross section of 0.88 ± 0.11 pb and
1.98 ± 0.25 pb, CDF pseudo experiments are performed. A Poisson distributed
random number according to the number of SM expected events for the 2-jet and
3-jet subsample is thrown. The resulting numbers are the events obtained for the
signal and background processes. For each event a second random number is drawn
according to the probability density assigned to the corresponding NN output tem-
plate of the 2-jet-bin and 3-jet-bin, respectively. Those templates are obtained by
Monte Carlo studies. By this procedure, each pseudo event is assigned to an output
value of both the s- and t-channel NN. All these events are accumulated for a pseudo
data set corresponding to an integrated luminosity of 1 fb−1.
To calculate the cross sections a fit of a likelihood function to the pseudo data is
performed. Here the likelihood function is constructed in the absence of systematic
uncertainties, only statistical uncertainties are included.
This pseudo experiment procedure is repeated 10000 times. The widths of the
obtained distributions of both the s- and t-channel cross sections determine the
estimates for the a priori sensitivity of the given scenario.



42 Chapter 6. Sensitivity of Single-Top Cross Section Measurement

6.1 Single-Top Preselection

The s- and t-channel MC samples used in this sensitivity study were generated by
MadEvent. The top quark mass was set to 178 GeV/c2, corresponding to the still
valid world average. A matching of the t-channel sample was conducted as described
in Chapter 3.1. Both signal samples and all relevant background samples passed the
detector simulation and production of the CDF offline software. The reconstructed
events were converted by TopFind, linked against CDF software release 5.3.3 nt, to
produce TopNtuples, the standard data format of the CDF top physics group. Table
6.1 gives an overview on the MC signal and background samples used for the NN
training and the calculation of the NN output templates.

Process Sample N

t-channel matched mtopta+ua match 200290

s-channel mtopya 195928

tt̄ ttopel 1150043

WW , WZ, ZZ wtop1w, wtop1z, ztopcz 1242241

Z→ ττ ztop1i, ztop4i, ztop5i 3538885

Wbb̄ + 0p (W → e/µ + ν) atopub, atopwb 444375

Wbb̄ + 1p (W → e/µ + ν) atopvb, atopib 443030

Wcc̄ + 0p (W → e/µ + ν) atoprb, atopkb 528966

Wcc̄ + 1p (W → e/µ + ν) atopsb, atoplb 519023

Wc + 1p (W → e + ν) atopic 280381

mistags atop5a, atop6a, atopdb, 1193572

atopeb, atop8t

Table 6.1: Monte Carlo signal and background samples and their corresponding numbers of
events N used in this study.

The calculation of a production cross section σ is based on the following formula:

σ =
Nsignal

ǫevt ·
∫

L dt
, (6.1)

where Nsignal is the number of observed signal events. ǫevt is the event detection
efficiency, which is the average probability of a signal event to be detected.

∫

L dt
is the integrated luminosity of the data taken by the experiment.
Since the goal of this study is to estimate the sensitivity of a cross section mea-
surement derived from MC studies and pseudo experiments, no data is taken into
account. The purpose of the MC studies is to calculate the number of SM predicted
signal and background events, respectively. For the signal, equation (6.1) takes the
form:

Npredict
signal = σtheo

signal · ǫevt ·
∫

L dt (6.2)
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Here, σtheo
signal is the theoretical calculated SM cross section of the signal. To calculate

the number of expected events for the different background processes, corresponding
equations are used. The event detection efficiency can be decomposed into four
factors:

ǫevt = ǫMC
evt · ǫBR · ǫcorr · ǫtrig , (6.3)

where ǫtrig is the trigger efficiency and ǫcorr is a correction factor which takes into
account the difference between simulated and data events and thereby gives a mea-
sure of how well the MC simulation models the detector. Since in some samples the
W boson was only allowed to decay into leptons (W → e/µ/τ + ν), one corrects for
this by a branching ratio factor ǫBR. Using the reconstructed events from the MC
samples listed in Table 6.1, one obtains the event detection efficiency ǫMC

evt for Monte
Carlo.
This is done by applying all selection and identification cuts of the CDF single-top
analysis to the MC events. This preselection corresponds to the standard cuts of
the CDF top physics group for lepton+jets analyses [37]. Several requirements to
the measured properties of the reconstructed events like number of tight leptons,
missing transverse energy because of neutrinos, number of secondary vertices due to
long-living B hadrons and so on have to be fulfilled.

The determination of the event detection efficiencies ǫevt for all relevant signal and
background processes is done in reference [38]. Table 6.2 summarizes the number of
events of the signal and background MC samples passing the preselection cuts for
the 2-jet-bin and 3-jet-bin, respectively.

Process N 2-jet-bin N 3-jet-bin

t-channel 10516 2345

s-channel 15304 3324

tt̄ 12756 29819

WW , WZ, ZZ 2194 600

Z→ ττ 629 202

Wbb̄ + 0p (W → e/µ + ν) 5184 (704)

Wbb̄ + 1p (W → e/µ + ν) (10456) 3011

Wcc̄ + 0p (W → e/µ + ν) 1262 (196)

Wcc̄ + 1p (W → e/µ + ν) (2800) 827

Wc + 1p (W → e + ν) 1389 316

mistags 1131 438

Table 6.2: Number of events N of the signal and background MC samples passing the
preselection cuts. Numbers in brackets denote samples, which do not belong to that jet-bin.
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The resulting numbers of expected signal and background events for an integrated
luminosity of 1 fb−1 are listed in Table 6.3:

Process Npredict 2-jet-bin Npredict 3-jet-bin

t-channel 27.2 6.1

s-channel 18.4 4.0

tt̄ 61.2 143.2

WW , WZ, ZZ 16.7 4.5

Z→ ττ 7.1 2.8

Wbb̄ 251.9 64.4

Wcc̄ 91.9 28.8

Wc 99.7 19.7

mistags 169.2 58.8

Sum 743.3 332.3

Table 6.3: Number of expected events Npredict of the signal and background MC samples
passing the preselection cuts. This prediction corresponds to an integrated luminosity of 1
fb−1.

6.2 Neural Networks

In this study we benefit from the multivariate method of artificial neural networks
to combine several variables into one test statistic which discriminates between sig-
nal and background. The neural network used is the NeuroBayesR© package [39]
provided by the company Phi-T. NeuroBayesR© combines a three-layer feed forward
neural network as seen in Figure 6.1 (a) with a complex robust preprocessing of the
input variables. Bayesian regularization techniques are used for the training process.
There is one input node for each input variable plus one bias node. The number
of nodes in the hidden layer can be freely chosen by the user. There is one output
node which gives a continuous output in the interval [-1,1].
The nodes of two consecutive layers are connected with variable weights. For each
node j, a biased weighted sum of the values of the previous layer xi is calculated

aj(x) =
∑

i

ωixi + µ0,j (6.4)

and passed to the transfer function which gives the output of the node. The bias
µ0,j, which is calculated for each input, implements the thresholds of the several
nodes: if the input to a node is larger than its threshold, the node will send an
input to the next layer. The output of each node is determined by a transformed
sigmoid function

S(x) =
2

1 + e−a(x)
− 1 (6.5)

which gives an output of -1 for background and +1 for signal.



6.2. Neural Networks 45

As can be seen in Figure 6.1 (b), the sigmoid function is only sensitive to a relatively
small range about zero. By this transformation, the interval ]−∞,∞[ is mapped
to the interval [-1,+1]. For very large (x → ∞) or very small (x → −∞) values, a
saturation effect is reached. The bias mentioned above shifts the mean of the input
data distribution to the linear part of the sigmoid function.

Input layer

Hidden layer

Output layer

(a)

a(x)
-10 -5 0 5 10

S
(a

(x
))

-1

-0.5

0

0.5

1

(b)

Figure 6.1: The geometry of a 3 layer neural network (a) and the NeuroBayes R© sigmoid
function (b) given by formula (6.5).

The output of the neural network for output node k is calculated by

ok = S(
M

∑

j=0

ω
(2)
kj · S(

d
∑

i=0

ω
(1)
ji xi + µ0,j)) (6.6)

where d is the number of input and M the number of hidden nodes. ω
(1)
ji denotes

the weights from the input to the hidden layer, ω
(2)
kj the weights from the hidden

to the output layer. µ0,j is the weight that connects the bias node with the hidden
nodes.
The training of the neural network is done by minimizing the deviation between the
true output and the one calculated by using the actual weights. The error function
minimized in this neural network is the entropy error function, which is essentially
given by the sum of the logarithms of the output values. The aim of the training
of the neural network is to find the minimum in the multidimensional structure of
the error function with many peaks and valleys. As this task can be difficult to
solve, the training process is done by the combined method of gradient descent and
backpropagation. The neural network is trained with regularization techniques to
improve generalization performance and to avoid overtraining. During the train-
ing process, weights and nodes whose significance is below a certain threshold are
pruned away. This reduces the number of free parameters and hence improves the
signal–to–noise ratio by removing the cause of the noise. This leads again to an
improved generalization ability.
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For this study, the training of the used networks is done with MC signal and back-
ground samples mixed with ratios close to the prediction of the preselection. We
have four different networks due to the 2-jet- and 3-jet-bin subsamples, in which
we separately train for s- and t-channel signal, respectively. In the training of an
s-channel network, the t-channel events are treated as background and vice versa,
although this is negligible in our case.

To find the optimal starting point for minimizing the error function, the input vari-
ables are preprocessed. This preprocessing is done in a completely automatic way.
To care for extreme outliers, the input distributions are equalized to lie between -1
and 1. Those flattened distributions are then converted into a Gaussian distribu-
tion, centered at zero with standard deviation 1. This avoids saturation of the nodes
due to the above mentioned shape of the activation function in Figure 6.1. After
this transformation, the input variables are linearly decorrelated diagonalizing and
rotating the covariance matrix into a unit matrix. This unit matrix is again rotated
until one variable includes the complete linear correlation to the target and all other
correlations are zero.
The above mentioned transformation to a Gaussian distribution may be altered by
individual variable preprocessing like fitting the flattened distribution with a spline
if this is considered to be sensible. In addition, discrete variables can be treated as
members of classes. The preprocessing of those kinds of variables can also deal with
a certain order of values if this is important, e.g. the number of jets in an event.
The preprocessing is also able to deal with variables that are not given for every
event by assigning the missing values to a δ–function. It is important to mention
that the preprocessed input variables do not have any physical meaning, unlike the
original ones.

The significances of the training variables are determined automatically during the
preprocessing in NeuroBayesR©. This is done by removing each variable one after
another and check their correlations to the target. This correlation as well as the size
of the training sample determine the training significance of each variable. After the
preprocessing process, it is possible to cut on the significance to take only variables
into account that include enough information that is not already incorporated by
other variables.

In this study, the significance cut to the input variables is not applied, since the
optimization of these networks is not yet completed. Thus, more than 40 variables
are used as input. Some of the most discriminating variables are shown in Figure
6.2 and 6.3.
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Figure 6.2: Some of the input variables for the neural net: the invariant mass of the two
leading jets (a), the reconstructed top mass (b), the logarithm of ∆12, calculated by the
KT jet clustering algorithm (c), the charge of the lepton times pseudorapidity of the leading
light jet (d), the charge times pseudorapidity of the lepton (e) and the scalar sum of all
transverse momenta in the event (f).
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Figure 6.3: Some of the input variables for the neural net: the pseudorapidity of the second
leading jet (a), the pseudorapidity of the W boson (b), the transverse energy of the leading
jet (c), the number of loose jets in the event (d), the best χ2 of the Kinematic Fitter for top
reconstruction (e) and the cosine of the angle between the lepton and the light jet in the
top rest frame (f).
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6.3 Templates for Signal and Background

For performing pseudo experiments, template histograms for signal and background
must be determined. This has to be done separately for each jet-bin. The back-
ground MC events are mixed with the fraction close to the expected ratio. Those
events which pass the preselection cuts are fed into both the s- and t-channel neural
net. The output of the nets for each sample is the basis of the corresponding tem-
plate. As a matter of course, one template for each signal channel is constructed.
For the background, the proceeding is different. The tt̄ sample also obtains its own
template. Depending on the deviation between the output of the other background
samples, one has to choose which of them would fit into a combined template. Fig-
ure 6.4 shows the output of the s- (a) and t-channel (b) NN for different background
samples in the 2-jet-bin.
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Figure 6.4: 2-jet-bin NN Output of background.

It is obvious, that especially in the output of the s-channel NN the Wcc̄ and Wc
samples differ from the others. By looking at the the χ2 between all samples in
Figure 6.4 (c) and (d), this is confirmed, only those two have values greater than
200.
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Figure 6.5: 3-jet-bin NN Output of background.

The same is valid for the 3-jet-bin as seen in Figure 6.5. Thus, we decide to establish
a charm background template, containing the Wcc̄ and Wc samples, and another
non-charm template with all remaining backgrounds.

The procedure for constructing the templates is the following. For the 2-jet sub-
sample we expect to have about 740 events passing the preselection and about 330
events in the 3-jet-bin (see Table 6.3). Since we want to have about 15 events per
bin in the 2D histogram of t- vs. s-channel NN output presuming flat distributions,
we choose 7 and 5 output bins for each net in the 2-jet- and 3-jet-bin, respectively.
By feeding all MC events of each signal sample (s- and t-channel) and background
sample (tt̄, charm, non-charm) passing the preselection into both neural nets, we
obtain separate 2D output templates. Those distributions get normalized to their
expected number of events for an integrated luminosity of 1 fb−1 (Table 6.3). For
technical reasons, the likelihood fit program can only deal with 1D histograms. The
required 1D templates are extracted from the 2D histograms bin by bin.
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Figure 6.6: 2-jet-bin 2D NN Output (a) and 1D template (b) of t-channel.
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Figure 6.7: 2-jet-bin 2D NN Output (a) and 1D template (b) of s-channel.

Figure 6.6 (a) shows the 2D NN output for the t-channel sample in the 2-jet-bin.
The entries are enriched to x-values near +1, so the t-channel NN is able to identify
those entries as signal-like. Even the s-channel NN can do so, as visible in enriched
y-values to +1. Figure 6.6 (b) depicts the corresponding 1D template, extracted bin
by bin from the 2D NN output histogram.
The 2D NN output for the s-channel sample is seen in Figure 6.7 (a). Here the
t-channel NN can not clearly assign all entries to signal events, but the s-channel
NN achieves that, even though it is not as effective as the t-channel NN in Figure
6.6 (a).
Figure 6.8 shows the NN outputs for all background samples in the 2-jet-bin. It
is clearly visible, that both neural nets are successful in identifying the events as
background-like. Nevertheless, there are events which accumulate in the signal re-
gions of the NN output.
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Figure 6.8: 2-jet-bin 2D NN Output (left hand side) and 1D template (right hand side) of
the background samples: tt̄ background (a) and (b), charm background (c) and (d) and
non-charm background (e) and (f).
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Figure 6.9: 3-jet-bin 2D NN Output (a) and 1D template (b) of t-channel.
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Figure 6.10: 3-jet-bin 2D NN Output (a) and 1D template (b) of s-channel.

Figure 6.9 (a) and 6.10 (a) depict the 2D NN output for both signal samples in the
3-jet-bin. It is obvious, that the discrimination ability of the networks is not as good
as in the 2-jet-bin.
The NN outputs for the background samples are seen in Figure 6.11. Again, the
networks achieve to recognize the background-likeness of the events, even if some
entries fluctuate into the signal regions of the output distributions.

It is important to emphasize that the shapes of all 1D templates differ from each
other. This is fundamental for the fit of the Likelihood function to find the corre-
sponding fractions of the different samples.



54 Chapter 6. Sensitivity of Single-Top Cross Section Measurement

Output t-channel NN
-1 -0.5 0 0.5 1

O
u

tp
u

t 
s-

ch
an

n
el

 N
N

-1

-0.5

0

0.5

1

Entries  29819

Integral    143.2
0

5

10

15

20

25

30

35

Entries  29819

Integral    143.2

(a)

-Backgroundtt
Entries  25
Integral   143.2

 Bins from 2D NN Output
5 10 15 20 25

E
xp

ec
te

d
 E

ve
n

ts

0

20

40
-Backgroundtt

Entries  25
Integral   143.2

(b)

Output t-channel NN
-1 -0.5 0 0.5 1

O
u

tp
u

t 
s-

ch
an

n
el

 N
N

-1

-0.5

0

0.5

1

Entries  1143

Integral    48.44
0

2

4

6

8

10

12

14

Entries  1143

Integral    48.44

(c)

Charm-Background

Entries  25
Integral   48.44

 Bins from 2D NN Output
5 10 15 20 25

E
xp

ec
te

d
 E

ve
n

ts

0

5

10

15

Charm-Background

Entries  25
Integral   48.44

(d)

Output t-channel NN
-1 -0.5 0 0.5 1

O
u

tp
u

t 
s-

ch
an

n
el

 N
N

-1

-0.5

0

0.5

1

Entries  4296

Integral    130.5
0

5

10

15

20

25

Entries  4296

Integral    130.5

(e)

Non-Charm-Background

Entries  25
Integral   130.5

 Bins from 2D NN Output
5 10 15 20 25

E
xp

ec
te

d
 E

ve
n

ts

0

10

20

30
Non-Charm-Background

Entries  25
Integral   130.5

(f)

Figure 6.11: 3-jet-bin 2D NN Output (left hand side) and 1D template (right hand side)
of the background samples: tt̄ background (a) and (b), charm background (c) and (d) and
non-charm background (e) and (f).
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Figure 6.12: Stacked 2-jet-bin 2D NN Output (a) and stacked 1D templates (b) of all
samples.
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Figure 6.13: Stacked 3-jet-bin 2D NN Output (a) and stacked 1D templates (b) of all
samples.

The stacked distributions of all 2D and 1D NN output histograms are shown in
Figure 6.12 and 6.13 for the 2-jet- and 3-jet-bin, respectively. In both subsamples,
the s- and t-channel fractions are tiny. In the 2-jet-bin, the non-charm (particularly
Wbb̄ and mistags) background is dominating, whereas in the 3-jet-bin the tt̄ and
non-charm (again Wbb̄ and mistags) backgrounds are prominent.
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6.4 Simultaneous Likelihood-Fit of the Single-Top

Cross Sections

In order to extract the s- and t-channel signal content of each pseudo data sample,
a binned likelihood function, based on reference [40], is used. Likelihood functions
are based on a known or estimated probability density function f(x|a) where x is
an observable and a is a set of unknown parameters to be estimated. The likelihood
function L(a) for a set of measured observables x1, x2, . . . xn is defined by

L(a) = f(x1|a) · f(x2|a) · · ·f(xn|a) =

n
∏

i=1

f(xi|a) (6.7)

This function L(a) can be interpreted as the probability of obtaining the measured
values xi for a given parameter set a. So the best estimator â for the parameter set
a is the one that maximizes the likelihood function L(a) with respect to the given
data set {xi}.
Since a binned likelihood function is used for this study, the contents ni of a set of
bins i derived from a distribution are used as observables. The parameter a aimed
to measure is the production cross section σ. For convenience reasons the parameter
β = σ/σSM is used, which is the cross section normalized to its Standard Model
prediction.
The statistical content ni of a bin i is described by the Poisson distribution

P (ni) =
µni

i

ni!
e−µi (6.8)

where µi denotes the expectation value of the distribution in this bin i. This expec-
tation value µi is the sum of all signal and background process expectation values
µji contributing to the specific bin i. Each µji is the product of the normalized
production cross section βj times a bin specific acceptance function νji. Thus the
Poisson mean for a bin i in the presence of d signal and background processes is

µi =

d
∑

j=1

µji =

d
∑

j=1

νjiβj . (6.9)

The likelihood consisting of q bins within this scenario is defined by

L(β) =

q
∏

i=1

µni

i

ni!
e−µi . (6.10)

As discussed, the pseudo data sample is divided in two subsamples (2-jet- and 3-jet-
bin) defined by the number of jets in the event. Five classes of processes are con-
sidered: The s- and t-channel single-top production modes, tt̄ background, charm
background and non-charm background. In addition, the background contributions
are constrained by Gaussian functions G(βj , 1.0, ∆j) of variable βj with mean 1.0
and standard deviation ∆j .
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Due to practical reasons the acceptance function νji given in equation (6.9) is divided
in two parts:

νji = νjαji, (6.11)

Here, the term νj reflects the absolute acceptance of process j, which is the event
detection efficiency multiplied with the integrated luminosity (see Chapter 6.1). αji

denotes the relative acceptance within bin i, given by the normalized content of bin
i of the template histogram for process j.
Thus, the likelihood function L equals:

L = L(βs−ch, βt−ch, βtt̄, βcharm, βnon−charm)

= L(β1, ... , β5)

=

B2
∏

i=1

e−µi · µni

i

ni!
·

B3
∏

j=1

e−µj · µnj

j

nj !
·

5
∏

k=3

G(βk, 1.0, ∆k) (6.12)

The first factors are Poisson terms for the bins of the 2-jet-bin template (index i)
and 3-jet-bin template (index j). The third factor is the Gaussian integration kernel
of the backgrounds which constrain the nuisance parameters to the expectation.
The expected mean in bin i is:

µi =
5

∑

k=1

βk · νk · αki (6.13)

To obtain the probability distribution for the SM normalized signal cross sections
βs−ch and βt−ch, we integrate out all nuisance parameters from the likelihood func-
tion:

L∗(βs−ch, βt−ch) =

∫ +∞

0

∫ +∞

0

∫ +∞

0

L(β1, ... , β5) dβ3dβ4dβ5 (6.14)

This reduced or marginalized likelihood only depends on the normalized signal cross
sections. The integration is implemented as a Monte Carlo integration. For each
Monte Carlo integration point random numbers are generated for the nuisance pa-
rameters βk according to Gaussian distributions G(βk, 1.0, ∆k). Based on reference
[38] we choose ∆3 = 23% for the tt̄ background and ∆4 = ∆5 = 20% for the charm
and non-charm background. The marginalized likelihood is finally maximized with
respect to the pseudo data set.

The distributions of the randomly generated numbers of pseudo events for each pro-
cess are shown in Figure 6.15 - 6.19. The sum of these numbers for each pseudo
experiment is the number of events in the pseudo data set. Its distribution for 10000
pseudo experiments can be seen in Figure 6.14. All shown distributions have their
mean very close to the number of SM predicted events for the given integrated lu-
minosity of 1 fb−1, as required.
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Figure 6.14: Distribution of generated pseudo events for data in the 2-jet- (a) and 3-jet-bin
(b). By Standard Model prediction 743.3 and 332.3 events are expected.
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Figure 6.15: Distribution of generated pseudo events for t-channel signal in the 2-jet- (a)
and 3-jet-bin (b). By Standard Model prediction 27.2 and 6.1 events are expected.
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Figure 6.16: Distribution of generated pseudo events for s-channel signal in the 2-jet- (a)
and 3-jet-bin (b). By Standard Model prediction 18.4 and 4.0 events are expected.
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Figure 6.17: Distribution of generated pseudo events for tt̄ background in the 2-jet- (a) and
3-jet-bin (b). By Standard Model prediction 61.2 and 143.2 events are expected.
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Figure 6.18: Distribution of generated pseudo events for charm background in the 2-jet- (a)
and 3-jet-bin (b). By Standard Model prediction 191.6 and 48.4 events are expected.
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Figure 6.19: Distribution of generated pseudo events for non-charm background in the 2-jet-
(a) and 3-jet-bin (b). By Standard Model prediction 444.9 and 130.5 events are expected.
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The estimates of the likelihood fits for the Standard Model normalized s- and t-
channel cross sections βs−ch and βt−ch are shown in Figure 6.20 (a) and (b), respec-
tively. It is obvious, that the distribution of the t-channel estimates from the 10000
pseudo experiments is clearly more narrow compared to the s-channel, also the mean
is very close to the SM expected value of 1.0, whereas the s-channel has a mean of
about 1.3. The distributions of βs−ch and βt−ch are both approximately Gaussian in
shape.
The s-channel distribution has about 10% of its entries in the zero-bin, i.e. in 10%
of the pseudo experiments the likelihood fit could not indicate an s-channel con-
tribution to the total number of pseudo events. These entries in the zero-bin force
the mean to a higher value than 1.0. However, the median of the distribution of
about 1.25 indicates, that for the s-channel the probability to measure a higher cross
section than the one predicted by the Standard Model is enhanced. A reason for
this could be the less discrimination ability of the s-channel neural net.
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Figure 6.20: Pseudo experiment distribution of s-channel (a) and t-channel (b) cross section
measurement normalized to the SM prediction for an integrated luminosity of 1 fb−1.

The statistical uncertainties for both measurements are given by the root-mean-
squared (RMS) values of the corresponding distributions. Through this, the entries
in the zero-bins are taken into account. This would not be the case by choosing
the standard deviation parameter of a Gaussian fit to the distributions, although
the differences are minor. As already mentioned, systematic uncertainties are not
included in this study.

Presuming a Standard Model single-top production, we would expect to obtain an
s-channel cross section measurement with a statistical uncertainty of about ±89%
corresponding to σs−ch = 0.88±0.78 pb. For the t-channel production mode, a mea-
surement with a statistical uncertainty of about ±47% could be expected, which
would correspond to a cross section of σt−ch = 1.98 ± 0.93 pb.
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Figure 6.21: Pseudo experiment 2D-distribution of t- vs. s-channel cross section measure-
ment normalized to the SM predictions for an integrated luminosity of 1 fb−1. In addi-
tion, the 1σstat contour of the fit estimate of a selected individual pseudo experiment with
βt−ch = 0.98 and βs−ch = 1.17 is included. The tangents to the contour correspond to
∆± = β ± σstat.

Figure 6.21 depicts the distribution of t- vs. s-channel cross section measurement for
all pseudo experiments. The fact that the entries in the 2D plot are tilted shows that
βs−ch and βt−ch are correlated, strictly speaking negative correlated. Consequently,
if one found a value of βt−ch > 1.0, this would lead to an enhanced probability to
find a value of βs−ch < 1.0 and vice versa.
It is clearly visible, that the entries of the s-channel zero-bin (βs−ch = 0) accumulate
at higher values of βt−ch, their mean is about 1.3. In those pseudo events the
likelihood fit is not able to find an appropriate s-channel signal and thus the t-
channel fraction has a higher probability to increase. The same is valid for the
βt−ch = 0 values, although the fraction is much smaller. Their mean value of βs−ch

is about 2.3.
Additionally, Figure 6.21 shows the likelihood fit estimate of one selected pseudo
experiment out of the total of 10000. The marker at (βt−ch|βs−ch) = (0.98|1.17)
points out the best likelihood fit value for both signal cross sections of this individual
pseudo data set. The elliptic figure depicts the 1σstat contour calculated by the
likelihood fit. Its tangents correspond to β±σstat. For this selected example we would
obtain estimated s- and t-channel statistical uncertainties of about σs−ch

stat = +136%
−126%

and σt−ch
stat = +35%

−31% and therefore estimated single-top cross sections of about σs−ch =

1.03 +1.40
−1.30 pb and σt−ch = 1.94 +0.68

−0.61 pb, respectively.
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Chapter 7

Conclusions and Outlook

In this thesis, the t-channel matching procedure of two single-top signal Monte
Carlo samples is optimized. The s- and matched t-channel samples, generated by
MadEvent, are validated by comparing to ZTOP next-to-leading-order calculations.
We find good agreement for all kinematic distributions we investigate, except for
softer light quark jets due to gluon radiation. Since this has only minor impact on
the s-channel, the corresponding MadEvent sample performs its task as expected.
For the t-channel, we can conclude that the applied matching procedure leads to a
MadEvent sample that successfully describes the kinematic distributions and rates
of the 2nd-b quark. However, small differences remain. The discrepancy in the
pT -ordered 2nd-leading light jets is mainly due to the absence of initial state gluon
splitting and initial and final state gluon radiation matrix elements in the MadEvent
sample production. The subsequent PYTHIA showering of the partons is apparently
inappropriate for modeling those contributions and not intended for this purpose.
The proper way would be to produce all relevant NLO matrix elements and match
them as proposed in reference [15]. At present, an NLO-MC-generator for single-top
is in preparation [41]. Probably it will be available for future iterations of single-top
analyses and will redundantize further matching procedures.
We estimate the systematic uncertainty on the single-top acceptance due to the
Monte Carlo modeling and find an uncertainty of about 1% on the t-channel accep-
tance. We obtain a negligible uncertainty well below 1% on the s-channel acceptance.
These acceptance uncertainties are very well acceptable for the single-top analyses
that are currently under way.
A sensitivity study of the simultaneous cross section measurement of the s- and t-
channel single-top production modes is conducted. For this purpose, only statistical
uncertainties are included. For a future integrated luminosity of 1 fb−1, we expect
to obtain an s-channel cross section measurement with a statistical uncertainty of
about ±89%. For the t-channel, the study predicts a measurement with a statistical
uncertainty of about ±47%.
This study is a first look at a new method, further developments are mandatory.
The latest single-top and background MC samples and the corresponding system-
atic uncertainties have to be included. In addition, final trainings of the neural nets
should be available to obtain a reliable sensitivity of the cross section measurements.
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