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1 Introduction

The aim of elementary particle physics is the understanding of the fundamental con-
stituents of matter and their interactions. Theorists try to explain the various processes
in nature with minimal assumptions and fundamental principles. Experimentalists in-
vestigate physics at smaller and smaller scales corresponding to higher energies. Particle
colliders provide the possibility to study the interaction of particles or the production
of new particles. The accelerator facilities and detector systems become very involved
and complex, thus there are only a few centers of high energy physics experiments in
the world with international collaborations. In the last half century elementary particle
physics has made enormous progress. The successful interplay of the theory and ex-
periments has established the so-called Standard Model [1, 2, 3] that sofar describes all
observed phenomena of high energy physics.

The heaviest known particle of the Standard Model is the top quark. At present, the
hadron collider Tevatron at FERMILAB is the only collider in the world that provides
enough energy to produce top quarks. It is a great challenge to measure the properties
of the top quark with the two experiments CDF and D@ at the Tevatron. Top quark
physics tests the Standard Model, but is also a search for new physics. Furthermore, the
top quark mass is an important parameter of the Standard Model. Its precise knowledge
is highly desired to indirectly infer on the mass of the Higgs boson.

This thesis analyzes methods of measuring the top pair production cross section with the
D@ detector. The considered final state consists of a muon, a neutrino, and jets. Most
quantities that have to be determined to measure the cross section are obtained from
data, i.e. the use of simulations is avoided whenever possible. However, the methods
can be applied to simulated Monte Carlo events in order to cross-check their validity or
precision. One main topic of this thesis are such tests for the muon reconstruction and
properties measurements. Moreover, the main analysis parts of the production cross
section measurements are performed with simulated events yielding a comparison of the
simulated and extracted cross section. Differences between the data analysis and Monte
Carlo studies are shown.

The thesis has the following structure:

e Chapter 2 gives a brief overview over the Standard Model and introduces the field
of top physics. The signal signature and background processes are discussed.

e Chapter 3 describes the experiment. The characteristics of the Tevatron and of



1 Introduction

the DO detector are given.

e In the fourth Chapter the reconstruction and properties of jets, missing transverse
energy and muons is explained and studied.

e The measurement of the cross section with simulated events is shown in Chapter 5.
It starts with the description of a preselection and illustrates how to separate the
signal from different background types. After a final selection the ¢t production
cross section and its statistical uncertainty is determined.

e Chapter 6 discusses the systematic uncertainties.

e In the last Chapter 7 the studies are summarized and an outlook on future analyses
is given.



2 Theoretical Basis

This chapter gives a brief overview over the theory of elementary particles and their
interactions. Especially, the properties and interactions of the top quark, the heaviest
known elementary particle, will be presented.

2.1 The Standard Model of Elementary Particle Physics

All known ! matter in the universe consists of fermions, the leptons and quarks. There are
six leptons: the electron, its associated electron neutrino, the muon with its associated
muon neutrino, and the tau with its associated tau neutrino. The six quarks are called
up, down, charm, strange, top, and bottom. The interactions of elementary particles are
well described by the so-called Standard Model [1, 2, 3]. It groups leptons and quarks

in three generations:
() ) ()
Leptons:
e i T
U c t
ks:
s (5) () ()

Particles of the second and third generation have the same quantum numbers as the ones
of the first generation, but their masses are larger. In addition, it exists an anti-fermion
to every fermion with reversed intrinsic quantum numbers like electric charge.

There are four fundamental interactions: the gravitational, electromagnetic, weak, and
strong interaction. Gravity is not described in the Standard Model, but its influence
on elementary particles is negligible. The Glashow-Weinberg-Salam theory (GWS) uni-
fies the electromagnetic and weak interaction. Quantumchromodynamics (QCD) is the
theory of the strong interaction. Quarks are the only strongly interacting fermions.
The GWS model and QCD are quantum field theories that are described by the Stan-
dard Model Lagrangian. All interaction terms arise from the requirement of local gauge
invariance of the Lagrangian. The gauge symmetries are:

SU(3)e x SU(2)z x U(1)y-

!Cosmology indicates, that the universe consists of about 25% dark matter and 70% dark energy,
whose nature is unknown.
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interaction | bosons
electroweak | v, W+, W~ Z
strong 8 gluons

Table 2.1: Fundamental interactions and their mediating gauge bosons.

The indices C, L, and Y refer to the color quantum number of quarks, the third isospin
component of lefthanded particles, and hypercharge, respectively. The generators of the
gauge groups introduce massless gauge bosons that mediate the interactions. SU(3)¢
has eight generators leading to eight gluons that mediate the strong interaction. Explicit
fermion mass terms are forbidden in the Lagrangian by the SU(2);, symmetry. Therefore,
in the GWS theory the gauge invariance of the Lagrangian is spontaneously broken by
introducing a Higgs field [4, 5, 6].

SU2)r x U(1)y — U(1), Q = electric charge

The result of the so-called Higgs mechanism are massive W= and Z boson, whereas the
photon ~y belonging to the U(1) o remains massless. Moreover, it predicts the existence of
a massive scalar Higgs boson, the only elementary particle of the Standard Model, that
has not been discovered, yet. Fermion masses are generated by the so-called Yukawa
couplings of the Higgs to the fermions.

An introduction to the Standard Model including the historical development can found
in [7].

2.2 Physics of the Top Quark

The top quark was discovered at Fermilab in 1995 [8, 9]. From 1992 until 1996 the
hadron collider Tevatron was in the first data taking period, called Run I, and operated
at a center of mass energy of /s = 1.8 TeV. The two experiments CDF and D@
collected data with an integrated luminosity of £ ~ 125 pb™!. In Run I the top quark
mass was determined, the top-pair production cross section was measured, and various
decay channels were analyzed. However, there are still a lot of interesting measurements
to make such as increasing the precision of the top mass, determining the top quark
charge, measuring the helicity of the W boson, that originates from a top quark decay,
determining the spin correlation of top pairs, or investigating the Yukava coupling of the
Higgs boson to the top quark.

2.2.1 Mass and Lifetime

The combined result for the world-average of the top mass was found to be [10]

my = 174.3 £5.1 GeV.
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Thus, the top quark is by far the heaviest elementary particle. As a consequence of the
large mass, the top quark has an extreme short lifetime of

7~ 0.5 x 1072 s.

2.2.2 The Top Quark in the Standard Model and Beyond

The discovery of the top quark completes the three generation Standard Model. How-
ever, in order to ensure that the top quark is really the particle with the properties that
are predicted by the Standard Model many more measurements have to be performed.
Quantum numbers such as spin or isospin or the spin correlation of a top anti-top pair
yet have to be tested. So far, only the mass, lifetime, strong production, and the decay
modes are known. Due to the high mass and short life time the top quark behaves
different from lighter quarks. Top quarks decay before they have time to hadronize, i.e.
there are no bound states of top quarks. All other quarks form bound states of mesons
or baryons on a time scale given by AQlCD X sty ~ 3-107** s. Therefore the spin
information of top quarks are conserved in the decay products. Top physics is a good
way to test the Standard Model and the top mass is an important parameter. But the
interest in top physics is not only motivated by completing electroweak precision data
and testing the Standard Model. The top quark mass is approximately the scale of
electroweak symmetry breaking. Hence, it can be speculated that the top quark might
play a special role in nature [11]. Its Yukawa coupling to the Higgs field is given by

m
yt:\/iﬁ%]-a

where v is the vacuum-expectation value of the Higgs field. The value of y; might be
a hint, that y; is more fundamental. Maybe, the physics of the top quark leads to the
discovery of “new” physics beyond the Standard Model. Another important point of the
top quark is the relation to Higgs physics. The Higgs mass can be predicted with the
help of the top mass as explained in the next section. Moreover, top production is one
of the main backgrounds for many Higgs searches.

2.2.3 Theoretical Prediction of the Top Quark and Higgs Boson
Mass

Before the discovery of the top quark its existence was predicted due to the effects of
virtual top quarks. The GWS theory allows to calculate the mass of the W boson at tree
level taking the electromagnetic coupling «, the Fermi constant Gz, and the Z boson
mass My as parameters. These parameters are measured with high precision. How-
ever, higher order corrections also contribute to My,. The one-loop corrections depend
quadratically on the top quark mass m; and logarithmically on the Higgs boson mass
My [12]. Since the dependency on m; is much stronger than on My, the measurement,
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of My, allowed to predict an estimation of the top quark mass m;. The precision of the
prediction increased with a more accurate measurement of the input parameters. It was
in full agreement with the discovery. Figure 2.1 [13] shows the x? as function of the top
mass of a fit to electroweak precision data. The minimum of the curves refer to the most
probable top mass. With the help of the measured top mass m; the same method is used

10 \ \ \ T ) \ \ \ T T
Fits to LEP data \  Fitsto LEP + UA2/CDF /
+ CHARM/CDHS data | /
Qg constrained to 0.118+0.008 i 0.4 constrained
/ 100.118+0.008 /

2
X of fit

1
200 250

Figure 2.1: x? vs.m; from a fit to LEP data a) and to LEP, pp collider, and v data b)
taken from [13].

to predict the mass of the Higgs boson My. In Figure 2.2 taken from [14] My, is plotted
versus m;. The dashed ellipse shows the direct measurements of My, and m; with 68%
CL and the solid ellipse shows the indirect 68% CL measurement from fitting precision
electroweak data [14]. The plot also shows lines of constant Higgs mass according to the
Standard Model.

2.2.4 Production of Top Quarks

At the Tewvatron top quarks are produced in proton anti-proton collisions. However, not
the full center of mass energy of the hadron collider is available for the production of new
particles. The hard scattering process is an interaction of quarks or gluons (partons) that
are the constituents of the protons and anti-protons. The structure of (anti-) protons is
quite complex. They are composites of three valence (anti-) quarks which are bound by
gluons. In addition to the valence quarks the (anti-) protons contain many virtual so-
called sea quarks. Each parton 7 inside the (anti-) proton with four-momentum p; carries
only an energy-momentum fraction x; of p;. Figure 2.3 (left) sketches the collision of a
proton with momentum four-vector p; and an anti-proton with momentum four-vector
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806 T T T | T T T T T T T T T T
| —LEPL, SLD Data

80.51 68%CL
80.4 .
80.3 1 _

m,, [Ge 1
80 2' 114,30Q/ 1000 Preliminary |

130 150 170 190 210
m, [GeV]

Figure 2.2: My, vs. m; with lines of constant Higgs mass and the results of measuring
My, and m; directly (dashed ellipse) and indirectly (solid ellipse) at 68% CL,

[14].

p2. The squared center of mass energy of the proton anti-proton collision is given by

s=(p +p2)2 ~ 2p1 - pa.

However, the squared energy § of the partonic subprocess is

§ = (x1p1 + 332172)2 R 2T1T92p1 * P2 = T1T2S.

The structure of (anti-) protons has been measured in deep elastic scattering experi-
ments. Figure 2.3 (right) gives an example of parameterized parton density functions
for each parton type [15]. The function zf(z,Q?) is the probability-density of finding
a parton with momentum fraction z inside the proton, where Q% is the inverse of the
spatial resolution. Top quarks can be produced via strong or weak interactions.

Strong Production

In Figure 2.4 all tree level Feynman diagrams of the strong top quark production can
be seen. They are always produced in t¢ pairs either by quark anti-quark annihilation
or gluon fusion. The relative fraction of those subprocesses is determined by the rel-
ative amplitudes of the Feynman diagrams and the proton structure function of the
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CTEQS5D (Q? = 20 GeV?)
up
— down
upbar
-. downbar

CNSN Y e strange
15 [ gluon/10

proton
\ 1.25 |-
pl 1
0.75 -
025
pZ/ 01(:;' T 1
antiproton X

Figure 2.3: Sketch of a parton model of a proton anti-proton collision (left) and the pro-
ton structure function from [15] (right). The curve of the gluon is suppressed
by a factor of 0.1.

corresponding center of mass energy of the collider. Table 2.2 gives the fractions for
the Tevatron and for the proton proton collider Large Hadron Collider LHC which is
presently being built at CERN in Geneva. Knowing the top mass, the ¢¢ production
cross section can be calculated in QCD. Measuring the mass and cross section inde-
pendently makes it possible to compare the directly measured cross section with the
calculated cross section, i.e. to test QCD.

q t

g t 9 t g t
K+j§3><+z§3w<
g t 9 t 9 t

Figure 2.4: Tree level Feynman diagrams for strong t¢ production.
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Hadron collider ‘ NZ ‘ qq annihilation ‘ gluon fusion
Tevatron Run I (pp) | 1.8 TeV 90% 10%
Tevatron Run IT (pp) | 1.96 TeV 85% 15%

LHC (pp) 14 TeV 10% 90%

Table 2.2: Fraction of ¢¢ annihilation and gluon fusion for different hadron colliders and
energies /s.

Weak Production

Beside the ¢t production single top quarks can be produced via the weak interaction.
The leading order Feynman diagrams can be seen in Figure 2.5. So far, the single top
production has not been observed, but the first observations at Tevatron are expected
this year. Studying single top production tests the electroweak properties of top quarks.

g
q LMMMMMJ

w

o]
ol
(o
e

Figure 2.5: Tree level diagrams for weak single top production.

2.2.5 CKM Matrix Element V,

The physical quark states mix in the weak interaction, i.e. the weak quark eigenstates
are obtained by the Cabibbo-Kobayashi-Maskawa (CKM) mixing matrix [16, 17]. A first
direct measurement of the CKM matrix element V};, will be possible by analyzing single
top events. The CKM matrix has to be unitary. This constraint allows to calculate
precisely V, with the help of other light quark CKM matrix elements that have already
been measured [18]:

Vi = 0.9990 — 0.9993. (2.1)

However, this is only valid for three quark generations. If the direct determination of Vj,
agreed with Equation 2.1 a further confirmation of the three generation Standard Model
would be found. Otherwise, new physics would be found. The direct measurement will
not be able to decrease the uncertainty in V.
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2.2.6 Decay of Top Quarks

Since Vi, ~ 1 almost 100% of the top quarks decay into a b-quark and a W boson.
Therefore, the final state of a t¢ event is determined by the decay modes of the W
boson. Figure 2.6 shows all decay channels and there theoretical branching ratios. This
thesis discusses the ¢f production in the t£(— W*W bb) — uwvbbjj , the so-called p +
jets channel. The branching ratios of the W-boson are measured to be

BR(W — utv) =10.57 + 0.22%

BR(W — hadrons) = 67.96 + 0.35%.

Assuming
BR(t — Wb) = 100%

the branching ratio of the t¢ — u + jets channel yields

BR(tt — p+ jets) = 14.4%

B e-e(1/81)

Bl mu-mu (1/81)
B tau-tau (1/81)
Bl e —mu (2/81)

Bl e —tau (2/81)

[l mu-tau (2/81)
O etjets (12/81)

B mu+jets (12/81)

B tau+jets (12/81)

[ jets (36/81)

Figure 2.6: All decay channels and approximate branching ratios of ¢ pairs.

2.3 Signal and Background Signature

This section repeats the signature of the t¢ — u + jets channel and discusses the main
background sources.

10



2.3 Signal and Background Signature

2.3.1 u + Jets Channel

As mentioned in the previous section the final state of
a tt event is characterized by the decay modes of the
W bosons. In the p + jets channel one W boson de-
cays hadronically, the other one decays into a muon and
a neutrino. Moreover, there are four jets, where two of
the jets are b-jets, i.e. they arise from b-quarks. Due
to the high mass of top quarks and W bosons the jets
and leptons tend to be in the central region of the detec-
tor and to have a large transverse momentum p,. Muons
from tt — p + jets events come from the primary vertex
and are isolated from jets, where the exact meaning of
isolation will be defined in Section 4.3.5.

2.3.2 Background

Background events are processes other than ¢¢ — p + jets that mimic the topology of
the tt — p + jets signal events. There are two classes of background:

e The first background class consists of QCD multi-jet events containing a muon
and faking a neutrino by mismeasured missing transverse energy, H,; (see Section
4.2). The muon originates from a heavy flavor decay, e.g. from the decay of a
B-meson. This means that the muon is inside a jet. Mesons have a long lifetime
(7 of B-mesons =~ 107'2s) thus their boost allow them to travel several millimeters
before they decay at a secondary, displaced vertex. There are preselection cuts to
discriminate such muons from signal muons that will be explained in Sections 5.1.
One of these variables is the muon isolation, which is a measure of whether a muon
is inside a jet or not. Muons of QCD multi-jet events, that pass the preselection
are real reconstructed muons, but their isolation is faked. Indeed, the probability
for this to happen is rather small, but a lot of events remain due to the high cross
section of the strong production of heavy flavor jets.

e The second background class consists of W + jets events with a W boson decaying
into a muon and a muon neutrino. This is the main background for ¢t — p +
jets events. In contrast to muons from QCD events, muons from W + jets events
are not inside of jets and come from the primary vertex as signal muons. The
jets are mainly produced by initial and final state radiation or gluon splitting.
Figure 2.7 gives examples of Feynman diagrams for W + jets events with different

11
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jet multiplicities. These jets tend to direct in the forward region to have a small
transverse energy. But W + jets events with high E; central jets are more difficult
to distinguish from signal events. To estimate the number of W + jets events
passing the preselection the Berends scaling [19] method described in Section 5.3
will be applied.

Figure 2.7: Examples of Feynman diagrams for W + jets events with different jet mul-
tiplicities.

2.3.3 7 + Jets Channel

The t¢ — 7+jets channel is equivalent to the ¢ — u+jets channel with a tau instead of a
muon. If the tau decays to a muon (7~ — p~7,v, and charge conjugated), the final state
will be similar to the tf — u + jets final state. Hence, those events have to be included
in a p + jets data analysis. The branching ratio has to be adapted correspondingly and
the Monte Carlo samples to measure efficiencies have to include tt — 7(— pvv) + jets
events, as well. The Monte Carlo studies done in this thesis are however carried out
without considering ¢t — 7 + jets events.

12



3 The Experiment

This chapter introduces the D@ experiment. First, the main characteristics of the Teva-
tron are given. Thereafter the main D@ subdetector systems which are important to
measure muons and jets are described. These are the inner tracking system, the calorime-
ter, and the muon system. In addition, a brief overview of the trigger system is given.
Finally, the steps to produce Monte Carlo events are explained.

3.1 The Tevatron

The Tevatron is a proton anti-proton accelerator and collider at FERMILAB located near
Chicago. At present the Tevatronis the highest-energy collider in the world with a
center-of-mass energy of 1.96 TeV. There are two detectors at the Tevatron: CDF and
D@ . A first data taking period from 1992 until 1996 is called Run I. The center-of-mass
energy in Run I'was 1.8 TeV. Both experiments collected about 125 pb™! of data. After
Run I, the accelerator and both detectors were upgraded. Besides the higher center-of-
mass energy the luminosity was increased to be 8.6 - 103! cm™2s™! (design value). The
proton and anti-proton beam has a bunch structure with 36 bunches in each beam and
a bunch crossing time between crossings of 396 ns. The data taking of Run IIstarted
in March 2001. In spring 2004 there will be about 210 pb~! data analyzed by the
D@ collaboration. The Tevatron is expected to deliver 4 fb~! to 9 fb~! until the end of
Run I in 2009. For details of the Tevatronin Run II, see [20].

3.2 The D@ Detector

The coordinate system to specify a position or direction in the detector is explained.
The proton beam runs in the positive z-direction. Positions in the transverse xy-plane
are given by r and ¢, where

r=+/2%+y? qﬁztan%, ¢ € [0, 27].

To denote the polar angle # the pseudo-rapidity 7 is rather used than 6, because differ-
ences of rapidities are Lorentz invariant. The pseudo-rapidity 7 is defined as

= —Intan —.
n nabn2

13



3 The Experiment

In Figure 3.1 the cross section of the D@ detector can be seen and Figure 3.2 shows
a quarter of the inner tracking system. A detailed description of the upgrade of the
D@ detector after Run I can be found in [21, 22].

Forward Mini-drift

chambers Central Scmtﬂlator Forward Scintillator

Lt o i e I\ Y T ke e i e
MUON TRIGGER
/'DETECTORS

[ TOROID

/

g
z

Shielding

m) 0

%

New Solenoid, Tracking System 5 s "
Si, SciFi,Preshowers (m)

Figure 3.1: Cross-sectional view of the D@ detector.

3.2.1 The Inner Tracker System

The tracking system consists of the Silicon Microstrip Tracker (SMT) and the Central
Fiber Tracker (CFT). Figure 3.3 shows the SMT. It is the innermost subdetector of the
D@ experiment. To reconstruct tracks in the central region there are six barrels and
in the forward region there are twelve so-called F-disks and four H-disks. They allow
tracking in a range up to |n| < 3.0. A particle traversing a barrel hits at least four layers
of silicon detectors. The SMT has 793,000 readout channels.

14
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Figure 3.2: Quarter of the inner tracking system.
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Figure 3.3: Silicon Microstrip Detector consisting of six barrels, twelve F-disks, and four
H-disks.

Around the SMT there is the CFT as can be seen in Figure 3.2. Eight cylindric
layers of scintillating fibers make tracking in the range |n| < 1.62 and fast Level 1
triggering possible. The maximum 7 for CFT hit is || < 2.0. Altogether there are about
74,000 fibers. The fibers produce yellow-green light (A & 530 nm) that is conducted by
waveguides to photodetectors. These are SiAs avalanche photodiodes, so-called Visible
Light Photon Counters (VLPC). The VLPC are inside a liquid helium cryostat at a
temperature of 9.00 + 0.05 K to operate at a noise rate of less then 0.1%. Stereo angles
in the SMT and CFT allow a three dimensional reconstruction of particle tracks. The
CF'T has an outer radius of about 60 cm. The whole tracking system is surrounded by
a superconducting solenoid magnet that provides a 2 T magnetic field. With the help

15



3 The Experiment

of the tracking system primary vertices and displaced secondary vertices can be found.
Due to the solenoidal field a high precision measurement of the transverse momentum

p of charged particles is possible.

3.2.2 The Calorimeter

The calorimeter measures the energy of photons, electrons, and jets. It is divided in
three parts: the central calorimeter and two end calorimeters as shown in Figure 3.4.
The electromagnetic calorimeter consists of the inner layers of the central and the end
calorimeters. The outer layers are called fine hadronic and coarse hadronic calorime-
ter corresponding to the granularity. The D@ -calorimeter is a liquid argon sampling
calorimeter with uranium absorber material. It is a compensating calorimeter, i.e. the
ratio of the electromagnetic and hadronic response is e/h &~ 1. In the coarse hadronic
section (see Figure 3.4) copper and steel is used as absorber. In Figure 3.5 the hermetic
coverage up to |n| < 4.2 can be seen. A calorimeter cell is a unit of absorber and active
detector. The calorimeter cells are arranged in projective towers. A characteristic of

Quter Hadronic
(Coarse)

Middle Hadronic
(Coarse & Fine)

—

=N

——
——

——

Coarse Hadronic

Inner Hadronic .
(Coarse & Fine) Electromagnetic

Figure 3.4: Central and End Calorimeters.
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3.2 The D@ Detector

the D@ calorimeter is the fine granularity. The transverse segmentation of the read-
out is typically Anp x A¢ = 0.1 x 0.1 and at the shower maximum for electrons even
0.05 x 0.05. The energy resolution of the electromagnetic and hadronic calorimeter are
measured with an electron and pion beam, respectively [23]. The result for the resolution
of the electromagnetic calorimeter is:

2 2
9E _ \/0.0142 " (0.135\E/G6V) " (0.14E(§e\/) ,

and for the hadronic calorimeter (in the end calorimeter, middle hadronic section):

E

og \/0 0392 4 (0.41v/GeV)? N (1.3 GeV)?
' E E? ’

The statistical fluctuations of a calorimeter are proportional to E~/2. The constant

term parameterizes calibration errors and the term proportional to E ! takes noise

contributions into account.

Altogether, there are about 55,000 readout channels for the calorimeter.

0.

O

U~ NO O A~ N

Figure 3.5: View of a quarter of the calorimeter. The projective towers and An segmen-
tation can be seen.

3.2.3 The Muon System

The local muon system is the outermost laying subdetector system. It consists of three
layers A, B, and C. Each layer consists of drift tubes and scintillation counters.
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Figure 3.6: Exploded view of the three scintillator layers of the local muon system.

Figure 3.7: Exploded view of the three drift chamber layers of the local muon system.
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In the central region (|n| < 1.0) there are Proportional Dri ft Tubes (PDT), that were
already used in Run I. The PDTs consist of 6624 dri ft cells with a size of 10.1x5.5 cm?.
The drift tubes in the forward region (1.0 < |n| < 2.0) were added for Run II. Because of
their smaller geometry they are called Mini Drift Tubes, (MDT). There are 6080 MDTs
each with 8 cells with a size of 9.4x9.4 mm?. Figure 3.6 and 3.7 show exploded views
of the scintillation counters and drift tubes. In the bottom region there are acceptance
gaps due to the mounting of the detector. The fast signal of the scintillation counters
is used by the Level 1 trigger. There are 630 counters in the central and 4214 counters
in the forward muon system. Between the inner-most layer A and layer B there is a
toroid with a 2 T magnetic field. Therefore the muon system provides a stand-alone
measurement of muon momenta.

3.2.4 The Trigger System

There are 2.5 x 10® bunch crossings per second at the Tevatron. The task of the DO -
trigger system is to decide which events are stored, because the recording rate is limited
to 50 events per second. This is done in three stages, called Level 1, Level 2, and Level
3. The Level 1 trigger is the fastest, but uses only basic information on physics objects
with a low resolution. Level 2 decides with more detailed information. The Level 3
trigger consists of farm nodes that make the final decision weather an events is recorded.
Table 3.1 gives the rates and decision times for all three stages.

stage ‘ accept rate ‘ decision time

Level 1 2 kHz 4.2 us
Level 2 1 kHz < 100 ps
Level 3 50 Hz ~ 50 ms

Table 3.1: Rates and decision times of the trigger stages.

3.3 Monte Carlo Simulations

3.3.1 Event Simulation

Monte Carlo events are simulated in several steps. First, an event generator creates
events without simulating the detector. The kinematics of a certain physics process is
calculated according to the theory. The event generators used for this thesis calculate
only leading order Feynman diagrams. Initial and final state radiation are not calculated
with Feynman diagrams, because with increasing number of radiated photons or gluons
the calculations become difficult or impossible. Instead of that, empirical parton shower
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models are applied. They rely on given probabilities for particles to radiate photons or
gluons with a certain momentum. The parton showering simulates all radiated particles
at once, thus not every single process has to be considered. Quarks and gluons are not
observable final states, but hadrons that are bound states of quarks. The hadronization
cannot be described by QCD, because at low energies the strong coupling constant a; be-
comes large, thus perturbative calculations are impossible. Therefore, the hadronization
is simulated by fragmentation models. This thesis uses ALPGEN [24] and PYTHIA [25]
for the event generation. In both cases the parton showering and fragmentation is done
by PYTHIA, that includes the program JETSET [26]. This program uses the so-called
string-fragmentation model described in [26, 25]. After generating events the response of
the detector is simulated. The simulation of the D@ subdetector components are based
on GEANT [27]. Simulated events with full detector simulation are reconstructed the
same way as data events. Since the reconstruction software improves continuously there
are different software releases. In this thesis either the p13 or the p14 reconstruction
release is used.

3.3.2 QCD Multi-jet Events

The correct simulation of jets is difficult. It depends on the used fragmentation model.
In addition the simulation of the calorimeter response, noise, and actual performance is
never perfect. Therefore, all quantities involving jets are measured with data events as
far as possible. However, in this thesis simulated QCD events are used to test methods
that are usually applied to data. The QCD multi-jet background described in Section
2.3.2 contains a muon coming from a semi-leptonic decay. There is another problem with
the simulation of this type of events. The probability, that a QCD multi-jet contains a
high p, muon is rather small, thus millions of events have to be generated to yield only
a small sample with a muon. The muon studies described in Section 4.3.4 and 4.3.5 are
performed with a p13 sample that was generated with a muon generator cut of p} > 12
GeV. But only 16,480 events of them contain a muon with p; > 15 GeV and a match to
a central track. To study the matrix method which will be introduced in Section 5.2 a
larger sample would be necessary, because the sample would be divided in sub-samples
with different jet multiplicities. Most events of the available sample contain only one
jet. Unfortunately, it is not possible to generate a sample of appropriate size.
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4 Object ldentification

The final state of the process discussed in this thesis consists of muons, jets, and missing
transverse energy. Hence, this chapter concentrates on the definitions and reconstruction
of these physics objects. First, the definition of jets is given. It is explained how the
energy measurement is calibrated and how the jet identification efficiency is determined.
The calculation of missing transverse energy is described. The main part of this chapter
deals with muon studies. After introducing the reconstruction and quality criteria of
muons, a method to determine the muon identification efficiency from a data sample is
investigated with simulated events. Further muon studies are performed to investigate
properties of muons such as “distance of closest approach” and isolation.

4.1 Jet Studies

Jets are reconstructed with the measurement of energy in the calorimeter. The energy
of calorimeter cells is clustered with a cone algorithm [28], where the cone size of a jet
in 7 and ¢ is defined to be R = /An? + A¢? = 0.5. The clusters of the cone algorithm
have to fulfill several criteria to be reconstructed as jets:

e First of all jets have to be distinguished from photons and electrons. In order to
do this a cut on the energy fraction in the electromagnetic calorimeter, EMF, is
applied:

0.05 < EMF < 0.95

e CHF is the energy fraction that is deposited in the coarse hadronic section, the
outermost part of the hadronic calorimeter. Clusters with large CHF are mainly
caused by calorimeter noise. To remove such jets, reconstructed jets are required
to fulfill:

CHF < 0.4.

e Single calorimeter cells with energy depositions that are not related to events are
called “hot cells”. Energy clusters dominated by hot cells are removed by cutting
on the ratio of the transverse energy of the two leading cells in the cluster:

E;(leading cell)

= HotF < 10
Ey(next-to-leading cell) ©
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e Calorimeter towers are the combination of calorimeter cells with approximately
the same 1 and ¢. Hot towers consist of hot cells. To remove them 90% of the jet
energy is not allowed be deposit in a single tower:

number of towers containing 90% of the jet energy = n90 > 1

e The ratio of n90 and the number of towers of a jet is called f90. Jets, that mainly
contain noise tend to have a large f90. However, jets with small CHF are considered
as good jets. To further remove “noise” jets without large inefficiency the following
jet identification criteria is required depending on the transverse jet energy:

jet By < 25 GeV: 90 < 0.7 — 0.5 x CHF or CHF < 0.025

jet By > 25 GeV: 90 < 0.8 — 0.5 x CHF or CHF < 0.05

4.1.1 Jet Energy Scale

The energy measured in a cone in the calorimeter, Ejeasured, 1S DOt the energy of the
original parton. To obtain the parton energy, E.orrected; @ jet energy scale correction has

to be applied:

E _ Emeasured -0
corrected — Wa

where O is an energy offset, R is the hadronic calorimeter response, and S is a correction
due to the shower energy fraction outside of the jet cone. By subtracting the offset, the jet
energy that does not belong to the hard interaction is removed. This energy might come
from a soft underlying event, detector pile-up, multiple proton interactions, electronic
noise, or uranium ‘“noise”. An underlying event is an interaction of spectator partons
that are not involved in the hard scattering process, or additional hard interactions.
Pile-up energy is residual energy from previous bunch crossing. The number of multiple
proton interactions and pile-up depend on the luminosity. Uranium “noise” is caused
by radiation from uranium decay. The calorimeter response R is typically smaller than
one, which means that not the total energy of a jet is measured, because of losses in
regions without detector and the differences in electromagnetic and hadronic particle
interactions. All contributions to the jet energy scale correction are determined with
data events. For example the hadronic calorimeter response is determined using y+jet
events. The idea is to calibrate the jet energy scale with the help of the photon energy
that is measured with the electromagnetic calorimeter. Figure 4.1 sketches such an
event. The electromagnetic response of the electromagnetic calorimeter is calibrated
using Z, J/¥ and 7° data. Due to momentum conservation in the transverse plane the
photon v should balance the F; of the jet. However, the imperfect calorimeter response
causes an imbalance that can be measured to determine R.

The jet energy scale in simulated events is not the same as for data, because of differences
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4.1 Jet Studies

in the simulation of e.g. noise or the calorimeter response. It is measured with the same
method as the data jet energy scale. Hence, both jet energy scales have a statistical and
systematic uncertainty.

Figure 4.1: Sketch of a v + jet event. The photon v deposits energy in the electro-
magnetic calorimeter (e cal) and the jet in the hadron calorimeter (h cal).
Photon and jet energies are balanced, thus the vectorial sum in the plane
transverse to the beam vanishes.

4.1.2 Jet ldentification

The efficiency to identify jets can be measured using data. One possible method is to
use v + jet events. A reference sample is defined with a high F; photon and a high
FE; calorimeter cluster that is back-to-back to the photon. The cluster is required to be
matched to a Level 2 jet and the events are required to have small missing transverse
energy, that is defined in the next section. The reference sample contains v + jet events,
where the high FE; photon balances the high E; jet as sketched in Figure 4.1. The jet
identification efficiency is the ratio of events with a reconstructed jet and the total
number of events in the reference sample. A detailed description and results of this
method can be found in [29].

An alternative method uses di-jet events. Again a reference sample is defined. It contains
a well reconstructed jet used as “tag”-jet and back-to-back to the tag-jet a so-called
“track”-jet. A track-jet consists of at least two tracks in the inner tracking system that
have a small distance. See [30] for a description of the track-jet algorithm. The track-
jet is used as probe, i.e. the jet identification efficiency is the number of events where
the track-jet is also reconstructed as jet in the calorimeter divided by all events in the
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reference sample.

It is important to measure the efficiency for jet-identification using real data in order to
be independent of simulations. The simulation of jets and the calorimeter measurement
are not accurate enough.

4.2 Missing Transverse Energy

The sum of the transverse energy of all particles in an event vanishes due to energy
and momentum conservation. Since neutrinos cannot be detected directly, they cause
an imbalance in the vectorial sum of E; of all detected particles. The energy which is
not detected and is missing in the balance is called missing transverse energy, &;. This
makes an indirect measurement of a neutrino possible. All energy deposits in calorimeter
cells are taken into account, not only energy of jets. The missing energy measured with
calorimeter cells is called “calorimeter missing energy”. There are several corrections to
;. The jet energy scale corrections lead to corrections of F;. Similarly to the jet energy
scale correction there is a so-called em-scale correction for electromagnetic objects also
leading to corrections of F;. The p; of muons as measured in the central tracker are
included in the sum and the energy depositions of high p; muons in the calorimeter
(~ 3 GeV) are subtracted. In the analysis the F; including all above corrections is used.
Neutrinos are not the only source of ;. Energy clusters that are not reconstructed as
belonging to jets cannot be jet energy scale corrected, thus they lead to K;. Another
unphysical source of F/; is calorimeter noise.

4.3 Muon Studies

Muons play an important role in triggering interesting events, and to distinguish different
processes and decay channels. They are quite easy to separate from other particles,
because muons are the only particles, that can traverse the whole detector material and
reach the outermost layer, the muon system. Therefore, the muon system should have a
large geometrical acceptance, i.e. it should cover a large angular range in 7 and ¢. The
D@ muon system fulfills this requirement. It is described in Section 3.2.3. Within the
acceptance it is essential to reconstruct muons with a high efficiency.

4.3.1 Muon Reconstruction

Drift chamber and scintillator hits in the local muon system are used to fit local muon
tracks. The tracks are bent by the toroidal magnetic field. Therefore, they provide
a measurement of the muon momentum p'°“®. Local tracks are extrapolated to the
inner tracking system. All central tracks around an extrapolated local track are used to
perform a global fit. The track with the best fit is taken as global muon track, which
provides a much more precise measurement of the muon momentum.
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4.3.2 Quality of Muons

Several hits in drift tubes (w-hits) and scintillation counters (s-hits) are necessary to
ensure the detection of a muon. Table 4.1 gives definitions for muons of different recon-
struction quality. The loose, medium, and tight definitions are certified in p13, meaning
the agreed set of selection criteria of the p13 event software reconstruction version. Pos-
itive values of x2. refer to a successfully found track in the local muon system alone.
The studies in this thesis only use medium muons for the following reasons. Hadrons
which punch through the calorimeter might cause hits in the A-layers, but they are not
able to cross the toroid between layer A and B (see Section 3.2.3 for a description of the
local muon system). Hence, they are very unlikely to fake a medium muon. With the
help of the scintillator hits, muons from cosmic radiation can be identified. The online
time resolution of the scintillation counters is ~ 5 ns and with offline corrections even
2.5 ns. Therefore the time difference At between the record of the A-layer hits and the
BC-layer hits can be measured. The cut At > —10 ns vetos cosmic muons coming from
outside of the detector.

muon type | w-hits A | w-hits BC | s-hits A | s-hits BC | x&,

loose >1 >1 >0

loose >1 >0 >0

loose > 1 >0
medium >1 >1 >0 >0

tight >1 > 2 >0 >0 >0

Table 4.1: The muon quality definitions for loose, medium, and tight muons using the
p13 reconstruction code. A muon is called loose, if one of the three definitions
is satisfied.

4.3.3 Muon ldentification Efficiency

The probability to reconstruct a medium muon within the geometrical acceptance of the
local muon system is called muon identification efficiency:

number of reconstructed medium muons

€D = (4.1)

number of all muons within the geometrical acceptance
A muon is required to satisfy || < 2 and ¢ < 3.9 or ¢ > 5.5 for |n| < 1.3. Thereby, the
bottom muon system acceptance gap is cut away very conservatively.

The muon identification efficiency, ef,, can be measured with Z — pu data events. The
advantage of a data method is to be completely independent of simulations. In order to
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study this data method it is applied to Monte Carlo events. Making use of the Monte
Carlo information allows to determine ¢f}, also with a Monte Carlo method. Comparing
the results cross checks the data method with respect to possible systematic effects.
Both methods are introduced below.

Monte Carlo Method

In Monte Carlo events the number and properties of all generated muons are known. The
number of generated muons in the detector acceptance, and the number of reconstructed
medium muons can be looked up and directly plugged into Equation 4.1. However, the
Monte Carlo method can only be applied to simulated events.

Data Method

The data method can be applied to measured data events as well as to Monte Carlo
events, because there will be no use of quantities, that are only known in the simulation.
This means, that the total number of muons in an event is a priori not known. A
criterion ensuring that a muon traverses the local muon system, but independent of the
local muon system is requested. Figure 4.2 sketches the idea of the data method with
7 — pp events. Due to the high mass of Z bosons they are produced with a small boost.
Hence, the muons of a Z — pu event fly almost back-to-back, i.e. A¢p ~ 7.

Z  track of
M —candidate

Figure 4.2: Measurement of the muon identification efficiency with Z — pu events.

A reference sample is defined by the following cuts and requirements:

e the event contains at least one reconstructed medium muon (tag-muon) with
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— a matched central track
— a muon p; > 15 GeV
— isolation (definition and details in Section 4.3.5)

— a match to a triggered Level 2 muon (in data)
e and event contains a track (muon candidate) with

— A¢(u, track) > 2.5 (back-to-back requirement)
— a track p; > 15 GeV
— track and tag-muon have unlike signed electric charge

— within the geometrical acceptance of the local muon system

The tag-muon should be clearly identified and tag the event. Its isolation requirement
suppresses background events. The meaning of “isolation” will be defined in Section
4.3.5. To discriminate Z — pp events from background events the invariant mass of the
tag-muon track and the muon candidate track is calculated. The muon identification
efficiency measurement is performed only with events where the invariant mass is within
the mass window

76 GeV < invariant mass(tag-u, track) < 104 GeV,

i.e. around the Z-mass, M; = 91.2 GeV. Otherwise, the event might not be a Z —
e event and the muon candidate track does not belong to a muon. Figures 4.3 show
the invariant mass distribution for events with two muons that are identified in the local
muon system and the distribution of all events in the reference sample. The Monte
Carlo study is performed only with simulated Z — pup events. But in the data plot
in Figure 4.3 (right) [29] it can be seen that the data reference sample contains lots of
background events also in the mass window. However, the number of Z — uu events
can be determined by a fit to the invariant mass spectrum. The fit function is the sum of
an exponentially decreasing function that describes the background distribution, and a
Gaussian that approximates the Z-peak. With the help of the fit results the background
can be subtracted from the spectra with one or two reconstructed muons. The muon
identification efficiency is obtained by dividing the background subtracted number of
events with two reconstructed muons by the total background subtracted number of
events in the reference sample within the mass window.

Event Weighting

eip is a function of p; , ¢, and 7. The MDTs in the forward region are newer than the
PDTs in the central region. They also differ in geometry.
Muons from Z — pp events and ¢t — p + jets events have different p; spectra and
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Figure 4.3: Invariant mass of tag-muon track and muon candidate track for all events in
reference sample (light grey) and for events, where the candidate is matched
to a muon (dark grey), determined with (p13) Z — pp Monte Carlo without
background (left) and data [29] (right).

different n-distributions, as shown in Figure 4.4. Therefore, the integral over those
distributions yields different fp,, i.e.

em(tt — p+ jets) # em(Z — pp).

Nevertheless, (¢t — 1 + jets ) can be estimated using Z — pu events. The only
difference between muons, within a certain small p; bin, coming from #t — p+jets events
and coming from Z — up event is their n-distributions. This can be taken into account
by reweighting each Z — up events in such a way, that the shape of the Z7 — up n-
distribution matches the shape of the t¢ — p+ jets n-distribution. The weighting factor,
w(n-bin, ps-bin), for a muon within a certain p, -bin depending on the muon 7-bin is the
ratio

. . no. of generated muons within p;- and 7-bin in ¢t — p + jets event
w(n-bin, p;-bin) =

no. of generated muons within p;- and 7-bin in Z — pp event
(4.2)
Combining Equation 4.1 and 4.2 one obtains

2 ic {n-bins) Teconstructed muons (p¢)(Z — pp) - w(i, pr)

Zie{n—bins} genera‘t‘ed muons (pt)(Z - lu:u) : w(lapt)

e, ()t — p+ jets) = (4.3)

28



4.3 Muon Studies

thq p+Jets 120; FT thq p+Jets
Z-py 100 - LTZ - Hu

gof — Lo

0.09

events

0.08

0.07

0.06
0.05

events (normalized)

60}

il 40: SR .
uii B

0.04

0.03

0.02

0.01

201
|
L Ty J—L‘_L‘_’I‘ﬁ—l_"‘l .

L L 1 1 e S A L1 ST A SR RO T 1 S S O S
20 40 60 80 100 120 2 15 -1 -05 0 05 1 15 2
generated Monte Carlo  up, [GeV] n

o

Figure 4.4: Muon p; spectrum for ¢t — u + jets and Z — pp events (left) and muon
n-distributions in one p; -bin: 45 GeV < p; < 50 GeV (right).

for events within a fixed p; -bin. Finally, summing over the p; -distribution yields:

Z]’E{pt-bins} Zie{n-bins} reconstructed muons (])(Z - ,LL,U) ) ’UJ(Z,])
Zje{pt-bins} Zie{n-bins} generated muons (])(Z - M,U’) ) ’U)(Z, .7)
(4.4)
The muon 7-distributions have to be taken from the simulated events, because ¢t —
1 + jets data distributions have insufficient statistics and contain only muons that are
already reconstructed.

e, (tt — p+ jets) =

Comparison of the Results

The Monte Carlo and data method are applied to simulated Z — pu events. To obtain
etp for tt — p+jets events the muon 7-weighting that is described in the previous section
is used. In addition the Monte Carlo method is directly applied to tt — u + jets events.
Since the proportional drift tubes in the central region (|n| < 1.0) and the mini drift
tubes in the forward region (1.0 < |n| < 2.0) differ in their geometry the measurements
of e}, are done separately for both regions. Figure 4.5 shows the muon identification
efficiency versus muon p; in the central (left) and forward region (right). It can be seen
that the efficiency of the newer mini drift tubes in the forward muon system is higher
than the efficiency of the proportional drift tubes in the central muon system, that were
already used in Run I. Table 4.2 gives the efficiencies integrated over all p;, > 15 GeV
and the total efficiency of central and forward region. Both Monte Carlo methods are
in agreement within the statistical fluctuations. That means the muon weighting works
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Figure 4.5: Muon identification efficiency ety for t¢ — u + jets events versus transverse
muon momentum determined with different methods in the central muon
system (left) and the forward muon system (right).

correctly and has to be applied. The studies also show that the efficiencies would not
agree without taking the different 7n-distributions of ¢¢ — u + jets and Z — uu events
into account especially in the forward region . The data method seems to yield slightly
higher efficiencies for muons with higher p;. Nevertheless, this Monte Carlo study proofs
that the data method is valid and provides correct results. The difference between et}
determined with the Monte Carlo and the data method is an estimation of the systematic
uncertainty of the data method.

Method | Process | [/ <10 [1.0<|p <20]| |p/<2.0
MC tt — p+jets | 79.2+04% | 8.0+ 0.6% |81.1+03%
MC Z—pup | T87+03%| 848 +05% |80.6+0.3%

Data 4 — up 799+03% | 87.1+£05% |[821+£03%

Table 4.2: ef}, determined with Monte Carlo and data method with simulated ¢t —
1+ jets and Z — pp events for the central, forward, and total muon detector
region.
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4.3.4 Distance of Closest Approach

One interesting question about a muon is whether it comes from the primary vertex or
is the result of a particle decay at a secondary, displaced vertex. The “distance of closest
approach”, dca , helps answering this question. It is defined as the minimal distance of
a muon track to the primary vertex in the transverse plane. The dcais not defined for
muons without a match to an inner track. If no primary vertex is reconstructed it will be
set to the detector center, but in this case the dcashould not be used. The precision of
measuring the muon track and the primary vertex is limited by the detector resolution
causing an uncertainty in the dca. The dcadivided by its uncertainty is called dca
significance, 04, - Both variables will be investigated in four different simulated physics
processes:

o tt — p+ jets

o W(— uv) + jets

o 7 — up

e QCD multi jet events with high p, muons (p} > 15 GeV)

In the first three Monte Carlo samples the muon comes from the primary vertex, due
to the extreme short lifetime of the top quark and the W or Z boson (7 ~ 10~ % s). In
the Monte Carlo study the muon is explicitly required to originate from a W or Z boson
decay and not from a semi-leptonic meson decay that might happen inside a jet. In
contrast to that, the muon of the QCD sample comes from a secondary vertex. Hence,
such muons are expected to have a large dca.

W + jets and QCD events are background processes for the t¢ — p + jets signal events.
The reason for analyzing Z — uu events is that their clear signature allows studies on
data events as well as on Monte Carlo events. The comparison provides an estimate on
how well the muon dca or o4¢, is simulated. For measurements with Z — pu data see
[29]. Figure 4.6 shows the dca and oyc, distributions of the muons for all samples. The
dca distribution of Z — uu , tt — p + jets , and W + jets events is quite similar, i.e.
there is no difference between a muon originating from a Z, a W boson, or a top decay.
As expected, the QCD sample distribution differs clearly from the others. In Figure 4.7
(a) the efficiency eq4c, of the cut dea < z is plotted versus the cut position z. Figure 4.7
(b) is the same (g9.,) for the o4c, . Comparing Figure 4.7 (a) and (b) it can be seen
that a cut on the gg4c, is much more powerful than a cut on the dca for the W + jets and
7 — pp sample. For the tt — p+jets sample the o4., looks also more promising or is at
least as good as a cut on the dca. The efficiency of the cut o4, < 3 is about 94% with a
QCD background rejection of about 21%. Although &4, is almost the same for the first
three samples there are significant differences in €9_,. This means that the uncertainty
of the muon track and the primary vertex reconstruction differs in each physics process.
Z — pp events have the smallest uncertainty.
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This can be explained by the fact that most Z — up events have no or only one jet.
The less activity there is in the detector, the clearer hits are associated to the right tracks
and a wrong identification of the primary vertex is less probable. ¢t — u + jets events
have typically four or more jets and therefore have a worse track resolution.

Due to Monte Carlo and data studies the ¢t — u + jets analysis for the Lepton Photon
Conference 2003 [31]uses a 0qc, cut in the event preselection.

4.3.5 Muon Isolation

Muons from QCD events originate from semi-leptonic decays e.g. of bottom or charm
mesons. Such muons can be discriminated from muons of e.g. a W or Z boson decay
by the fact that they are inside of jets. Muons outside of jets are called isolated. The
following section defines different isolation criteria and shows how the muon isolation
for different physics processes can be determined.

Loose Isolation

The distance AR of the muon to the closest jet is a simple variable for an isolation crite-
rion. Equation 4.5 gives the definition of “distance” and the so-called “loose isolation”:

AR(u,jet) = /A% + A¢? > 0.5 (4.5)

The value 0.5 corresponds to the cone size of jets (see the DO jet definition in Section
4.1). The loose isolation cut rejects many QCD events, which is the reason why it is
applied as preselection cut for the ¢t — u + jets analysis. However, it fails if a jet
with a muon inside is not reconstructed. The loose muon isolation is faked and more
sophisticated criteria are necessary.

Tight Isolation

An improvement is achieved by considering calorimeter cells instead of reconstructed
jets. The neighborhood or “halo” of a muon in the calorimeter is specified by a hollow
cone with inner size R, and outer size R} as shown in Figure 4.8. The calorimeter halo
FE; of a muon is the E; sum of all calorimeter cells inside the muon halo:

calorimeter halo B, = Y Ej.
Rie[RaaRb]

Isolated muons in the calorimeter can be found by a cut on the calorimeter halo Ej.
Similarly to the isolation in the calorimeter a muon isolation in the tracker can be
defined. Summing up all track p; of all tracks in a cone of size R, around the muon
without taking the muon track yields the tracker halo p;:

tracker halo p; = Z L.
R7;<Rc
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Figure 4.8: Muon halo, i.e. hollow cone around the muon in the calorimeter

The “tight isolation” of a muon is a combination of isolation in the calorimeter and the
tracker. A tight isolated muon fulfills:

calorimeter halo E; < 2.5 GeV and tracker halo p; < 2.5 GeV,
whereas the cone sizes are given by:

R,=0.1 Ry=04 R, =0.5.

Isolation Efficiency

The muon isolation efficiency is the ratio of tight isolated muons and the total number
of muons. In Section 5.2 the matrix method will be described. It discriminates QCD
events from W + jets events including ¢t — pu + jets events and relies on different
muon isolation efficiencies of the two processes. This section describes how to measure
the muon isolation efficiency for QCD events, ¢?°P, and for t# — p + jets and W
+ jets events, £¥8. It is important to measure these efficiencies using data and not
simulated events, because the fragmentation models that simulate jets cannot describe
data jets with the required accuracy. The muon isolation efficiency €% is the same for
tt — p + jets events and for W + jets events. Therefore, the muon isolation cannot be
used distinguish those two processes, i.e. the matrix method will only discriminate QCD
background from signal.

Isolation Efficiency of Signal events

The signal muon isolation efficiency %8 cannot be measured in a tf — u + jets data
sample, because tt — u + jets events cannot be identified without cutting on the muon
isolation. Hence, £%# is determined using simulated tf — u + jets events. However,
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the muon isolation can also be measured using Z — uu data events as is demonstrated
below using Monte Carlo events. Comparing the results of the Z — uu data method
with a measurement that uses simulated Z — pu events gives an estimate on how well
the isolation is described by the simulation. The Z — uu data events are identified
by two reconstructed muons, that fly back-to-back with a di-muon mass at the Z-peak.
This is similar to the data method for the muon identification. The muon isolation is
tested for each muon in a Z — ppu sample to obtain the muon isolation efficiency. Muons
coming from a Z-boson or a W-boson decay have almost the same properties, but the
jets of Z — pup and tt — p + jets events differ in their E;- and n-distributions. Jets of
tt — u+ jets events are harder and more central than jets of Z — uu events, which are
mainly produced by gluon radiation. For this reason the isolation efficiency measured
with 7 — pu data is only used for an estimation of the systematic uncertainty of the
simulations.

It is not surprising, that ¢ — pu + jets and W + jets events have the same isolation
efficiency. In a way tt — u + jets events are W + jets events with the difference that
the W arises from a top quark decay. Indeed, the agreement of the efficiencies of both
processes can be confirmed with Monte Carlo events.

The muon isolation efficiency is a function of the inclusive jet multiplicity. The more
jets there are in an event the higher is the probability for a muon to be not isolated.
Therefore, £¥8 is determined for each jet multiplicity separately.

Isolation Efficiency of QCD background events

To measure the muon isolation efficiency %P for muons of QCD events an enriched
QCD data sample with a high p; muon has to be created. In order to do this an event
with muon p; > 15 GeV, F; < 15 GeV, and calorimeter ¥; < 25 GeV is requested.
The missing transverse energy cuts exclude events with a W-boson decaying in muon
and neutrino with large transverse momentum. Thus, 2P can be determined com-
pletely independent, of simulations. However, the QCD background which is relevant for
tt — | + jets events passes a preselection that requires large missing transverse energy
(H: > 20 GeV). Hence, it has to be investigated whether the muon isolation efficiency
depends on #;, i.e. the 2P determined in the data QCD sample with B, < 15 GeV is
representative for QCD background events with F;, > 20 GeV. This question is addressed
in a Monte Carlo study. The study uses the pl3 QCD Monte Carlo sample with high
p: muons, that is also used for the dca studies. Most events contain only one jet, thus a
dependence on the jet multiplicity cannot be tested. Figure 4.9 shows e2¢P versus B, for
events with a muon with p; > 15 GeV. First of all it can be seen that there are only a
few events with high ;. Although the statistics is too low to conclude something for the
range with F/; >15 GeV, there seems to be a tendency that the muon isolation efficiency
drops with increasing ;.

In order to study the isolation efficiency with the simulation, the Monte Carlo sample
must represent the data. However, looking at the origin of the muons yields that the
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Figure 4.9: Muon isolation efficiency vs. B, for simulated QCD events containing a muon
with pi > 15 GeV.

simulated QCD sample is highly dominated by muons from semi-leptonic b-decays, i.e.
muons from e.g. pions, strange or charmed hadrons, and taus are neglected.

With the available events the origin of the missing transverse energy is investigated.
This might give a hint on different mechanisms that lead to a fake muon isolation for
small and large ;. Figure 4.10 (a) shows the neutrino E; of the neutrino coming from
the semi-leptonic decay, and the ; spectrum. It is obvious, that the neutrino is not the
only source of ;. Figure 4.10 (b) shows the angle in the transverse plane between the
leading jet and the missing transverse energy for #; > 10 GeV and ¥; < 10 GeV. The
leading jet of most events is back-to-back to the missing transverse energy. This hap-
pens in di-jet events, where one jet is not reconstructed. Jets that are not reconstructed
cannot be energy scale corrected which leads to missing energy. This seems to happen
more often in events with &, > 10 GeV.

A final conclusion on the impact on the muon isolation cannot be given, because the
number of events with an isolated muon and large missing transverse energy is too low.

The study also investigates how the QCD background can be further suppressed. There-
fore, the transverse mass, my, is considered:

my = \/(El' + EY)2 — (B} + B%)? ~ /2E['EY (1 — cos Ag(u, v). (4.6)

The right part of Equation 4.6 is obtained neglecting the muon and neutrino mass. It
gives the relation of m; and the angle A¢(u,v) between the muon and the neutrino. In
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W —+ jets events m; is the transverse mass of the W boson, i.e. the m; distribution peaks
at the W mass. Figure 4.11 shows the m; distribution for QCD events for small (a)
and large (b) missing transverse energy. Both distributions peak at zero, but the higher
the missing energy, the smaller the width of the peak. Indeed, the data analysis for the
next winter conference includes a so-called triangle cut. This is a two-dimensional cut
depending on H; and A¢(u,H;), based on a study with data [32].
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In this chapter the analysis of #Z production in the muon + jets channel is discussed.
Ways of extracting the signal, the preselection, and two methods to estimate the contri-
bution of QCD and W + jets background are described. The analysis steps to measure
the t¢ production cross section with simulated events are performed. The final step of
the measurement is the analysis of the preselected events. The different event topologies
of signal and background events is used to separate a candidate sample. As a result there
will be a measurement of the ¢¢ production cross section and its uncertainty as a function
of the simulated cross section and integrated luminosity. The systematic uncertainties
and results will be discussed in the Chapter 6.

5.1 Preselection

The very first step of the analysis is the preselection. Its aim is the selection of events
with a muon and a neutrino coming from a W boson. Signal events should pass the
preselection cuts with a high efficiency, whereas the contribution from QCD background
events is reduced. The preselection cuts are taken from the analysis presented at the
Lepton Photon Conference 2003 [31]. The preselection cuts and their efficiencies are
described in detail below. All efficiencies are given with respect to the cuts, that were
applied before. The total efficiency of the preselection is the product of all relative
efficiencies:

Epreselection — H €;. (51)
7

A summary is given in Section 5.1.11. The following sections discuss all preselection
requirements.

5.1.1 Muon ldentification

Only medium muons are used in the analysis. The way to measure the identification
efficiency for medium muons is discussed in Chapter 4.3.3. The identification efficiency
times acceptance of the ¢t — u + jets events is found to be:

el x acceptance = 65.0 &+ 0.8% (stat).
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5.1.2 Muon Tracking

In addition to the medium quality criteria all in the muon system identified objects are
matched to a track in the central tracking system. There was a significant improvement
of the tracking algorithm from the p13 software to the pl4 version. The muon track
matching efficiency is the efficiency to reconstruct a track in the inner tracking system
times the efficiency to match it to the reconstructed object in the muon system. In
the data analysis the muon track matching efficiency is measured with a sample of
Z — up events. The test sample contains two medium muons. To identify the Z —
ppe events a minimum cut on A¢(u, 1) and a cut on the di-muon mass is applied. Both
transverse muon momenta are measured with the local muon system and are required to
be greater than 15 GeV. The track matching efficiency is the ratio of number of muons
with track match and twice the number of di-muon events. The efficiency is measured
as a function of the muon 7 and convoluted with the expected muon 7 distribution in
tt — u + jets events. For the data measurements see [29].

In Monte Carlo the muon track matching efficiency is determined with simulated t¢ —
it + jets events. The efficiency to match a medium muon to a central track is found to:

b e = 96.5 = 0.4% (stat).

5.1.3 Loose Isolation

The loose muon isolation is introduced in Section 4.3.5. The cut on the distance between
muon and nearest jet AR(u,jet) > 0.5 rejects many QCD background events with a
muon coming from a semi-leptonic decay inside a jet. Figure 5.1 (a) shows the AR(u, jet)
distribution for simulated ¢t — u-+jets events. The signal efficiency of the loose isolation
is measured to be:

ear = 84.2% £ 0.5% (stat).

In [29] it is shown, that there is a good agreement in loose isolation efficiency determined
with Z — pp data and simulated Z — pp events. Therefore, in [29], ear is also
determined with simulated ¢t — u + jets events.

5.1.4 Transverse Muon Momentum

Signal muons have a large transverse momentum, because they are the decay products
of real W bosons. The preselection cut, p}' > 20 GeV, reduces background with soft
muons. The signal efficiency is measured to:

eh, = 88.0 + 0.8% (stat).

The muon p; spectrum is shown in Figure 5.1 (b). In the data analysis this efficiency
is also taken from the simulation, but the Monte Carlo muon p; is smeared in order to
correspond to the data resolution [33].
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Figure 5.1: Distance between muon and next jet AR(u,jet) (a) and muon p; spectrum
for simulated ¢t — p + jets events (b).

5.1.5 Primary Vertex

In order to be able to use the muon o4, , described in Section 4.3.4, it is necessary to
require the reconstruction of the primary vertex. A primary vertex reconstruction is
only possible with at least two tracks. The standard primary vertex quality cuts of the
D@ Top Group are a requirement of more then two tracks, and a vertex z position of
|z| < 60 cm, to be in the fiducial region of the tracking system. Figure 5.2 (a) and (b)
show the distributions and cut positions of both variables. If there is no reconstructed
primary vertex the number of associated tracks is set to zero. The obtained efficiency
for both requirements is:

epy = 98.3 + 0.3% (stat).

Since the performance of the tracking in the p13 reconstruction version is not simulated
well, the data analysis used W + jets and QCD enriched data samples to determine the
primary vertex reconstruction efficiency.

5.1.6 Muon Significance of the Distance of Closest Approach

The muon of a tt — p+jets event comes from the primary vertex. Therefore, the dca (see
Section 4.3.4) should be zero within its uncertainty. To distinguish between signal muons
coming from the primary vertex and muons from secondary displaced vertices the cut
Odca < 3 is applied. Section 4.3.4 describes how the efficiency has been determined. In
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Figure 5.2: Primary vertex z-position (a) and associated number of tracks (b) for simu-
lated tt — p + jets events.

the Monte Carlo study it is found to be:

ehn = 96.7 £ 0.4% (stat).

5.1.7 Muon Trigger

Recorded t¢ — p + jets events have to be triggered by the muon trigger. Figure 5.3
shows the measurement of the muon trigger efficiency as a function of 7 for Level 1 and
Level 2. The asymmetry in 7 is caused by different detector inefficiencies for positive and
negative 7. The results are taken from [29]. Trigger inefficiencies are determined with
the help of independent triggers. Both trigger curves are parameterized as a function
of n. These parameterizations are used to simulate the trigger in Monte Carlo events.
The efficiency is considered as probability for an event to be triggered. Each event is
weighted by this probability. The muon 7-distribution of the tt — u + jets events is
convoluted with the product of the muon trigger parametrizations for the Level 1 and
Level 2 trigger. In [29] the combined Level 1 and 2 muon trigger efficiency was found to
be:

= 88.7 + 1.4%,

6frigger
where the uncertainty is a combined statistical and systematic uncertainty.
Of course, only triggered data can be analyzed offline. But in the Monte Carlo study
the order of applying cuts and introducing trigger weights is not important, because the
total efficiency remains unchanged.
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Figure 5.3: Measurements and parametrizations of the Level 1 (a) and Level 2 (b) muon
trigger as a function of the muon 7, from [29].

5.1.8 Jet Ildentification and Jet Multiplicity

The efficiency to reconstruct jets in the calorimeter also enters the total efficiency and
therefore the cross section. See Section 4.1 for the jet identification criteria and Section
4.1.2 for an explanation of how the jet identification efficiency is measured with data.
The final sample with the ¢t — u + jets candidate events contains only events with four
or more jets. The cut Njs > 4 is not part of the preselection, but will be applied
later. The method to estimate the background contribution from QCD events, that will
be described in 5.2 and 5.3, is performed for all jet multiplicities. For the Monte Carlo
study the jet identification efficiency times the efficiency of the cut on Njes is determined
in one step with simulated tt — u + jets events. In addition to the jet identification
criteria the ¢¢ analysis uses only jets with a jet E; > 15 GeV and only central jets are
used in the analysis (|nj| < 2.5). Figure 5.6 (a) shows the jet multiplicity of simulated
tt — p + jets events. The efficiency of the jet identification, the Njes, jet Ey, and e
cut is obtained to be:
ENjets X €% = 62.1 + 0.8% (stat).

5.1.9 Jet Trigger

Besides the muon trigger the events must be selected by the jet trigger. Figure 5.4 and
Figure 5.5 (a) show the data measurements and parameterizations of the Level 1 and
two Level 3 jet triggers. The Level 1 jet trigger is called CJT(1,5) and the Level 3 jet
trigger is called JET(1,20,3), where Figure 5.4 (a) and (b) show the trigger with a 1.5 o
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and a 2.5 o zero suppression, respectively (see [29]). These triggers were used to record
the data for the Lepton Photon 2003 analysis [31, 29].
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Figure 5.4: Level 3 jet trigger efficiency turn-on curves as a function of E; for 1.5 o (a)
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For the Monte Carlo study the trigger curves are used to calculate event weights to
simulate the effect of the jet trigger. The efficiencies are parameterized by E;, but the
n-dependence is not considered here. Within the data taking period analyzed in [29] the
Level 3 jet trigger was changed. The turn-on curve shown in Figure 5.4 (b) represents
one third of the total data sample, while two third were recorded with the Level 3 jet
trigger resulting the turn-on curve shown in 5.5 (a). Therefore, the probability for a jet
to fire the trigger is calculated by:

je je je 1 a je 2 b je

ehigs(E1") = vevet 1(E™) X [5 - efova (") + 5 - €lova 5 (BT (5.2)
Equation 5.2 combines both Level 3 triggers and the Level 1 trigger. Figure 5.5 (b)
shows the resulting curve of all jet trigger level. With increasing number of jets in an
event, the probability for the event to be recorded increases.

The weight w of an event with Nj jets is given by:

Njets

w=1- [ |1l 5:3)

1=1

In the data analysis as well as in the Monte Carlo study the jet trigger efficiency for ¢t —
14+ jets events with at least four jets is determined with the simulated jet E; spectrum.
The efficiency is obtained by summing up all event weights divided by the number
of tt — u + jets events. There are uncertainties of the trigger parameterization. The
measured data points fluctuate statistically and there is an uncertainty due to the choice
of an appropriate fit function. To estimate these effects the jet trigger efficiency is also
determined with trigger curves, where the trigger threshold is shifted by +£1 GeV. Figure
5.5 (b) shows the combined Level 1 and Level 3 turn-on curves and includes the shifted
curves. The result is:

el o =99.7+0.1% (syst).

trigger
The jet trigger weights are multiplied to the muon trigger weights.

5.1.10 Missing Transverse Energy

Also the neutrino has a large transverse momentum. The presence of such a neutrino is
indirectly observed by missing transverse energy, F;. In Figure 5.6 (b) the }; spectrum
of simulated ¢¢ — p + jets events can be seen. The preselection requirement is chosen
to be B, > 20 GeV. Data analysis and Monte Carlo study determine the efficiency from
the simulation. It is found to be:

e, = 90.9 + 1.1% (stat).

In [29] the efficiency is also studied with Z — uu data. Systematic uncertainties coming
from the jet energy scale correction are discussed in Chapter 6.
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5.1.11 Summary of all Preselection Cuts

All preselection requirements with their signal efficiencies are summarized in Table 5.1.
The total preselection efficiency is calculated with Equation 5.1 and its uncertainty is
given by Gaussian error propagation. In the preselection of the Lepton Photon Confer-

Efficiency ‘ Value ‘ Comment

eip X acceptance | 65.0 £ 0.8 % medium muon

£ ok 96.5+ 0.4 % muon track
e 83.4+08% | AR(u,jet) > 0.5
el 88.0+ 0.8 % | muon p, > 20 GeV
EpV 98.0 £ 0.3 % primary vertex
hen 96.7 0.4 % | muon p; > 20 GeV
el Lation 90.2 £+ 0.8 % | tight muon isolation
Etrigger 88.7+1.4% muon trigger
ENjets X 1 621 +0.8% | Nis = 4, jet ID
é‘ﬁgger 99.7+£0.1 % | L1, L3 jet trigger
£n, 90.9+1.1% B > 20 GeV
Epreselection 19.2+ 06%

Table 5.1: Efficiencies of preselection cuts for ¢t — u + jets sample.
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ence 2008 [31] analysis, there was in addition a soft muon veto on a second muon in
tt — u + jets events that is not applied in this Monte Carlo study. Note, that although
the Nies = 4 cut is listed in the preselection, the following analysis steps are performed
for all jet multiplicities. That will be necessary for the Berends Scaling method, de-
scribed in Section 5.3.

5.2 Matrix Method

The first step of background reduction is aimed at the QCD background. Separating
background with the matrix method relies on the different muon isolation efficiencies for
muons from a W boson decay or QCD background. The method separates QCD events
from tt — p + jets and W + jets events. Two samples are defined, a “loose sample”
consisting of all events surviving the preselection cuts including the loose muon isolation
cut, and a sample called “tight sample” which is a subset of the loose sample. It contains
only events with tightly isolated muons, i.e. the muons pass the tight isolation criteria
defined in Section 4.3.5. This yields the following matrix equation (or linear system of
equations):

Nloose = Ntf—|—W + NQCD
—  gsig. NHHW 4 .QCD  NQCD

where £%8 is the tight muon isolation efficiency for £ — p + jets and W + jets events to
get from the loose to the tight sample and e%¢P is the muon isolation efficiency for QCD
events. %8 is the same for tf — u + jets and W + jets events due to the same origin of
the muons. The measurement of %% and £2¢P is described in Section 4.3.5. The matrix
method uses only information extracted from data, as Nigose, NVyight s %8 and €2¢P can all
be measured with data. This is essential since it is not possible to simulate jets and muon
isolation with the desired accuracy. The hadronization of partons cannot be calculated
perturbatively, but is described by fragmentation models. To measure the muon isolation
efficiency with Monte Carlo events an exact fragmentation model for heavy flavor jets
is needed. Moreover, the cross section uncertainty of the inclusive jet production is
large. The simulation of the calorimeter response and detector noise even increase the
uncertainty, which makes the use of Monte Carlo events questionable. Nevertheless,
it would be reassuring to cross check the matrix method with Monte Carlo events.
However, there are not enough QCD multijet Monte Carlo events available. It would
require to generate several million multijet QCD events, given the small preselection
efficiency on QCD background and the small value of e%¢P, see also Section 3.3. Note
that the measurement of the ¢# production cross section in Monte Carlo without having
QCD background impacts the estimation of the number of background events. This will
not be taken into account in the estimation of the systematic uncertainty.
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5 Monte Carlo Cross Section

To illustrate the effect of the matrix method Figure 5.7 (taken from [34]) shows the
separated QCD fraction (a) and the W + > 4 jets with ¢ — p+ > 4 jets fraction (b)
for data as a function of the transverse mass. The transverse mass is reconstructed by
the transverse muon momentum and missing transverse energy. All distributions are
in agreement with simulated distributions, that are normalized to the same number of
events. As expected, the transverse mass of QCD background is small, whereas for the
W + jets and tt — p + jets events the transverse mass distribution peaks at the W
boson mass.

27 ] tri thod
2 a e matrix method 2 ] (b) : ?vaMn(); meme
g h g 207 W MC (matched
% 15+ = MUgcd o ] tthar MC
§ ] § 157
5 17 £ 0]
3 y E 10 1
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0.517 o 5 -
] 2 ]
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0 50 100 150 0 50 100 150
W transverse mass [GeV] W transverse mass [GeV]

Figure 5.7: Transverse mass distributions for QCD (a), W+jets, and ¢t — p + jets (b)
events with four or more jets after the separation by the matrix method,
from [32, 34].

5.3 Berends Scaling

The matrix method provides an estimate on the number of QCD events. Estimating the
W + jets background is the next step. The idea of the W + jets background estimation
is based on Berends empirical scaling law. According to the Berends Scaling the number
of W 4+ n jets events with n or more jets decreases by a factor of o with increasing
inclusive jet multiplicity n:
U(W + (n + 1)jetS) _
(W ~+ njets)

This assumption can be explained by the fact, that every additional jet originates from
a parton with an additional vertex factor /o, where o, is the strong coupling constant
(see Feynman graphs in Figure 2.7). Hence, the cross section decreases by «; ignoring
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5.3 Berends Scaling

higher order corrections. The value of the constant o depends on cuts on the parton
p: and n and the minimal distance between two partons AR. Indeed, « is found to be
of the order of a;, as(Mz) = 0.1172(20) [18].
Applying the matrix method for each inclusive jet multiplicity 7 separately, ¢ tight sam-
ples are obtained. The number of observed events, N;” T, versus the jet multiplicity i is
an exponentially decreasing distribution of the W + jets events with the superimposed
jet multiplicity distribution of the t¢ — u+jets events. Most t¢ — p+jets events contain
four or more jets. The relative ¢t fraction is largest for jet multiplicity greater or equal
four. According to Berends scaling the jet multiplicity distribution can be fitted by the
following equation: ) o

N+ = NV x o1 4 fIENT (5.4)

N} is the number of W + jets events in bin 7, o is a constant, and N t is the number of
t events. These are the fit parameters. The factors f give the fraction of ¢ events in
each multiplicity bin measured with simulated events. The fit result for N/Vis dominated
by the high statistics of the first bins, but the result for N is not significant and will
not be used for the further analysis. Only the background in the fourth bin, N}V is
estimated:

Ny = N x o?. (5.5)

The Berends Scaling method provides an estimation of the number of W + 4 jets back-
ground events of the total number of observed events in the fourth jet multiplicity bin
after the preselection is applied.

Trigger Bias

All measured events are triggered by the jet trigger. The measured jet E; spectrum
differs from the spectrum in the simulation due to the trigger inefficiency. The resulting
samples are called “biased”, because they depend on the trigger and do not represent
the original or “unbiased” sample. The effect of the bias differs for each jet multiplicity,
since the probability for an event to be triggered increases with increasing jet multiplicity
(see Equation 5.3). Figure 5.8 shows the biased and unbiased ¢t — p + jets events (a)
and W + jets events (b) for each inclusive jet multiplicity. Note, that the jet trigger for
tt — p+ jets events with four or more jets is 99.7% efficient. Berends scaling is valid for
unbiased distributions. In order to apply the Berends scaling method, the trigger bias
has to be corrected. To obtain the unbiased number of events NZ-WJ’“ in each bin 7, the

number of biased observed events N} % has to be corrected by the bias e

B 1 . _
NiW—i-tt S NiW-I—tt' (5.6)
&

In data the trigger biases P are measured with a jet independent trigger, namely the

single muon trigger. The effects of the muon trigger or the preselection requirements do
not have to be corrected, because they do not have an impact on the jet multiplicity
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Figure 5.8: Simulated trigger bias for ¢t (a) and W + jets (b) events.

distribution. Section 5.4.3 describes the simulation and correction of the trigger bias in
the Monte Carlo study. After determining Nf‘i with the Berends Scaling method, the
number of W + > 4 jet in the biased sample, N, is obtained by:

W _ W WH+2>4 jets
N/ =N, -¢ ,

W+2>4 jets

where ¢ is obtained from Monte Carlo.

5.4 Monte Carlo Study of the Berends Scaling

As part of the Monte Carlo study of measuring the ¢¢ production cross, the Berends
scaling method is implemented using simulated events. First of all a sample containing
tt — u+ jets and W + jets events is defined. The number of used Monte Carlo events
is fixed, thus different integrated luminosities are simulated by scaling the number of
events. The statistical fluctuations are given by the real size of the Monte Carlo sample,
but the calculations of statistical uncertainties are done with respect to the simulated
luminosity. The Monte Carlo study is performed for different simulated ¢ production
cross sections. The correction of the trigger bias is simulated and the Berends scaling fit
is applied. In the next section the obtained numbers of W + jets and tt — u+jets events
in the fourth jet multiplicity bin are further used for the topological analysis.

5.4.1 W + jets Monte Carlo Samples

To study the Berends scaling with simulated events, a W + jets sample with different
jet multiplicities n is necessary. The number N of events with n jets and the number M
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5.4 Monte Carlo Study of the Berends Scaling

of events with m jets have to be inter-normalized by their cross sections:
N o(W +n jets)

M o(W +m jets).

However, it is difficult to create such a sample. If only one sample with all jet multiplic-
ities was generated, the statistics for the W + 4 jets events would be too low compared
to a reasonable W + 1 jet statistics because of the Berends scaling. Therefore, the used
Monte Carlo event generator ALPGEN creates W + n jets events in n different samples.
The generator calculates amplitudes for all W + n jet final states at leading order. Ini-
tial and final state radiation are not treated with QCD calculations, but with the parton
showering model of JETSET/PYTHIA. A procedure is needed to obtain a well defined
normalization for all samples. Since the parton showering may produce additional jets
to the matrix element jets, events of a W + n jets sample can contain more then n jets.
Therefore, simply adding all samples with respect to their cross section, calculated with
amplitudes, would end in double counting of events. For example, a W + 1 jet event
with one additional parton shower jet has to be inter-normalized with the W + 2 jets
cross section and not with the W + 1 jets cross section, although it was originally gen-
erated as a W + 1 jet event be ALPGEN. The assignment of each event to the correct
cross section can be achieved by investigating the events at Monte Carlo parton level.
A W + n jet event without parton showering, i.e. the output of ALPGEN, contains by
construction exactly n partons with p; > 12 GeV, |n| < 2.7, and a distance between each
couple of partons of AR(parton;, parton;) > 0.4. These requirements are chosen for the
Monte Carlo generation. For events with parton showering a simple algorithm counts
the number of partons, that fulfill the same requirements. Unfortunately, not all infor-
mation of all Monte Carlo particles and their history is stored in the Monte Carlo tree.
In the following analysis, a W + n jets event (n = 1...3) is defined as an event of the
W + n jets ALPGEN sample, where the counting algorithm finds exactly n partons and
n jets. Moreover, those n partons have to be spatially matched to the n reconstructed
jets. The W + 4 jets sample contains > 4 partons found by the counting algorithm, that
are matched to at least 4 jets. The impact of the parton cuts of the counting algorithm
on the cross section measurement will be discussed in Section 6.3. Since not all partons
arise from matrix elements the obtained samples cannot be normalized with calculated
cross sections. Instead, they are normalized to measured D data. The results of the
Berends scaling fit (Equation 5.4) obtained from data are [31, 29]:

NYW =12979.4 +319.4, o =0.187 + 0.009. (5.7)

For the analysis in [29] an integrated luminosity of £ = 94 pb™" was available. The Monte
Carlo samples are normalized with data, added, and finally scaled up to an integrated
luminosity of £ = 210pb *. This value corresponds to the expected size of the D@ data
sample that is being analyzed for the winter conferences 2004. Note, that the Berends
scaling law cannot be tested with this Monte Carlo study, but is an assumption in the
applied normalization procedure.
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5 Monte Carlo Cross Section

5.4.2 Signal Monte Carlo Sample

The simulated cross section is varied between 4 pb and 12 pb. This range includes the
theoretical expectation of the cross section of about 7 pb and present measurements.
As an example the next sections give intermediate results for a simulated cross section
of 7 pb. The tf — pu + jets events are normalized to the simulated cross section o
and integrated luminosity £ = 210pb™", i.e. the constant number of simulated tt —
1+ jets events, NMC  is weighted by a factor

o-L-BR

Wnorm = NMC ;
tt

where BR is the branching ratio of the ¢t — u + jets final state, i.e. 14.4 %.

5.4.3 Introducing and Correcting the Trigger Bias

The jet trigger bias is simulated by weighting each event with a factor wiig, which
is calculated using Equation 5.3. Afterwards, the weights of the W + jets and ¢t —
i + jets samples can be summed up to obtain the biased jet multiplicity distribution.
The biased W+tf sample is the starting point of the Berends scaling method in the
data analysis. First of all the bias has to be corrected by factors 1 /SZ-WH’: according to
Equation 5.6. As explained the biases £]” T are measured with the single muon trigger
that is independent from jets in an event. The data sample used to measure the biases
is not the same as the preselected data sample taken for the analysis. Therefore, in the
Monte Carlo study the biases szW *i are measured in statistically independent samples.
This means all simulated samples are divided in two parts. One half is used to measure
efficiencies, the other half represents the data sample to be analyzed. Table 5.2 shows the

5}””{ found in Monte Carlo. The uncertainties are obtained by varying the jet trigger

jet multiplicityi | >1jet | >2jets | >3jets | >4 jets
e e | 38.1£1.6% | 67.7+1.7% | 87.7+1.0% | 95.8 £ 0.5%

Table 5.2: Trigger bias of the W-+#t sample.

turn-on curve (Figure 5.5 (right)) by +1 GeV in the jet E;. This is the same way the
uncertainty of the jet trigger efficiency for simulated ¢t — p+ > 4 jets is obtained (see
Section 5.1.9). In the data analysis there is no systematic uncertainty of parameterizing
the trigger turn-on curve, because this parameterization is not needed to measure the
trigger bias. But the precision is limited by the statistics of the used data sample and
systematics, e.g. due to the jet topology and flavor which might be different.

52



5.4 Monte Carlo Study of the Berends Scaling

5.4.4 Berends Scaling Fit

Figure 5.9 shows the trigger bias corrected jet multiplicity distribution of the W + ¢t
sample. In addition, the W + jets event fraction without signal is plotted. An integrated
luminosity of £ = 210pb ™~ is simulated and the ¢ production cross section is assumed
to be 7 pb. Only in the fourth inclusive jet multiplicity bin the ¢ — u + jets excess is
visible. From normalizing the event numbers with the help of data the values of N}V,

%]
5 ® W events
>
o -
W +tt events
Jo ;
10 B Nt S SO U OP PO
3
10 |
| | | |

inclusive jet multiplicity

Figure 5.9: Jet multiplicity distribution of W + ¢t events and only W + jets events. The
curve shows the W + jets subsample of the W + ¢t sample as a result of the
Berends Scaling fit.

a, and N}V are known:
N}V = 28996.8, a = 0.187, N} = 189.6. (5.8)

As explained in the previous section the trigger bias is introduced by weighting the

events and it is corrected by factors 1/e}V*. If the !V were not determined in

different samples than the simulated data samples, this would yield exactly the numbers
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5 Monte Carlo Cross Section

of Equation 5.8, again. But the statistical fluctuations in the jet E, spectra lead to
slightly different numbers in each bin:

N}V = 27593.6 + 1716.9, N} =188.2 4+ 14.3. (5.9)

The uncertainties are calculated with error propagation taking the uncertainty of the
number of unbiased events ANZ- = \/NTZ and the bias corrections AsZ-W”t (see Table
5.2) into account. Since the relative t¢ fraction in the first three bins is negligible, a
preliminary estimation of the number of W events in the fourth jet multiplicity bin,
N}V, can be obtained by fitting an exponential (Equation 5.10) to the first three bins

and using the fit results to extrapolate the function to the fourth bin.
N+ = NV x 7L, (5.10)
The fit yields:
fit (a): NV = 27847.0 £1007.5, a = 0.196 £+ 0.005.
With Equation 5.5 it follows that
N} =209.2 + 18.6.

Taking into account that all bins contain ## — 1+ jets events the distribution of all bins
has to be fitted with Equation 5.4. In Table 5.3 the fractions f* of t — u + jets events
in each inclusive jet multiplicity bin ¢ are given, as determined in Monte Carlo.

jet multiplicity i ‘ > 1 jet ‘ > 2 jets ‘ > 3 jets ‘ > 4 jets
f | 100.0% | 99.1% | 90.4% | 60.5%

Table 5.3: Fraction f/ of ¢ — p + jets events in each inclusive jet multiplicity bin.

The fit with Equation 5.4 results:
fit (b): N}V = 28034.2+1062.7, a = 0.188+£0.008 = N}V =187.4+24.9.

The numbers in fit (b) are taken as parameters for Equation 5.10 and plotted in Figure
5.9. Table 5.4 summarizes all numbers and gives the relative uncertainties of N}V. Fit (a)
is a good estimate on N}V, but always overestimates it as a consequence of neglecting the
tt — p + jets events in the first three bins. The uncertainties of fit (b) are dominated
by the uncertainties of the trigger bias AszWHt. To show the effect of the statistical
uncertainty coming from ANj;, Table 5.4 also lists the result of a third fit, where the
uncertainty from the trigger bias is set to zero (Ael”*# = 0). The only reason for not
obtaining the exact simulated values is a small difference from statistical fluctuations in
the ¢t fractions, f, in the simulated data and the ff from Table 5.3 used for the fit.
For the further analysis the results are taken from fit (b). In comparison to the Lepton
Photon Conference 2003 [31] results the measurement is a bit worse despite a higher

luminosity, due to the uncertainties of A%,
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| Ny | a | N AN (%)
simulated values | 28996.8 0.187 189.6
after bias correction| 27593.6+1716.9 - 188.24+14.3| 7.6
fit (a) 27847.04+1007.5 | 0.196+0.005 | 209.24+18.6 | 8.9
fit (b) 28034.24+1062.7 | 0.188+0.008 | 187.44+24.9 | 13.3
Agb®s = 0 28996.9+ 270.3 | 0.187£0.004 | 189.64+12.2 | 6.4
data (94 pb~1) [31] | 12979.44+ 319.4 | 0.18740.009 | 84.7+11.1| 13.1

Table 5.4: Simulated values of the numbers of W + jets events and the results of different
fits based on Berends Scaling. The first line gives the true simulated values.
See text for the different results. In the last line the data results of the Lepton
Photon Conference 2003 [31] are given.

5.5 Topological Analysis of o(tt — i+ jets)

The final analysis step is a topological selection of the events in the biased tight sample
with four or more jets. So far, only muon properties, F;, and jet multiplicities were used
to select W + jets events. The so-called topological analysis relies on the topological
characteristics of the whole event, which are different for signal and background events.

5.5.1 Topological Variables

With the help of three variables the background is further rejected. The topological
selection is taken from the Lepton Photon Conference 2003 [31] analysis:

e The first variable is the E; of the leading jet. ¢t — u + jets events contain jets
in the central detector region with large transverse energy. In Figure 5.10 (a) it
can be seen that the leading jet of W + jets events is on average softer than a
leading jet of a tt — p + jets event. This is due to the fact that the jets of W +
jet events are mainly produced by collinearly radiated gluons of initial and final
state radiation. The position of the cut is also marked:

jet Ey > 60 GeV

e The second variable is called H;.

It is defined as the scalar sum of transverse

energy of all jets within || < 2.5 and jet F; > 15 GeV plus the reconstructed
E; of the leptonically decaying W boson:

Ht = Eg/v -+ Z_]et Et-

jets
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Figure 5.10 (b) shows the signal and background distribution. Signal events have
a large H;, due to the high mass of the produced ¢t pair. The topological cut is:

H,; > 250 GeV.

Another way to distinguish signal from background events is to look at the direc-
tions and momenta, p°, of all reconstructed objects o of an event. For this purpose
a normalized momentum tensor is defined:

N
SN

where i, j denote the Cartesian components of the momenta p®. 3/2 of the smallest
eigenvalue of M is called aplanarity A. It is a measure for the flatness of an event.
tt — u + jets events are more likely to have a spherical symmetry, whereas W +
jets events are rather flat (see Figure 5.10 (c¢)). The spherical symmetry is typical
for products of the decay of heavy particles, and the flatness of W + jets events
arises from the high cross section of gluons to be radiated collinearly. Therefore,
the following cut is applied:

M

A > 0.05.
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Figure 5.10: Distributions of the three topological variables for ¢t — pu + jets signal

(dotted lines) and W + jets background (full line) and the applied cut
positions. The plots (a), (b), and (c) show the leading jet E; spectrum, the
H, distribution, and the aplanarity distribution, respectively.

The efficiencies for all topological cuts are determined with simulated events for signal
and W + jets events, listed in Table 5.5. For a data analysis the efficiency for QCD events
has to be measured, because the tight sample might still contain QCD background. It
can be measured in a QCD data sample. The efficiency of the topological cuts for W
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5.6 Cross Section Measurement

+ jets events and QCD events is very similar, as can be seen in the Lepton Photon
Conference 2003 [31] analysis. Hence, it is not important to know the ratio of W + jets
and QCD background events.

Note, that the efficiencies for the W + jets sample depends on the applied parton cuts,
that are described in Section 5.4.1. The stronger the parton cuts, the more efficient the
topological cuts for the background. This systematic effect will be discussed in the next
chapter.

| tt — pt > 4 jets | W + > 4 jets
jet By > 60 GeV 90.8 +1.2% 73.0+1.7%
H; > 250 GeV 88.1 +£1.4% 70.2 +1.9%
aplanarity > 0.05 70.8 £2.1% 39.3 £2.4%
Erom 56.6 £2.0% | 202+ 1.4%

Table 5.5: Efficiencies of the topological cuts on ¢t — pu+ > 4 jets and W + > 4 jets
events.

5.5.2 Simulation of the Topological Analysis of o(tt — u + jets)

The tight W + ¢ sample with four or more jets contains N," t* = 250.6 events. N}V =
187.4424.9 of them are estimated to be background. After the topological analysis there
are Ny, = 55.4 events observed. The expected background fraction can be calculated
with the efficiency for background:

Nokg = €lopo - Ny = 35.3.

The probability to observe N5 events given the cross section is Poisson distributed.
Nyps is sufficiently large, thus its uncertainty is given by:

ANgps = V Nobs-

5.6 Cross Section Measurement

The ¢t production cross section is obtained using the following equation:
Nops — N,
o ( tZ) — obs bkg .
BR.-¢-L
The overall efficiency ¢ of all cuts and requirements is the product of the preselection

efficiency (Table 5.1) and the efficiency of the topological selection (Table 5.5) for signal
events:

(5.11)

€ = Epreselection X Etopo — 10.8 + 0.5%.
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5 Monte Carlo Cross Section

Quantity ‘ Value

Nops | 554 +74
Nug | 353453

BR 14.4 %
€ 10.8 +0.5%
L 210 pb!

Table 5.6: Summary of all quantities that enter the cross section.

All necessary quantities are determined and summarized in Table 5.6. Remember, that
the values of N, correspond to a simulated ¢ production cross section of 7 pb. The
measured cross section is found to be:

o(tt) = 6.1 + 2.3 (stat) pb.

The statistical uncertainty of the cross section is a consequence of the uncertainty of
Nops- All other uncertainties are considered in the discussion of the systematics in
the next chapter. Table 5.7 gives the results for all simulated cross sections. The
measured cross sections are different from the simulated cross sections because there are
different statistical fluctuations in the samples used to determine the efficiencies and
the number of signal events. All measurements are 100 % correlated thus all measured
cross sections are smaller than the simulated cross sections. If the measurements were
statistically independent, positive and negative fluctuations of the measurement around
the simulation would be expected. The relative uncertainty of the cross section decreases
with increasing cross section, because N, increases linearly, but its uncertainty AN
increases only with the square root v/ Nops.
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5.6 Cross Section Measurement

simulated o(tf) [pb] | measured o(t) [pb] | Ac(tf) (stat) [pb] | Ac(tf)/o(tt) [%]

4.0 2.8 2.1 73.6
5.0 3.9 2.1 04.2
6.0 5.0 2.2 43.8
7.0 6.1 2.3 37.0
8.0 7.2 2.3 32.3
9.0 8.3 2.4 28.8
10.0 9.4 2.5 26.1
11.0 10.5 2.5 23.9
12.0 11.6 2.6 22.2

Table 5.7: The simulated and measured cross sections in pb for ¢¢ production and the
absolute and relative statistical uncertainty for a simulated data sample of
L =210 pb L.
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6 Study of Systematic Uncertainties

In this chapter the sources of systematic uncertainties of the cross section are discussed.

The main uncertainties are quantified within the Monte Carlo study.

6.1 Background, Efficiency, and Luminosity

The cross section is determined using Equation 5.11. ANy yields the statistical uncer-

tainty. All other quantities contribute to the systematics:

e The number of background N, has been estimated to be 35.3 &= 5.3. Remember,
that only the W + jets background is simulated and estimated in the Monte Carlo
study, but not the QCD background (see Section 3.3.2).

The efficiency is: ¢ = 10.8 £ 0.5 %. Here, the estimated uncertainty takes the
statistical uncertainties of the efficiencies of all cuts and the systematic estimation
of the uncertainties of trigger curves into account. Other effects like contributions
from the uncertainty of the jet energy scale are discussed below.

The results of the recently updated uncertainty of the luminosity measurements
[35] is used: AL = 6.5% - L. This uncertainty leads to a 6.5 % uncertainty of the
cross section. At the Lepton Photon Conference 2003 [31] the luminosity was only
known to 10 %. The precision of the measurement of the luminosity is limited
by the exactness of the knowledge of geometrical acceptance of the luminosity
counters and the measurement of the inelastic proton anti-proton scattering cross
section.

The contribution to the uncertainty of the cross section is obtained with Gaussian error

propagation. Table 6.2 shows the results.

6.2 Jet Energy Scale

The calibration of jet energies with the help of the jet energy scale, JES, (see Section
4.1.1) is one of the main sources of the systematic uncertainty in the data analysis as well
as in the Monte Carlo study. The JES correction changes not only the jet E; distribution,
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6.2 Jet Energy Scale

‘ Ao [pb] ‘ Ao /o [%]

ANow | 1.6 26 %
AL 0.4 6.5 %
Ae 0.3 4.6 %

Table 6.1: Systematic uncertainties of the cross section arising from Ny, £, and €. The
simulated and measured cross section is 7.0 pb and 6.1 pb, respectively.

simulated o(tf) [pb] | measured o(tt) [pb] | Ac(t) (syst) [pb] | Ac(tt)/o(tt) %]
7.0 | 6.1 | 1.7 | 27.6

Table 6.2: Systematic uncertainty of the measured cross section arising from the back-
ground estimation, the statistical uncertainty of the efficiency, and the uncer-
tainty of the luminosity.

but also the jet multiplicity distribution due to the jet E; > 15 GeV cut. In addition, the
missing transverse energy, the muon isolation, and the topological variables are affected.
The jet triggers remain unchanged, because the JES is an offline correction to events
that already passed the triggers. However, in order to measure the trigger efficiencies the
parameterized trigger curves are convoluted with simulated jet spectra, which depend on
the JES. Thus, the JES impacts also the jet trigger efficiency and the trigger bias correc-
tions. In the Monte Carlo study the number of events in each multiplicity bin is fixed by
the normalization. If all quantities were determined by data, the effect of a mismeasured
JES would cancel when calculating the cross section, because the estimated number of
signal and background events would be affected in the same way as the efficiencies.
However, some quantities are determined in the simulation. Differences in the Monte
Carlo JES and data JES lead to an uncertainty of the cross section. To estimate this
effect, all quantities which are measurements with the simulation are repeated varying
the JES by £AJES, where AJES is the combined statistical and systematic uncertainty
of the JES. In the Monte Carlo study this is also done, but the Monte Carlo sample
representing the data remains unchanged. For the JES variation the Monte Carlo JES
uncertainty is used. Table 6.2 shows all signal efficiencies, that depend on the JES. The
values in the second column are taken from Table 5.1 and Table 5.5. In the third and
fourth column the recalculated values with varied JES are given. With the new values
of the efficiencies the cross section measurement is repeated yielding the two new cross
sections o(JES + AJES) and o(JES — AJES). The systematic uncertainty of the cross
section caused by the uncertainty of the JES is calculated using:

Aot = |o(JES £ AJES) — o (JES)|.
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6 Study of Systematic Uncertainties

Efficiency unchanged +AJES —AJES

el tion 90.2+£0.8% | 90.2+0.8% | 90.1+0.8%
Enjots X S0y [ 62.140.8% | 63.94+0.8 % | 60.2+0.8%
el ger 99.7+£0.1 % | 99.8+0.04 % | 99.440.1%
€5, 90.9+1.1% | 90.7+1.1% | 90.5+ 1.2%
Epreselection | 19-2 £0.6% | 19.8+0.6% | 18.2+0.6%
Ejet By 90.8+1.2% | 93.6£1.0% |86.4=+1.5%
£, 88.1+1.4% | 91.1+1.2% | 85.3+1.6%
Eapla 70.8+£21% | 71.7+£2.0% | 70.4=+2.2%
Et0po [ 56.6 £2.0% | 61.2+£2.0% [51.9+2.1%
Etotal | 10.8+£0.5% | 12.1+0.6% | 9.5+0.5%

Table 6.3: Signal efficiencies of all cuts, that depend on the jet energy scale. The last
two columns give the recalculated efficiencies with varied jet energy scale by
+AJES.

Table 6.4 lists the results for the JES variation.

simulated | measured ‘ Acis [PD] ‘ Acius/o (%] | Aojas [PD] ‘ Acips/o (%)
o(tt) [pb] | o(tt) [pb]
70 | 61 0.50 | 8.2 |21 | 349

Table 6.4: Systematic uncertainty of the cross sections due to the JES.

The asymmetry of the uncertainty emerges from cuts on distributions which are
not flat. For example, the cut on the exponentially decreasing distribution of the jet
E; causes very different event selections and efficiencies depending on whether the JES
is varied in the positive or negative direction. Moreover, there is a large statistical uncer-
tainty of the estimation of the systematics due to the size of the W + jets Monte Carlo
sample used to determine the efficiencies of the topological variables and the trigger bias
correction. The large difference between the measured cross section o = 6.1 pb and the
cross section ojps = 8.2 pb obtained with varied JES is dominated by the W + jets
background estimation. In the data analysis presented at the Lepton Photon Conference
2003 [31]the systematic uncertainty arising from the JES was estimated to +15.2 %
-16.6%. There are great efforts to reduce this uncertainty.
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6.3 Parton Cuts

6.3 Parton Cuts

A description of the modeling of the W + jets events is given in Section 5.4.1. The W
+ jets events are generated with the following requirements on the partons created in
the hard scattering process (“first modeling”):

p: > 12 GeV In| < 2.7 AR(parton i, parton j) > 0.4.

The jet multiplicities of the events after the parton showering is determined by counting
the number of partons, that pass these cuts. Moreover, the partons are spatially matched
to reconstructed jets. Hence, every W + n jets events contains n partons with at least 12
GeV. It was mentioned that these cuts impact the efficiencies of the topological cuts and
the jet trigger bias. To estimate the effect of the modeling of the W + jets background,
the cross section measurement is repeated with a second way of modeling the W +
jets background. The same generated events with the same parton cuts are used, but
this time there are no further parton level requirements after the parton showering.
To determine the jet multiplicity only the jet parton matching is used. Figure 6.1
shows the tranverse energy spectrum of the leading jet (Figure 6.1 (a)) and the H;
distribution (Figure 6.1 (b)) for both ways of modeling the W + jets background. The
distribution for the events with parton cuts after the parton showering have on average
a larger transverse jet energy and a larger H;. As a consequence, the efficiencies of
the topological selection are different. They are given in Table 6.5 The differences in

[} [%) F
+< 0.045 2
c E with parton cuts c with parton cuts
s @ Sl S 005/ (b)
®© 0.04 E e D without parton cuts o L I D without parton cuts
0.035F : H 0.04k -
0.03F . ILLL r J \ LW
0.025} 0.03f :

=

0.02

0.015 ‘ LIL
5

.
| H

0.01
NN
: “LL 001 N
0.005 JJ e r L_ﬁ
0O 20 40 60 80 100 120 140 160 180 200 PO(‘)‘ “15(‘)‘ ‘éOC‘)‘ “25(‘)‘ ‘.."4»06‘ ‘55(‘)‘ ‘210(‘)‘ ‘4‘15(‘)‘ ‘E‘>00
leading jet E, [GeV] H, [GeV]

Figure 6.1: Leading jet E; (a) and H; (b) for simulated W + gegslant 4 jets events with
and without parton cuts after the parton shower simulation.
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6 Study of Systematic Uncertainties

W + >4 jets W + >4 jets
with parton cuts | without parton cuts
jet £y > 60 GeV 73.0 +1.7% 68.2 + 1.4%
H; > 250 GeV 70.2 +1.9% 65.1 +1.6%
aplanarity > 0.05 39.3 £ 2.4% 34.9 £ 1.9%
Etopo 20.2 +1.4% 15.5 + 1.0%

Table 6.5: Efficiencies of topological cuts with and without parton cuts after the parton
showering.

simulated o(t¢t) [pb] | measured o(tt) [pb] | measured o(tt) [pb]
(1. modeling) (2. modeling)
7.0 | 6.1 | 7.5

Table 6.6: Cross section measurement for two different ways of modeling the W + jets
background (see text).

the cross sections is obtained in both ways of modeling the background estimates the
systematic uncertainty. The result is given in Table 6.6.

The relaxed requirements of the assignment of events to the W + jets samples increases
the available statistics. Due to the smaller efficiency of the topological selection of the
W + 4 jets background there is a better signal to background ratio. This leads to a
smaller difference between the simulated cross section (7.0 pb) and the measured cross
section (7.6 pb). However, it is not clear which of the two methods is more correct.
Therefore, the difference in the measured cross section determined with both methods
is taken as a conservative estimate on the cross section uncertainty coming from the W
+ jets modeling. This leads to an uncertainty of 23.4 %. The data analysis makes only
use of a W + > 4 jets sample. The difficulty of adding events with one, two and three
jets does not arise, thus the systematic uncertainty is smaller.

6.4 Summary of the Systematic Uncertainties

All estimated uncertainties are summarized in Table 6.7. The combined systematic
uncertainty is obtained by:

(A0 )syst (£) = Z(AO)ZZ'

%
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6.5 Other Systematic Uncertainties

| Ac/o [%]
ANpig T 26.4
Ae (stat.) + 4.6
AL + 6.5
+AJES +34.9 -8.2
MC modeling + 23.4

Table 6.7: Summary of all estimated systematic uncertainties.

Figure 6.2 shows the measured versus the simulated cross section with the statistical
and the total uncertainty:

J— 2 2
- sta sys .
(A0)iotal \/(Aa tat)2 + (A0syst)

The cross section is varied between 4 pb and 12 pb. Since the different cross sections
are simulated by scaling the number of signal events, all entries in Figure 6.2 are 100%
correlated. The absolute uncertainty increases slightly with increasing simulated cross
section while the relative uncertainty decreases.

6.5 Other Systematic Uncertainties

The discussion of systematic uncertainties of the o(t¢ — u+ jets) cross section measure-
ment is not complete but contains only the largest uncertainties. Besides the jet energy
scale there is an uncertainty arising from the jet resolution. To study the jet energy
resolution, the jet FE; distribution can be smeared, i.e. the resolution is determinate.
The uncertainty of the top quark mass causes another systematic effect. Varying the
top mass in the Monte Carlo events by its uncertainty allows to study the impact on the
cross section measurement. For a full discussion of the systematics of the data analysis,
see [29].
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Figure 6.2: Measured vs. simulated cross section in the range between 4 pb and 12 pb.
The obtained values are 100% correlated.
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7 Summary and Outlook

The physics of the top quark is an interesting subject to study. After the top quark
discovery in Run I, the Run II analyses try to increase the precision of the results and
to perform new tests on the Standard Model. At present, the analyzed amount of Run II
data is comparable to Run I, but soon there will be analyses with much larger statistics.
In order to increase the precision of the measurement of the top production cross section
also the systematic effects have to be better understood and further reduced. This thesis
has presented the steps of the analyses in the muon + jets channel. The Monte Carlo
studies have investigated and confirmed several methods which are later applied to the
data. Such studies with simulations help to understand and improve these methods,
that allow to measure most quantities independent from simulations, which is essential
at hadron collider experiments. Finally, the uncertainty on a cross section measurement
with 210 pb~! is determined. This can be partially seen as an estimation of the results
that will be expected for the next winter conferences.

There will be several improvements in future cross section analyses. They will profit
from better object identifications. While finishing this thesis a new muon reconstruction
version has been certified with a higher identification efficiency. More detector infor-
mation will be read out and used. There exists an alternative method to the Berends
Scaling to estimate the W + jets background, which is similar to the matrix method,
but uses topological properties as tight criteria. This method does not have to correct
the jet trigger bias and does not rely on the assumption on the Berends Scaling law. In
order to reduce the uncertainty due to the jet energy scale new topological variables are
investigated that depend less on the jet energy scale. There will be new optimizations
of all cuts in order to minimize the statistical and systematic uncertainty of the cross
section [32].
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