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ABSTRACT

A mathematical model is created of the dynamic response of pressures
caused by flow inputs to an existing distributed helium refrigeration system.
The dynamic system studied consists of the suction and discharge pressure
headers and compressor portions of the refrigeration system used to cool the

superconducting magnets of the Tevatron accelerator at the Fermi National

. Accelerator Laboratory. The modeling method involves identifying the

system from data recorded during a series of controlled test, with effort made
to detect locational differences in pressure response around the four mile
accelerator circumference. |

A review of the fluid mechanics associated with the system indicates
linear time invariant models are suitable for the identification, particularly
since the governing equations of one dimensional fluid flow are
approximated by linear differential equations. An outline of the experimental
design and the data acquisition system are given, followed by a detailed
description of the modeling, which utilized the Matlab programming
language and associated System Identification Toolbox.

Two representations of the system are presented. One, a black box
model, pro‘}ides a multi-input, multi-output description assembled from the
results of single input step function testing. This description indicates definite
variation in pressure response with distance from the flow input location,
and also suggests subtle differences in response with the input location itself.

A second system representation is proposed which details the relation

Xix



between continuous flow changes and pressure response, and provides
explanation of a previously unappreciated pressure feedback internal to the
system.

Data from additional tests provide characterization of typical
disturbances to the system. The affects of perturbations in flow exiting the
refrigerator's magnet heat load, and of changes in ambient temperature
surrounding the pressure headers, are modeled for direct addition to the
plant model outputs. Suggestions are presented for the use of the i)lant and

disturbance models in the simulation and improvement of system control.
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CHAPTER I

INTRODUCTION

Fermi National Accelerator Laboratory is operated by Universities
Research Association, Inc. for the United States Department of Energy. Its
primary function is to support high energy physics experimentation, theory,
and education using an extensive physical plant and a support staff of
technicians, engineers, and scientists. During the experimental work, protons
and anti-protons can be delivered to experiment statioﬁs at energies of one
trillion electron volts through a complex of five particle accelerators. The two
particles types are either collided together within a particle detector or guided
to fixed targets made up of other materials. The final accelerator in the series
of five, the Tevatron, incorporates mnearly 1000 niobium-titanium
superconducting magnets to guide particle beams in a 40 mile
circumferential path inside an evacuated tube, and on to their targets [Col79}*.

Cooling for these magnets comes from a large helium refrigeration
system, operating at a temperature of 4.8 Kelvin {Rod83]. Since the system is
distributed, helium is transferred over large distances in conduits having
significant volume as well as resistance to flow. It is the dynamic response of
pressures within the refrigeration system to changes in helium compressor
flows and inventory flow that is addressed in this study. By using an analysis
based on first principles of fluid mechanics, the influence of flow on pressure

is verified, and the potential of employing linear dynamic models is realized.

* Corresponding to references in the Bibliography



Due to the complexity of the system, however, first principles are used
only in a supporting role to model the refrigeration plant. As the plant and its
“control system physically exist, experimental methods can be used to obtain
the dynamic response to a variety of inputs. The inputs include flow changes
having magnitude and direction typical of past operation, as well as
disturbances to the system. From the data collected, an attempt is made to
identify the system using commercially available modeling software. The
models produced suggest alternative schemes of controlling the plant could
be investigated to improve system regulation.
1.1 The Refrigeration System

The refrigeration system for the Tevatron consists of 24 distributed
satellite refrigerators supplied with high pressure gas By nine distributed
compressor stations. A Central Helium Liquifier (CHL) and its transfer line
supplement the supply of liquid helium produced by the refrigerators. Figure
1 shows the system schematically as it was configured during this
investigation.

1.1.1 Refrigerators. The satellite refrigerators contain all the
components of a Claude vapor compression refrigerator [Bar85], except for the
compression stage, and are referred to simply as “refrigerators". For
identification, refrigerators are grouped into six sectors, A through F, and
within sectors are numbered one through four. Nearby the Tevatron ring are
refrigerators LB (left bend) and RB (right bend) which support fixed target
operation. During the experimentation of this study, LB and RB were not

operating, but did receive a small gas purge from the Tevatron system.
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With the exception of RB and LB, all refrigerators are operated
identically, and all have essentially the same characteristic behavior, although

I"locations do vary. Each refrigerator is
capable of providing 966 Watts of refrigeration at 4.8 Kelvin when
supplemented by liquid helium from the CHL.

1.1.2 Compressors. Compressor stations around the ring consist of four
compressors each, and are identified by the letter of the sector in which they
are positioned followed by a 0 (zero) or an A. The zero and A stations in B
sector and E sector are physically situated side by side. Two compressors sit in
the SY (switchyard) station along with the LB and RB refrigerators. These two
compressors are connected with the Tevatron system and are used for added
capacity when LB and RB are not operating.

All compressors are two stage oil lubricated screw type machines which
are followed by oil removal systems. Individual compressors are powered by
either a 350 or a 400 horsepower motor, and flow rate through each may be
varied. Control is accomplished by changing the position of the low stage
inlet valve, labeled LS in Figure 1. Throughout the discussion, each
compressor station will be referred to as a "compressor” for simplicity, since
the flows from all four machines en.ter the system through the same pipe and
are recorded as one flow.

1.1.3 Flow Balance. Gas piping headers run the entire circumference of
the ring, connecting all refrigerators to all compressors. A three inch diameter

discharge header supplies 290 psig gas from compressors to the refrigerators.

Under conditions that existed during this testing, compressors (locations) are



capable of up to 220 g/s maximum flow, and individual refrigerators require
nominally 45 g/s each. In addition to the high pressure gas flow, each
refrigerator uses a nominal (but highly variable) 5 g/s supplemental flow of
liquid helium supplied by the Central Helium Liquifier (CHL) through the
transfer line located near the discharge header. The transfer line also supplies
liquid nitrogen required in the refrigerator, but normally this flow has no
effect on the dynamics of the helium system.

An eight inch diameter suction header collects all helium flow that
exits the refrigerators (nominally 50 g/s each) and returns it to the inlet side of
the compressors. Suction pressure is around 1.5 psig. This header has the
same circumference as the discharge header and transfer line, although that is
not apparent in the schematic of Figure 1. The suction header path is different
from the other two conduits in that it resides largely underground in a tunnel
housing the superconducting magnets and particle beam line. The transfer
line and discharge header are placed outdoors above the tunnel.

| An important feature of the system is the gas inventory exchange that
takes place between the ring and the Central Helium Liquifier. The CHL
receives high pressure gas back from the ring at a flow rate somewhat less
than it supplied to all the refrigerators through the transfer line. This flow
moves through the valve labeled DL in the dirty line, so-called for its
alternative use in purifying helium gas prior to Tevatron operation. Flow
also leaves the ring through the valve labeled CL in the clean line to clean

storage tanks maintained at a pressure of 150 psig by the CHL facility. Flow in



the dirty line and clean line are typically around 40 g/s each. The CHL also
takes back any liquid in the transfer line that is not used by the refrigerators.
instrumented, and locations for those devices most important to the
investigation are shown in the enlarged portion of Figure 1. In this
discussion, nominal rheasurement values for devices are given 1In
parenthesis following their instrument name. The full name of a
measurement will include the location name and instrument name, for
example, BO P1. All pressures are measured using commercial transducers
which utilize a flexing diaphragm that forms a variable capacitor. Mass flows
are calculated from various types of volume flow sensors along with pressure
and temperatu'res associated with the location. Flow values will always be
given as mass flow in g/s.

The measurements I;dbeled P1 (1.5 psig) and P2 (290 psig) represent the
pressures of the suction header and discharge headers, respectively, at
compressor locations. Mass flow F2 (up to 220 g/s) is the throughput of all the
compressors at a compressor location, and produces the pressure difference
between suction and discharge headers. F2 is measured by an orifice plate flow
meter.

Four flows stream in or out of refrigerators. F4 (45 g/s) is the stream of
high pressure gas required to produce liquid helium, FT (5 g/s) is the liquid
helium delivered through the transfer line, and F3 (50 g/s) and FP (up to 1.0
g/s) are the low pressure gas streams exiting the refrigerator to the suction

header. F4 is measured by an orifice plate meter, F3 by a vortex shedding



meter, and FT by a venturi meter. FL, which serves to cool power leads of the
superconducting magnets, is a small ﬂow through a calibrated restriction
communicating between two nearly constant pressures. When the
superconducting magnets are not powered, as was the case in all testing of
this investigation, the FL flow is only about 0.5 g/ s. FL is read on a rotometer
and not recorded electronically.

1.1.5 System Control. The instrumentation readback, recording, and
system control is performed by a distributed control system (DCS) designed by
the accelerator Controls Department [Nor94]. The DCS is organized into
sectors, similar to the cryogenic system itself. Within each refrigerator or
compressor location resides an interface crate to which instrument and
control devices are wired. Through Arcnet serial communication technology,
all interface crates in a sector communicate with one Multibus II-crate for the
sector. The Multibus II crate contains one single board Intel 80386
microprocessor based computer for each refrigerator or compressor location.
A given 80386 computer handles all finite state machine and control loop
calculations for its respective location. It also passes on readbacks from all
instruments and control elements to a Token Ring, which in turns passes this
information on to the accelerator's central ACNET (Accelerator Control
Network) system.

Using the ACNET, the refrigerator system operation is easily viewed or
manipulated from a console. Application programs allow for storing and
plotting of readings, as well as downloading changes to finite state machines

and control loops. Control loops may also be disabled so control elements can



be positioned manually from the console. A valve, such as that labeled CL in

Figure 1 for instance, may be set to positions between 0 and 100 % of its travel.

Recorded data may be electronically mailed to personal computers for analysis
using a wide variety of numerical and visualization software.
1.2 Goals of the Investigation

The technical motivation to study pressure dynamics resulting from
changes in flows is driven by the prospect of improving system performance
and ease of operation. By identifying a mathematical model of the system,
better qualitative and quantitative understanding of the system is achieved.
Though the investigation concentrates on this identification and
understanding, it also lays the groundwork for further study in the area of
system control. Some of the control issues are reviewed but not addressed in
detail.

1.2.1 Basic Understanding of Dynamics. Since start of Tevatron
operation in 1984, no detailed studies of the dynamics of the suction and
discharge gas header had been performed. This was due to more pressing
problems with the system, severe lack of Tevatron operational time dedicated
to such studies, and the non-existence of convenient computer software and
hardware to make use of any data resulting from such studies. Neither,
apparently, had an attempt had been made to operate the system with all
feedback control disabled with an intent of determining how the system
parameters drift.

Qualitative observations during operation indicated that there were

differences in behavior dependent on location around the ring. For instance,



with equal number of individual compressors running at all compressor
locations, E0 P1 tended to assume a lower pressure than B0 P1. By strict
definition, steady state was never really achieved during those observations
since an oscillation of pressures nearly always existed, but rather the time
averaged EQ P1 was lower than P1 at other locations. Differences such as this
were also suspected with regard to dynamic effects of changing compressor
flows at different locations. The BO system inventory control or the SY
compressor location logically could create the locational differences since both
of these features interrupt the system’s physical symmetry, but these effects
were speculative.

The plant in a typical process control system is often assumed to be first
order in nature, however, for this refrigeration system this had not been
verified and time constants had not been determined. It élso was generally
assumed that the suction header is somewhat undersized - for its flow
compared to the discharge header, and that P1 would therefore take longer to
settle after a disturbance than would P2. Performing the many steps of this
investigation would shed light on these issues.

1.2.2 Modeling to Quantify Dynamics. The process of developing a
mathematical mode] for the refrigeration system is a means of quantifying
the importance of suspected influences (inputs) on the system. It allows for
the classification of inputs into controilable (vaive positions or flows) and
uncontrollable (disturbances) and identifies which are important enough to
warrant further study. Arguments are presented for restricting this effort to

linear time invariant modeling of the system using commercially available
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software. Issues of the suitability of linear models, such as the goocfness of fit
for both flow increases and decreases, and the verification of time invariance
can be addressed using these tools.

Depending on how well the system behaves and how many valid tests
can be performed, the subtle differences due to location, an estimate of the
applicable operating range of modeled parameters, aﬁd at least a qualitative
assessment of the model robustness can be made. Disturbances can also be
characterized with regard to amplitude and frequency during the modeling
process, even if they are not the primary subject of a model detailing the
effects of the controllable inputs. The disturbance characterizations can then
be used to tune the control system such that the effects of the disturbances are
limited.

1.2.3 Provide Basis for Improving Control. As an ultimate goal, the
model developed serves as a basis for improving the control of flows within
the Tevatron refrigeration system. There are a number of reasons for
improving regulation of the pressures in the suction and discharge headers.
These are presented here in increasing order of perceived difficulty of
software implementation, with some likely requiring extensive changes to
measurement, computer, and final control elément hardware.

The model could be used to simulate existing and new control schemes
off-line for the purposes of improving loop tuning. Currently, even to
experienced operators of the system, the difference between the start of a
typical disturbance that will dampen out and one that will result in serious

operational problem is not immediately apparent. If the control system could
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be changed to hold tighter tolerance on header pressures, then abnormal
behavior could be identified sooner. As in many other process plants, a
problem in this system could be identified many minutes earlier if regulation
could be significantly improved.

In addition, better regulation of the suction header may improve
reliability, particularly with regard to operation of cold compressors that have
been added near the outlet of each refrigerator. These centrifugal machines
are susceptible to tripping upon rapid ﬂuctuations of their outlet pressure,
which is P1. Simulation also may allow for reliable change in loop tuning
parameters when the Tevatron configuration is changed between collider
mode and fixed target mode. Disturbances at the suction header are thought
to differ between the two modes since, during fixed target physics, magnet
power is pulsed resulting in oscillating F3 flows.

Most of the time that the Tevatron is in operation, at least one
compressor is left "idling" with a low flow, ready for the event that another
machine trips off. Fermilab's costs of electricity to run an individual 400 horse
power motor is on the order of $250/day [Mar96]. Due to a decreasing power
factor with decreasing compressor flow, this cost does not vary much with
compressor- throughput. The automated turn on of additional compressors
instead of simply idling machines has long been discussed. However, there
has been no basis for a computed decision on where additional flow would be
appropriate, other than to simply count the number of machines running at

each location. A model could be used to aid in this calculation.
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Currently, there is no provision for compressor locations (or
refrigerator locations) to communicate information to one another. Control
loops at one location know nothing of the state of another location since the
loops run on a very localized level. Since compressors do have an effect on
pressures all around the ring, the nine compressors locations may be good
candidates: for a more global multivariable control scheme. All required
information would need to be brought to a central location for calculation of
the control outputs, which are then sent back to local 80386 computers. In
addition, information such as flows in and out of refrigerators might be used
in an advanced scheme to feed forward information to the control about
disturbances in the gas headers. The existing control scheme of local control
might be used as a backup should the global control lose communication with
local computers.

Such a flexible system might be designed with a number of weighted,
perhaps competing, goals in mind. For instance, for cost optimization,
compressors could be controlled such that individual machines only operate
in a certain high power factor range, subject to some maximum acceptable
deviation between pressures around the ring. Or, if some need emerges to
keep pressures relatively constant but for which the absolute value of the
pressure is not very important, some different algorithm may be needed.
Thus, there are many potential uses of a model, which are limited by the
robustness of the model and by the balance between an application’s benefit

and time expended to develop it. -
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CHAPTER 1I

DESIGN AND PERFORMING OF EXPERIMENTS

System identification can be pursued on data of unknown origin and
without physical insight. However, the process is expedited by a good
understanding of the physics of the system. To that end, the fluid mechanics
of the refrigeration system are reviewed to assess the chances for a successful
modeling outcome and to expedite modeling. With that background,
variables of primary importance to the pressure and flow dynamics are
selected, subject to capacity constraints on the data acquisition system.
Magnitudes of input disturbances are selected based on operating experience.
2.1 Observations on the System Dynamics

The subject of dynamics in a system this size could encompasses a
broad range of study from the initial cooldown of the refrigerators to
disturbances at steady state. This study is, however, limited to regulatory
behavior of the system at a nominal operating point. A number of
observations allow for simplification in the modeling of perturbations
around a set point. For one, cooldown of a refrigerator from room
temperature takes days, but once the 4.8 K operating temperature is achieved
thermal disturbances have only small effects on the pressures of the system.
That is, thermal effects from refrigerators can be ignored to first order. In
addition, within the refrigerators, pressure is well regulated by helium gas
expansion engines having a fast response. Thus, refrigerators themselves

contribute relatively little to the pressure dynamics of the overall system. Any
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influence refrigerators do have on pressures in the remainder of the system is
accounted for by flows F4, FL, and F3.
signals from the control system, and contribute little to lags in pressure
response at distant locations in the ring. From operational experience that is
consistent with theory, the slowest pressure dynamics in the system are
observed with the largest volumes of the system, the suction and discharge
headers. These headers form flow conduits that are rather unique iﬁ manner
of operation. Both pipe volumes to some extent act as simple reservoirs,
collecting and supplying gas as the flows in and out of the headers change.
Both pipes also flow helium gas between compressors and refrigerators, but
flow direction and rate in any given section of pipe is unknown because of
the absence of measurement devices. Modeling these conduits based on first
principles of fluid mechanics would be very difficult due to these
uncertainties.
2.2 Suitability of a Linear Model

Attempting to apply first principles of fluid mechanics directly to the
gas header dynamics might be futile, but a general review can give insight to
other modeling means. This consideration leads to the conclusion that a
linear time-invariant model based on experimental data may be sufficient.

2.2.1 Gas Headers as Reservoirs. In the simplest of views, the headers
look like reservoirs with gas flowing in and out from many sources
(compressors and refrigerators). Conservation of mass, equation (2.1), is

sufficient to model this situation [Osi87].
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Here, V is the header volume, T is the temperature, and R is the gas constant
specific to helium, all of. which are treated as constant. P represents an equal
pressure throughout the header, and the F's are mass flow rates into and out
of the header. The only dynamic aspect of this simplified view is that pressure
is proportional to an integration of mass flow across the header boundary.
Resistance to the flow is assumed to be negligible.

2.2.2 Gas Headers as a Flow System. Gas transferred in long pipelines is
reliably modeled as one dimensional flow. In general the gas is compressible
and may or may not have heat exchange through pipe wall with the outside
environmént. Friction to flow caused by the pipe walls, or other heating of
the pipe, can cause changes in the gas temperature and complicate analysis by
requiring that an energy balance be performed on the flow system. If heating
is small and heat transfer with the environment allows constant temperature
to be maintained, the system is isothermal and the governing equations are
simplified. This is assumed to be the case for the uninsulated suction and
discharge headers, which carry low speed flow. The gas compresses, but not to
the extent that special consideration is needed in calculating friction, and
elevation change effects are negligible in this system.

Under the above circumstances, the continuity equation {conservation
of mass), equation (2.2), and the momentum equation (Newton's second law),
equation (2.3), describe the relation of flow, pressure, time, and distance in a

section of pipe. :
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The terms of equation (2.3) represent; first, the change in pressure, P, with
distance along the flow direction, x; second, the pressure drop due to pipe wall
friction; third, the mass flux variation, pv, with time, t; and fourth, the
momentum flux change, pv?, in the flow direction, x. Within terms of both
equations, p is fluid density, v is the fluid velocity, f is the friction factor, D is
the pipe diameter, and c is the velocity of sound.

For low speed flows, the mass flux variation and momentum flux
change (terms on the right hand side of equation (2.3)) represent only a few
percent of the pressure drop with distance, and are often ignored. Recognizing
also that pvA is the mass flow, F, in the pipe section for which A is the cross

sectional area of the pipe, the above equations can be rewritten.
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Tb numerically analyze a pipeline, a system of differential equation sets
similar to (2.4) and (2.5), each set representing a segment of pipe, is solved.
Time steps and pipe segment Jength are chosen such that solution of the
system is stable, and boundary conditions such as the pressure upstream and

the flow rate downstream are specified.
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The insight for this investigation gained by a review of these equations
is that, under some conditioné, the equations are linear differential equations.
The multiplication of Fand v in the right hand side of (2.4) causes non-
linearity, but when they are not changing significantly, the whole term can be
treated as a constant. Thus, before starting the laborious colléction of data and
modeling, there is good reason to believe that linear modeling of pressure
fluctuations in the refrigeration system gas headers will be sufficient for
characterizing pressure changes with time. Efficient tools exist for producing
this type of model. In addition, the variables of primary interest: pressure,
flow, position or location in the ring, and time, are clearly demonstrated by
review of the fluid mechanics.

2.3 Choice of Recorded Variables

With the study reduced to consider only the slowest and most
pervasive pressure dynamics of the refrigeration system, a useful list of
parameters to record is obtained. From the previous discussion, pressure and
flows around the gas headers, as depicted in Figure 1, are certainly required.
Other recorded pressures include those just inside the refrigerators, near their
inlet and outlet, which serve as backup to suction and discharge pressure
values. These have somewhat different magnitudes but follow the same
trends, and also may help identify the source of disturbances entering the
headers. Flows internal to the refrigerators serve as-a secondary check of the
F3 and FT flows, and flows through pressure controlled relief valves at
compressor locations indicate whether any flow is bypassed directly from

discharge header to suction header.
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Operating experience indicates that it also is important to observe not
only the F2 flows, but also the changes in the LS valve positions that can

“cause F2'to change. Due to wear in the hydraulic positioning mechanism of
these valves, they are known to move on their own. If they are under loop
position control, the LS valves will be repositioned after the next computer
sample time. Still, the resulting flow change can be significant and might
explain some disturbances. Compressor motor horsepower, which changes
with the F2 flow, is also recorded as a means of deciphering unintentional
flow change, and also indicates an individual compressor is running.

To help verify the assumptions that refrigerators add little to the
system's pressure dynamics, 25 pressure, temperature, and flow parameters
from one individual refrig(.;rator location are monitored. Also, pressures in
the helium inventory lines, and backup measurement of inventory line
flows located within the CHL, are collected for modeling changes caused by
movement in valve B0 CL. A few miscellaneous devices are recorded,
including; atmospheric pressure, ambient temperature, magnet current, and
values associated with the CHL liquid helium supply. In all, 360 instruments
are recorded, which is the maximum that will fit in the data acquisition
system dedicated to this purpose.

2.4 Choice of Experimental Parameters

In addition to the choice of instruments to record, the profile and
magnitude of inputs, location of input signal, sample time; and duration of
the testing must be determined. Severe constraints on the available study

time window require that most of these decisions be made before the testing
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is performed, and be based on past operating experience. Also, the large
number of recorded parameters means that during the testing, only a handful
of the parameters can be monitored by the operator. The combination of
insufficient time to develop a model between tests and of not being able to
monitor recorded parameters in real time, makes prior selection of testing
parameters an important task.

2.4.1 Test Inputs. Ljung [Lju87] presents arguments for designing the
inputs to system identification experiments. Considering single input single
output systems without feedback present, the applicable results of these
arguments can be summarized with the following. Theoretically, any n
different sinusoidal inputs, or an input containing any n sinusoids is enough
to identify a system whose true representation is an nth order differential
equation. Identification is improved if the input frequency épec’crum is
contained in the system's frequency range of interest, and if an approximate
model is known beforehand, an optimal input can be developed. Both this
range and an approximate model, however, often are not known prior to the
experiment.

If feedback is present during the experiment, for instance because the
system is unstable without active control or specific experimental time is not
available, the above summary also holds if certain conditions hold with
respect to the feedback controller algorithm and the input signal. The
presence of feedback also tends to reduce the sensitivity of the output to the
input, making it more difficult to separate the effects of noise and

disturbances on the system.
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2.4.2 Compressor Valves. Positioning of the compressor low stage
loader valves (LS valves) is the primary means of purposely affecting both P1
and P2. During “operation, these "valves are generally allowed to move
between 80% and 100% under closed loop control regulating P2. Loop
calculated changes in valve position are thus something less thanl 20%, with
poor, but stable, control resulting. Flow through the valves is a nonlinear
function of the valve position, and since it is flow that relates to pressure
through. pipeline flow theory, a correlation must be made between valve
position and flow. It is assumed that, at least for a short duration, the
refrigeration system can be run in an open loop mode, but that if required, the
additional conditions required to produced a model from closed loop
operation can be satisfied.

As previously mentioned, reliable control of the LS valves is not
always achieved. Due to the difficulty of producing even relatively simple
accurate step functions with these valves, no attempt is made to perform a
detailed analysis of the optimal excitation input. Step functions can be
achieved reasonably well on selected compressors, though, and also satisfy the
spectral criteria for an input. That is, a step function contains an infinite
number of sinusoids sufficient to excite mechanical systems typically having
low order dynamics, and steps signals are what have always been used to
control the system in the past. Position drift and overshoot are reduced by
running the valves between 100% and some other value so that, at least at
one end of the travel, a solid mechanical stop is encountered. Specific step

sizes of 2%, 4%, and 8% in both the directions, hopefully would provide an
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indication of any differences between the effects of flow increases and flow
decreases.

A correlation between compressor loader valve position and flow rate
is obtained using data obtained by Martinez [Mar%] for three different
compressors. The data is reproduced in Table 1, and shows variation between
the data sets, due in part to differences is inlet pressure, P1, during the data
collection. Placing these mass flows on an equal inlet pressure basis and
averaging the three sets provides for the normalized final column of Table 1,

and for the correlation

£{LS} = 0.001593(LS)* — 0.4947(LS)* + 34.59(LS) — 959.0 for 80% < LS < 98%

f{L.S} = 5.372(LS) — 482.4 for 98% < LS < 100%. (2.6)
This correlation is plotted in Figure 2, along with the normalized average
data on which it is based. Note that the correlation applies to an inlet pressure
of 15.9 psia, but that multiplying the result by the actual absolute value of
inlet pressure and dividing by the 15.9 value allows use of the equation under
any inlet pressure condition.

2.4.3 Inventory Valve. The near symmetry of the circular gas headers
suggests that the response to changes in compressor flow at different locations
will have similar shape, but that the inventory control flow may cause some
magnitude variation. Operationally, B0 is the most imporfant location
because of the presence of the CL and DL valves, énd therefore is a priority for
completion of compressor valve response testing. To directly gauge locational

differences, the compressor valve changes outlined in Section 2.4.2 are also
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Table 1. Three Data Sets of Compressor Flow vs. Loader Valve Position

Valve Flow Rate (g/s) at Test Inlet Pressure  Normalized Average
Position (%)  15.6 psia 15.8 psia 159 psia  Flow (g/s) at 15.9 psia
99 48.6 48.4 52.6 49.46
98 44 .3 43.3 45.6 44.03
97 44.3 42.1 43 .4 42.90
96 42.5 41.8 42.4 41.88
95 41.8 41.5 40.9 41.05
94 39.9 40.9 39.8 39.86
93 40.6 39.9 39.2 39.56
92 38.6 39.6 38.9 38.71
91 38.1 39.2 38.8 38.41
g0 38.1 39.0 38.1 38.08
89 37.5 38.6 37.2 37.45
88 37 .4 38.2 37.2 37.28
87 36.7 37.5 36.5 36.59
86 36.5 37.6 36.1 36.42
85 36.0 36.9 35.5 35.83
84 35.6 36.6 35.5 35.60
83 35.0 36.6 34.9 35.20
82 34.8 36.6° 34.4 34.97
81 34.5 36.1 34.2 34.64
80 34.3 35.9 33.6 34.31

Flow [g/s]

88 90 92
Valve Position [%]

94 96

98 100

Figure 2. Compressor Flow vs. Loader Vaive Position



23

performed at DO .;:md FO. Fewer tests, typically only one having increasing and
one having decreasing flow, are run at C0, E0, and A0, as time permits. It is
assumed that, because the inventory valves are essentially co-located, flow
through either BO CL and BO DL would have the same effect on the header
system pressures. Experience with the inventory controls provides less
guidance in choosing these test inputs, and changes on the order of 5%
around a nominal 50% position are a starting point. This flow and that of all
compressors are viewed as the controllable inputs under normal operating
conditions. |
2.5 Choice of Sample Time and Test Duration

2.5.1 Sample Time. Fluid mechanics, design of dynamic experiments,
and features of the data acquisition system all play a role in selecting the data
sample time. From the equation for the speed of sound, ¢, in an ideal gas

c =~/kRT 2.7)
where k is the ratio of specific heats and R is the gas constant (both of
helium), the time for a pressure disturbance to propagate is found as a
function of temperature, T. For k=1.66, R=2.077 ]/kgK, and T=273 degrees K, ¢
is 970 m/s. For a disturbance to reach the furthest point, that is half way
around the ring 2.0 miles (3200 m) away, takes about 3.3 5. Compared to the
time constants of the system this is an insignificant amount of time, but it
does give a lower limit to sample time for a model that does not need to
include transport delays.

Sampling theory [Zie93] indicates that in order to capture the effect of

inputs having frequency compéments of , and lower, the sample frequency,
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g, must be at least 2o, In the limiting case of w,=2w,,, should the system
respond to input frequencies higher than @_, that response would be
-attributed to-lower frequency inputs. As a rulé of thumb w_, known as the
Nyquist frequency, should be defined somewhere above the frequency at
which the system is well damped, and the sampling time should be several
times faster than that. Sampling faster, while not as detrimental as sampling
slower, has some problems of its own. In general, a faster sample frequency
carried through to the modeling stage results in poles clustered around the
point 1 on the unit circle. This can result in computational problems during
numerically sensitive procedures. For this investigation, sampling faster also
decreases the total amount of study time since there is a fixed buffer space in
which to store data.

Since prior to analyzing the data the Nyquist frequency is not well
defined, the goal becomes to sample as fast as possible given the other
constraints. The data acquisition system is capable of holding 60 million data
points for up to 360 different instruments. Having previously identified 360
relevant instruments, and performing the required arithmetic, this can
equate to sampling each device every five seconds for 9.6 days. After that,
either the data acquisition can be halted, or the first data becomes overwritten.
The five second sample time is near the minimum to avoid including dead
time in the model, and given the discussion to corﬁe in Section 2.6, the
allotment of over nine days is sufficient. After the testing is complete, the
data may be re-sampled at a slower rate if required to ease computational

problems.
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2.5.2 Test Duration. Design calculations for the gas headers and the
presence of severe flow restriction in the suction header, have led operators
of the system to believe that dynamics in the suction header are much slower
than those is the discharge header. Besides the known localized restrictions,
pipe friction terms for the two header also suggest the suction header will
come to equilibrium more slowly. Operating experience indicates this
equilibrium time for a change in compressor flow is on the order of 20
minutes. To provide margin for error, initially tests should continue for up to
50 minutes, with some reduction in duration possible later once confidence is
established, and in order to make room for addi’_cional tests.

2.6 Performing the Experiments

The first extendeci site closure in the history of the Fermilab coincided
with all of the testing reported here. During these rare conditions, a skeleton
staff oversaw the idle operation of the entire facility, and no physics
experiments were planned. Though it is usually warmed up to save operating
costs for shutdown periods of greater than a few weeks, the Tevatron
accelerator remained cold for this ten day period. Thus all planned testing was
completed in the fashion described previously, without affecting laboratory
business. An effort was made to adjust flows so that suction pressures around
the ring were equalized, in preference to achieving equal discharge pressure.

Sometimes this meant operating a few tenths of a psi away from the usual

suction pressure value of about 1.2 psig. Resulting variations in discharge

pressure were small, and since the systern was assumed to have only small
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non-linearity, operating slightly off of the nominal conditions would have
little adverse effect on the results.

Préssiire response tests Utilized three primary input types: compressor
flow changes, inventory flow changes, and disturbances. Each planned
compressor flow input test represents the step change of a control valve (with
direction and magnitude as previously indicated in Section 2.4.2) at a single
compressor location. Fortuitous events, such as a compressor turning off
during a long stretch between tests and the turning on of a comi)ressor to
prepare for the next day's testing, added to the data obtained. One of the data
sets resulting from these tests is used in Section 3.3 to describe the modeling
process for compressor flow inputs. The results of model identification for
eighteen such tests are presented in Seétion 4.1, and an averaged model
validation using four additional tests is discussed in Section 4.3.3. A method
of directly relating continuously measured compressor flow (rather than
initial flow step) to system pressures is given in Section 4.4.

Each inventory flow input test represents a step change in the valve B0
CL, and data from one of these tests is used in Section 3.4 to detail the
pressure response modeling performed for this input. Section 4.2 presents the
results of model identification for four inventory flow input tests, and
Section 4.34 discusses an averaged inventory flow input model validation
using two additional tests.

Noteworthy is the fact that the system behaved stably, even predictably,
when compressor and inventory loop control was disabled, and that it was

not necessary to resort to closed loop testing. Under these circumstances,
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disturbances could be made and/or observed within the system. Flow rate
from a refrigerator, F3, is an uncontrolled input under normal operating
condition. It was believed to cause a sinusoidal influeﬁce on suction pressure,
proposed to result from regulation internal to the refrigerator or from magnet
powering. It is possible, however, to purposely vary this flow in several ways.
One method which does not significantly affect the flow into the refrigerator,
F4, is to use a heater to boil off liqguid helium stored in a dewar that is part the
refrigerator circuit. This mimics an increase in the cooling load a refrigerator
must deal with, which might occur, for instance, when there is a problem
with a thermal insulation vacuum. One such experiment is analyzed in
Section 4.5.

During some of the testing, monatomic drifts in suction pressure were
observed which could not be accounted for by changes in compressor flow.

Therefore for one period of over 24 hours, the compressor and inventory

“system was allowed to operate unregulated in order to gauge this drift. An

initial qualitative correlation of suction header pressure to ambient
temperature was thus recognized before data analysis began. A model for this

disturbance is presented in Section 4.5.
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CHAPTER 111

PROCEDURES FOR DATA ANALYSIS AND SYSTEM MODELING

Based on the nature of the process and the intended use of the model, a
non-linear analysis does not initially appear required. Non-parametric
methods that identify the frequency response of the system, to which
parameters can later be fit, are most successful only when used in conjunction
with sinusoidal input testing. There is reason, then, to concentrate on
developing linear time invariant parametric models, for which many
software tools are available. If, later, the system appears more complicated,
these tools may still be employed to achieve an approximate model or be
combined with other techniques.

The dynamics of the gas header system are analyzed on two levels: one
as a black box with little need for an understanding of the plant required, and
a second using the considerable physical insight gained from the black box
model results. Both types of models are developed on a Macintosh Quadra
800 using the System Identification Toolbox [Lju95] authored by Lennart
Ljung and published by The MathWorks, Inc. This toolbox is built upon the
instruction set of the matrix based numerical computation software
MATLAB, which also supports widely used control system design tools. The
Toolbox, as it will be referred to, allows for a wide variety of model forms
including state-space, multiple input-single output, and single input-single
output. It is up to the user through educated guess or experience to choose the

most appropriate form.
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3.1 Linear Time Invariant Parametric Models

Linear models can be described in either the frequency or time domain.
For discrete time signals and plant models, the z-transform is used in the
frequency domain description, and discrete convolution is used in the time
domain description. Unlike the case of transforms and convolution in
continuous systems, easy conversion is made between the z-transform and
discrete convolution notations for discrete systems. The time domain
notation is primarily used here, with the operator c[1 representing a backward
shift or delay in time. Thus qﬂlu(t)=u(t-1), indicates the value of signal u at
time t-1, the immediately previous discrete sample time. The time domain
transfer operator of the plant, G(q), is a function of the system's impulse

response, g(k), and the delay operator.
G(@)= 2 gkg™ . (3.1)
k=1 .

Note that the index k starts with one instead of the more standard zero value.
Ljung has formulated the notation in this way to emphasis the fact that
predictions of outputs are the subject of modeling, and that no controllable
input at the time of the prediction has an influence on that prediction.

3.1.1 A Complete Model Description. Generally a system is thought to
include the deterministic model of the plant, G(q), as well as a noise or
disturbance transfer operator, H(g). A single input-single output (SISO)
system is depicted in block form in Figure 3 using this notation. The noise
model accounts for signals that can not be explained by the plant model, and

is thought of as modifying a (typically) Gaussian noise input e(f). For plant
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e(t) —= H(q)

. +G(q)

Figure 3. SISO Model Block Diagram

output y(t), plant input u(t), and stochastic noise e(t), such a system model is
written

y() = G(q)u(t) + H(ge(t). (3.2)
In the frequency domain the equation would appear as

Y(z) = G(z)U(z) + H(z)E(z). (3.3)
Since noise can influence the current output prediction, Ljung chose to
denote the noise transfef operator starting with a k index of zero and to define

h(k)=1 for k=0. The form of H(q) then becomes

H(q) =1+ 3 h(k)q™ (3.4)

k=1
This provides for an additive noise term at the time of output prediction that
is equal to the noise input e(t).

An example, based on discussion by Ljung*, helps to illustrate the
meaning of the notation and to show why it is useful to include a noise
model. Consider the prediction of the next output based on past inputs and
outputs for the plant. This prediction is denoted ¥y(tit—1), and let the plant

model be of the fofm

* see [Lju87] pp. 54-60
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—1

Glg)=

i g, : (3.5)
k=

From (3.5), two expressions can be given for the output prediction assuming

no noise term is present. These are

Ht1t—1)=ay(t—1)+bu(t—1) (3.6)
and
Ftlt-1)= bi a*lu(t - k). (3.7)

These two equalities emphasize different measurements used to make the
prediction. The first is most useful when the immediate past measurement of
y is highly accurate, and the second is better when the measurement is poor
but a significant number of previous inputs is known. Now, if a noise model
of the form

H(q)=1+cq™ | (3.8)
is added, the predictor equation is uniquely given by

~1

b
Stlt—1)= ———y(t-1 9 ¢
3 ) 1~!—Cq’1 y(E=1)+ 1+(c—a)q " —acq™ u(®) (3.9)

=(a—o)y(t—1)}+ (ac)y(t - 2} + (b)uft) + (bcju(t-1).

In simplifying (3.9), past predictions such as §(t-11t-2) are replaced by
quantities known at time t, such as y(t-1). Including a noise model adds
parameters that allow a weighting to be given to past output measurements
and input values. Given an appropriate noise model, values for the plant

model may be more accurately determined from experimental data.
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3.1.2 Model Forms. For linear models, the G(q) and H(q) of Figure 3 are
both ratios of polynomials in q'l, which may or may not have terms in

common. Most generally, an-equation for the system takes the form

B(q) Wt—n)+ C(q)

t =
YO oF@ A(@D(q)

e(t) (3.10)

where n, is the number of delay periods before an input has an effec;c at the
output, and where B(q) is given by

B(q)=b1+b2q™ +b3q™ +...+bn,q "*". (3.11)
All other polynomials are given similarly to that for A(q) as in

A(Q)=1+alq+a2q? +..+an,q =. (3.12)
Depending on the model complexity, any of the polynomials may be missing,
and in a search for a black box model, any combination of terms may be used.
The A(q) term is unique in that it describes the result of random inputs that
enter the system and are affected by the dynamics of the plant model, that is
random plant input noise. C{q) and D(q) polynomials describe noise and
disturbances occurring at the plant output. Multiple inputs may be present, in
which case additional terms of ratio of polynomialslare added to (3.10).

The reduction of (3.10) to include only A(q) and B(q) polynomials is
referred to as the Auto-Regressive with exogeneous input (ARX) model form.
Expanded, this model appears as

y{t)+aly(t-1)+..+an,y(t—n,)=blu(t-1)+...+bn, u{t—n, ) +e(t).(3.13)
Defining the measured data vector, ¢, and model parameter vector, 9, as

ot)=[-y(t-1) —y(t—2)...~y(t—n,) u(t—1) u(t-2)...u{t—n,)]", (3.14)

6=[al a2...an, bl b2...bn,]", : (3.15)
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the predicted output values at time t given past data ¢ and model parameters
0 can be written as the vector

yE18)=8"a(t) =o' (H) 6. (3.16)
Minimizing the difference between the predicted and measured values of the
output at time t by selecting appropriate model parameter becomes a
numgrical task performed by computer. In the case of an ARX model with the

prediction error characterized by the sample variance
13 Ty o2
Val®) = 2O - 97(0) 6] (617)
t=1

the calculation is a straight forward linear regression using the least squares

criterion. The analytical solution for the relatively simple ARX case is
. 1 X -1 1 N
Oy = {—ZW) @T(’f)} [—Zw(t) Y(‘f)} : (3.18)
N t=1 N t=1

Methods to determine model parameters for other common variations
of (3.10) are based on the form of a linear regression, but requil;e an iterative
solution. Oné variation, the Output Error (OE) form, uses only polynomials
B(q) and F(q) and when expanded appears as two equations written in terms
of the undisturbed output w(t).

wi)+flwt-1D+...+fn;w(t—n,)=blut-1)+...+bnut—n,) (3.19)

y(t) = w(t) +e(t) (3.20)
In this case the regression vector, ¢, contains data as well as predictions of the
undisturbed output and therefore depends on the model parameters, 6.

ot,0)=[u(t-1)...ult—-n,) —w(t-1,8)...—w(t—n,,0)] (3.21)

6={bl b2...bn, f1 f2...fn,]" ' (3.22)
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The iterative nature of a solution for 6 comes from the need to make
assumptions for past predictions of the output, prior to obtaining values for
the model ~parameters that are used to make those predictions. These
methods are referred to as pseudolinear regression.

3.2 Black Box Modeling

3.2.1 Modeling Method. A mathematical model relating each input to
each output can be developed one by one, or the system model may be
determined in state-space format. The state-space approach is best applied
when there are well understood relationships between inputs and outputs,
and when intermediate variables have physical meaning. Such is the case in
many motion control systems for which the first principles relation between
acceleration, speed and position is known, but where a need exist to find
coefficients that complete the known model form. If state space analysis were
applied to the refrigeration system considered here, it might be viewed as an
input (a compressor flow at B0) affecting an intermediate variable (pressure
locally at B0O) which in turn effects a final output (pressure at adjacent C0). In a
similar manner all éther cause-effect comBinations in the system would be
identified, and then coefficients for the resulting model form could be
determined.

For the purpose of improving control of suction and discharge header
pressures using the present control scheme, it is enough to know the effect of
a controllable input upon an output, for which developing many individual
SISO relations is sufficient. The effects of any identified disturbances may be

treated in the same manner. With this view, the refrigerator system is seen as
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a black box having disturbance and manipulable valve inputs, and pressure
outputs. If pressure at one location effects an adjacent pressure, this relation
does not need to be identified, or even acknowledged, while the SISO is being
developed.

3.2.2 Data Preparation. The numerical techniques included in the
Toolbox are most efficiently used if a stream of data is first normalized by
subtracting the mean value and dividing by the standard deviation of the

values. Subtracting the mean allows the software to concentrate on changes

in the variables, without having to adjust to some, perhaps large, offset value.

This is most useful when the input is a series of steps or a sine function.
Dividing by the standard deviation aids the computations by allowing all
manipulation to be done on numbers of the same magnitude.

For this investigation, because the inputs are single step functions, the
initial values are subtracted instead of subtracting means. The resulting
deviation variable has the desired effect of reducing a large offset between
zero and the absolute value of the variable. For instance, P2 nominally has a
value of 290 psig, but perturbations are on the order of a few psig. The data is
not, however, divided by the standard deviation because changes in all
variables are close in numerical magnitude for the physical units chosen. Not
dividing by the standard deviation greatly simplifies understanding of
modeling results since the coefficients automatically have the proper units
and may be applied directly to other data sets for model verification.

Data is visually inspected with plotting routines of the ACNET control

system, and evaluated for clai-ity of trends and absence of overwhelming
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disturbances. Since down loading data from the control system to the
Macintosh and subsequent manipulation into a usable matrix format is time
consuming, data for ‘a single “step input “test “was chosén for model
development. That particular data is from one of the longer trials, and has a
large compressor valve step at the important BO location. After progress was
made with this data, other data were prepared and modeled in the same
manner.

The data from all pressure response testing outlined in Section 2.6 were
arranged into numbered data sets. The first 22 sets are given in order of
location of the input, starting at A0 and ending with the inventory valve
location. Sets 1 through 18 constitute those used to obtain models for
compressor flow inputs, and sets 19 through 22 are those from which
inventory flow input models are built. Sets 23 through 26 are used to validate
an averaged compressor flow input model, and sets 26 and 27 validate the
averaged inventory flow model. Though inventory valves are located near
the BO compressors, they are designated to have location IN to distinguish
these tests from compressor loader valve tests. This ordering of data sets
allows for the most logical comparison of results at a given input location. It
has no relation to the order in which the tests were performed or in which
~ the data was analyzed. Data set 29 contains the experimental results for the F3
flow disturbance, and set 30 holds the results of the ambient temperature

influence test.
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3.3 Black Box Model for Compressor Flow Inputs

In this section the data of set 3 in analyzed to form a model relating
compressor flow change, F2, to both suction pressure, P1, and discharge
pressure, P2. This provides an example of the procedure generally used to
process other similar data sets. Later, in Chapter IV, the SISO models
produced in this manner are collected with those for inventory flow input to
assemble an overall system model.

3.3.1 Characteristics of Data. The data of set 3, prepared as described
above, is shown in Figures 4 though 23. There are a number of striking
aspects to the plots that warrant consideration prior to the description of the
modeling. The increase in flow B0 F2, resulting from a compressor valve
movement from 92.5% to 100%, is given by the upper plot in Figure 4. Note
that correlation (2.6), corrected for inlet pressure, predicts a flow step change
of 16.0 g/s that is very close to the value plotted. There is some noise
superimposed on the signal and a very slight decrease in the magnitude after
the step.

Also shown is the sum of flows other than B0 F2, and this will be called
the secondary flow, FS. The FS is defined as the sum of the change in all other
flows entéring the discharge header, and it represents deviations in all the
compressor flow except the stepped flow (at BO in this case), plus the
deviation in inventory flows. The decreases in F2 at the non B0 locations are
such that alone they could easily be missed due to noise in the signals, but
collectively summed in FS they are on the order of the step increase in BO F2.

Figure 5 shows the sum of all ¥2 and inventory flows as much different from
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a step function. All flow plots have been extended with constant values
found from the average of some number of final points. This emphasizes that
-a-value other than-zero is reached, that is the flows do nhot retﬁ'iﬂ' to their
original value.

Figure 4 indicates that the effect of suction header pressure on
compressar flow rate can not be ignored in a complete explanation of the
dynamics of the system. The reduction in suction pressure around the ring
due to purposely increasing F2 flow at one location causes reduction in F2
flow at all other locations having constant compressor valve positions. The
flow reduction is proportional to the ratio of the absolute values of suction
pressure (designated Pla) after the step in manipulated flow to the Pla value
prior to the step. Note that P1 can not be applied directly in this ratio since it is
only a deviation variable and is not directly related to the helium gas density.
This phenomena becomes apparent now because of the subtraction of initial
values and summing of small signal changes.

These flow dynamics affect the P1 and P2 pressures in different ways.
The pressure data for set 3 for all ring locations is represented by the dotted
lines in Figures 6 through 23. The dashed and solid lines are explained later.
Here, P1 appears as an exponentially decaying signal with a minor oscillation
superimposed. It has no overshoot beyond the final value, contrary to the
characteristic seen for the summed flow of Figure S.l Thus P1 reacts to the
lower frequencies that make up the step input in compressor valve position,
and comes to a final value presumably related to the final value of the sum of

all flows.
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P2, instead, follows the pattern of the summed F2 flow, indicating a
somewhat faster response to flow changes. As a result, there is a large
overshoot in P2 pressure before it starts to settle to a final value. At this point
a significant problem with the design of the experiment becomes apparent in
that the data stream is not sufficiently long to show an ending steady state P2
value. The design assumption that disturbances die out in the discharge
header before they do in the suction header proves to be incorrect. 5till, useful
information can be obtained from the P2 data and it is shown later that the
test duration is sufficient to obtain at least a course model. Another
characteristic about the P2 data is the digital nature of the signal. P2 is
measured with a 0 to 500 psig transducer with 0 to 5 volt cutput fed into a 12
bit analog to digital converter having an input range of -10 to 10 volts. The
resulting resolution of the readback is 0.488 psig, which is clearly seen in
Figure 7. Note that, for some unknown reason, the P2 data at the A0 location
is the most noisy of all locations. As it turns out, the A0 data is also the most
noisy for all other data sets.

Differences in pressure response with location around the ring can be
seen in Figures 6 through 23. The response of P1 is progressively lower with
distance away from the point of flow change at BO. Despite the high level of
noise in the signal, it is seen that the peak value and final values of P2 also
generally becomes less with distance away from BO. Whether because of some
long term drift or because of the significant F2 flow reduction caused by the
lowering P1, this data indicates that the final value of P2 actually falls back to

roughly its initial value every where except at the B0 and BA locations.
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3.3.2 Modeling the Response to Step Inputs. The data and theory
suggest a direct link between continuous flow and the pressure signals over
compressor loader valve step change. With one modification, the initial step
only is what is used for the black box model developed here. Instead of
working with the non-linear loader valve position input, the resulting flow
step change is used as a model input. This flow step is thought of as constant,
though Figure 4 shows some decrease with tirﬁe of even the B0 F2 ﬁow. Since
correlation (2.6) seems to works well, the flow step is calculated directly from
the loader valve position change, thus avoiding the need to pick a value out
of the noisy flow data. Equation (2.6) is corrected for differing compressor inlet
pressure by multii:lying by an initial Pla x.ralue and dividing by a constant, Pc,
on which the correlation is based. The value of Pc is 15.9 psia (see Table 1).

With the variables defined, modeling becomes a process of trying a
model form with the Toolbox routines and modifying the form until a
suitable one is found. The logical starting point of low order models of both
the ARX and OE forms. Recall that the ARX form contains only the A(g) and
B(q) polynomials of equation (3.10), so that G(q)=B(q}/A(q) and H(q)=1/A(q) in
Figure 3. The OE form contains only B(q) and F(q), thus G(q)=B(q)/F(q) and
H(g)=1. When used with the step input and noisy pressure data, however,
effort with both these forms proves to be futile. The routines are unable to
cope with the noise of either the P1 or P2 signals, and apparently, for
numerical reasons beyond the scope of this study, optimizing model

coefficients can not be found. Graphically, the results suggest that the software
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attempts to do a good job of fitting the first few pressure data points after the
step, which results in a highly unstable system. Attempts with selected higher
order noise model forms also become unstable. Some other means of
modeling the varied noise and disturbances seen in P1 and P2 may be
successful, but are not pursued with the black box model.

Rather than continue a potentially endless search for a form that
models the signal noise, prefiltering of the data provides a route to the low
order plant models that are suggested by the data plots. Low pass non-causal
filtering, that is adjusting a data value based on values at both past and future
time points, works well if certain issues are addressed. For one, an extension
must be made to the data in order to give weight to the final values in the
data set, particularly for the P2 data. Otherwise, the filter data stream exhibits
ending values higher than expected due to the averaging of past higher
values and no future values. Also, in order to maintain the appropriate
relation between input and output, both signals must be filtered in the same
manner.

Routinely, compressor. flow input data set pressures are extended to
2400 points by appending points whose constant vaiue is an average of some
number of points at the end of the data set. In the case of data set 3, the last 120
P1 points are averaged, and the last 40 P2 points are averaged to produce
extension values. The extended data set is then filtered with a third order
Butterworth filter having a cutoff frequency of (.002 Hz (0.0126 rad/s). The
filter order anci cutoff frequency are optimized to produce the smooth

pressure curve leading to the smallest least squared error between noisy data
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and the model output. The filtered data stream is shown as the dashed line in

Figures 6 through 23.

““With thé noise and disturbances gone, the ARX routine of the Toolbox

quickly calculates a result. P1 is easily fit to a first order ARX model form

b1l Pla(

~ t-1) o )
Pl(t)—1+a11_qml o [FLS(~ 1) - FILS(t-2))]. (3.23)

where [{{LS(t-1)}-f{LS(t-2)}] is the uncorrected F2 deviation flow rate variable
as :st function of the compressor valve position given by (2.6). The noise term
in the ARX form is not included in (3.23) because it represents only the
unuseful difference between the model and the filtered data. P2 is modeled
with somewhat more work needed to obtain a proper order, and has the ARX

form

b12+b22-q7  Plat-1)
1+al2-q7'+a22-q7 Pc

P2(t)= [F{LS(t-D}-£{LS(t-2)}]. (3.24)

Only variation in the values for the model coefficients is needed to relate P1
and P2 at any location to the flow step in data set 3. The simulation resulting
from models (3.23) and (3.24), given an input step size of 16.0 g/s, is shown as
the solid line in Figures 6 through 23. These model forms are also successfully
applied to all other F2 flow input data sets. The results for these sets are
discussed in Section 4.1. The MATLAB program "ModF2.m" written to
produce the model coefficients and related figures is given in Appendix A.
3.4 Black Box Model for Inventory Flow Inputs

In this section the data of set 22 is analyzed to form a model relating

inventory flow changes, F2, to discharge pressure, P2. This also provides an
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example of the procedure generally used to process other similar data sets.
Later, in Chapter IV, the SISO models produced in this manner are assembled
with those for compressor flow inputs to create én overall system model.
3.4.1 Characteristics of Data. The data of set 22 is prepared as described
in Section 3.3.2 and is shown in Figures 24 through 45. The controlled input
is valve CL, which steps from 61.2% to 57.1% producing the -8.7 g/s change in
flow FC appearing in Figure 24. The flow step in this case is determined
directly from flow data since data to produce a valve position-to-flow
correlation was not readily available. The flow change causes pressure P2 to
increase, which in turn causes flow FD to increase slightly across the fixed
position valve DL. This effect is shown in Figure 25. Figure 26 gives the sum
of the o flows, which shows considerable noise and disturbance but no
significant trend. If all the flow out of the discharge header (FC and FD) is
subtracted from all flow into the discharge header (the F2s), the result is the
net flow change into the discharge header. That result is shown in Figure 27
and is useful to visually relate the net flow effect to the measured P2 values.
The pressure data in Figures 28 through 45 indicate P1 is not affected by
changes in inventory flow but that P2 has a first order dependence on FC.
This might be anticipated since F2, which is capable of changing P1, exhibits
only seemingly random disturbances, perhaps from small movements in
compressor valve. The disturbances F2 does experience may even be
explained by compressor inlet pressure variation caused by disturbances to P1

originating from refrigerators.
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3.4.2 Modeling the Response to Step Inputs. No model relating P1 to
inventory flow changes is attempted, based on the above discussion.
Following the modeling pefforrned for compréssor flow input, the P2 data for
inventory flow input is extended and filtered. A first order ARX form (i.e.
equation (3.10) having only A(q) and B(q) polynomials) fits this data well.

b13-
P2(t)=———-FC(t—-1 3.25
O= o33 o POt D (3.25)

Again, the dashed line in the figures represent the filtered data, and the solid
lines are thé model output, in this case responding to a -8.7 g/s input. This
model form proves satisfactory for all of the inventory flow data sets, without
extension of the data. Results for these other sets are presented in Section 4.2.
The program “ModFC.m" used to calculate coefficients and produce figures
for the inventory flow data and models is given in the Appendix.
3.5 White Box Model for Compressor Flow Iﬁputs

When model identification involves the use of considerable physical
insight it is sometimes referred to as a white box modeling, emphasizing that
clear theoretical principles of the process help to determine the form of the
model. To some extent, knowledge of a linear relation between flow and
pressure has already assisted in creating the black box model relating
compressor valve position change to pressure fluctuations. Further building
on that knowledge, a method is outlined here to directly relate measured
flows to pressure changes. The resulting model form provides clues to how
the system would behave under some different control schemes to be

presented in Chapter IV, Modeling Results and Discussion.
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3.5.1 Details Suggested by the Black Box Analysis. Comparing Figures 5
and 7, the relation between the sum of flows into the discharge header and
the P2-pressure can be-imagined: Though these plots are very "noisy", they
both show an overall rising and falling characteristic, with pressure lagging
flow as expected. It is unclear if the high fréquency variations of both plots
represent random measurement noise or whether there is a true relationship
between flow and pressure at high frequencies. This same question arises for
Pl data. For the black box modeling, noise in the pressu.re signals was
discarded for the purpose of modeling the response to a clean step input.
Alternatively, for the purpose of relating flow and pressure directly, different
noise models could be attempted in an effort to determine the nature of any
high frequency input-output relation.

Another striking feature of the data is the distinct shapes of the
primary manipulated flow and the sum of all other flows, and the
observation that these tWo signals change by similar magnitude. The recorded
pressure fluctuation is a result of both influences, which may or may not
have the same transfer function. The flow-to-pressure model developed
below will help separate the effects of the primary flow from those of
secondary flows.

3.5.2 Direct Relations Between Instantaneous Flow and Pressure. To
investigate'the features mentioned above, model forms different from those
used previously must be investigated. Including a noise model complicates
the identification process in a number of ways. Even assuming reasonably

low orders for individual polynomials, the possible combinations of



67

polynomials forming equation (3.10) produce many model variations.
Computation takes longer because there are more parameters to fit to the data
and because the solution is itera{ive, unless the ARX form is used. The ARX
form, however, limits the noise model denominator to equal the plant model
denominator.

Considerable effort was expended to achieve any result for the white
box model. A stable solution to the flow-pressure modeling was first found
with the output error (OE) form, for which polynomials A(q), C(q), and D(q)
in equation (3.10) equal one. This forms gives G(q)=B(q)/F(q) and H(q)=1 in
Figure 3. Noise in this form is essentially modeled as random and occurring
directly at the output. Later the Box-Jenkins (BJ) form, in which only A(q) is
set to one, was attempted to determine if the noise containing some frequency
weighting produces a better model. In this form G(q)=B(q)/F(q) and
H(q)=C(q)/D(q). Though there may be other means of arriving at a model, the
description that follows is the only procedure that was found to produce
stable models for P1 and P2. Analysis of P1 is addressed first.

Data preparation for the white box modeling of P1 was similar to that
applied to the pressure data of the black box modeling as described in Section
3.2.2, except that no pre-filtering was performed. Thus, data up to the flow
step was averaged to achieve an initial value, an extension was added at the
end of the data, and the initial value was subtracted from all data points of the
data stream. This procedure was performed for both the input flows and
~ output pressures. The two input flow signals consisted of the manipulated F2

flow (referred to as the "primary" flow and designated FP), and the sum of all
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the other F2 flows and the inventory flows (the same "secondary” flow
defined during black box modeling and designated FS). Figure 46 shows these
the longer sets, having a negative F2 flow step at B0 of about 16 g/s.

Two types of flow-to-pressure model are attempted, one using a single
input consisting of the sum of FP and FS (designated the "combined" flow
model), and a second using an FP input and an FS input (designated the
"separate” flow model). To achieve the two input separate flow OE model, it
was necessary to provide initial parameter values to the Toolbox routines,
otherwise the model result was unstable. This was accomplished by
calculating the combined flow OE model, and then retrieving the resulting
parameter values and suppiying two sets of these values to the separate flow
model for use as initial conditions. The only stable separated flow P1 model
form was found to be |

bl4+b24-q™
1+f14-q" +f24-q°

Pi(t)= -FP(t-1)

(3.26)

b15+b25-q~
FS(t-1) + e(t).
Y ITHs g s 25 g7 1o el

The combined flow model form is similar, having the same polynomial
orders but where only one input term exists.

Figures 48 and 49 show typical results for the combined flow and
separate flow models. Here for the AO location, the dotted lines represent the
data and the solid lines are the model output based on that data. The smooth

solid lines in the second half of the figures represent the response of the
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model to the smooth extended input data. When viewed in this way, the two
methods give nearly identical outputs, with both following the course
structure of the data, but with neither matching the fine structure of the
pressure data very well. Choice of initial conditions is apparently so critical in
this application of the Toolbox that the above procedure does not result in a
| realigtic P1 model when working with the data of set 3. In the case of data set
3, the result was stable, but the pressure components tend to diverge well
beyond 9000 seconds, and the sum of components does not represent P1 at
many of the compressor location very well. The program "Microlmod.m"
included in the Appendix details the modeling steps outlined above.
Attempts at a Box-Jenkins model form produced somewhat worse results as
judged by the sum of squared error between data and model.

White box OE modeling of P2 occurred in a manner similar to that for
P1, with the exception that acceptable initial parameter values were obtained
only after calculating a single input ARX model. These initial conditions
were, in turn, only suitable for use in the separate flow model. Curiously, the
P2 modeling procedure was not successful for the case of data set 5, with stable
but very poor model fits resulting. Instead, data set 3 was used because it also
consisted of a long data stream with a flow step magnitude similar to data set
5, and it worked well. Input signals for this data set were shown previously in
Figures 4 and 5. Details of the parameter initialization and other modeling
steps are contained in the program "Micro2mod.m" in the Appendix. The

stable separated flow P2 model form was found to be
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bl6+b26:q"+b36-q7 Lo, )

PZ(t)Z -1 -2 -3
1+f16-q~ +f26-q~ +£36-q

(3.27)
b17+b27-q7 +b37.q7*

3 R S — —
1+£17-q7+£27-q7 +£37-q

~ FS(t-1) + e(t)._

Figures 50 and 51 show typical results for the combined flow and
separate flow model for P2. The combined model clearly does not produce
good results, perhaps because of insufficient initial conditions. Since
combined model results for all locations look similar to that for A0 in Figure
50, little further work was performed on this model. The separate flow model
however, fits the overall P2 trend well. Just as for the case of P1, the fine
details of the P2 data do not appear in the P2 model. Again, Box-Jenkins
modeling produced slightly worse models based on the sum of squared errors.

3.5.3 Separating Response due to Two Flow Inputs. The separate effects
of the two flow inputs on pressure outputs can be estimated for both
combined and separate model types. In the combined flow model case, the
primary flow is used as input in a single input combined flow model
simulation, and the result plotted. Then, the calculation 1s performed for the
secondary flow as input. For AQ P1 these two results are shown in Figure 52,
along with the original combined model P1 response. In the separate flow
case, two single input models must be formed, one using the primary flow
model parameters, and one using the secondary flow model parameters.
These two different models are each used to simulate a portion of the output
response using their respective input flow data. The result for this breakout of
the separate flow model into two P1 output components is shown in Figure

53 for the AQ location. Comparing Figures 52 and 53, observe that, though the
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sum of primary and other components are nearly identical for the combined
and separate models, like components are somewhat different in magnitude.
The combined flow model produces primary and secondary components
spaced a greater pressure difference apart than does the separate flow model.
Figures 54 and 55 provide typical results of the breakout into
components for the P2 output. Discounting the combined flow models
because the sum of components produces a poor fit, the separate flow P2
model output components give cbnvincing evidence at least of the nature of
the effect of P1 suction pressure feedback on the P2 discharge pressure. That is,
if the primary flow acted alone, no fall in discharge pressure would occur after
the initial rise. Figures 56 through 61 summarize the P1 and P2 output -
component results at all location as obtained for data sets 3 and 5. Note that
no plots are given for the unsuccessful P2 combined flow model. No other
data sets were analyzed following the white box methods outlined here
because of the large amoun{ of time required to do so, and because the results
presented are sufficient to explain this previously unrecognized system
behavior. Presumably with enough work, models for all data sets could be
obtained, though the initial conditions used apparently must be very close to

acceptable final model parameter values.
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CHAPTER IV

MODELING RESULTS AND DISCUSSION

Data sets 1 through 18 are fit to the model forms (3.21) and (3.22), and
data sets 19 through 22 are fit to modei form (3.23) per the procedure discussed
in Chapter IIl. The summary results for each data set and the discussion
presented here, qualitatively consider the variability of the models produced.
Also, data sets 23 through 28 are used to validate averaged models and to
demonstrate use of the models with input magnitudes different from those
employed in creating the models. An outline for detailing the internal
feedback observed within the system using the white box modeling method is
presented. Cha;'acterizationé of typical disturbances are given, and methods to
improve system control are suggested based on the results of both the black
box and white box models.

4.1 Black Box Results for Compressor Flow Input

In this section the results of modeling pressure response to 18
compressor flow step inputs are given. Responses corresponding to inputs at
identical locations are then compared.

41.1 Parameters of Modeling. While the same MATLAB program
(ModF2.m) is used to process each data set from the compressor flow input
testing, a few parameters must be adjusted to accommodate differences
between the sets. These modeling input parameters are summarized in Table
2. They include: location number (hs) and name, initial valve position (VPi),

final valve position (VPf), atmospheric pressure (Patm), suction pressure
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Table 2. Modeling Input Parameters and Sum of Squared Errors Values
(Page 1 0f7)

Parameter Data Set Number
Name 01 02 03 04
hs (house) 1.000 (A0) 1.000 (A0)  2.000 (BO) 2.000 (BO)
VPi (%) 1.0000e+02 9.2372e+01  9.2437e+01  1.0000e+02
VPt (%) ¢.2460e+01 1.0000e+02 1.0000e+02 §.23%3e+01
Patm (psia) 1.4291e+01 1.4291e+011 1.4557e+01 1.4548e4+01
Pio (psig) 1.6414e+C0 1.8466e+00 1.7000e+00 1.4265e+00
P20 (psig) 2.9140e+02 2.9067e+02 2.9390e+02 2.9033e+02
ko (-) 6.1000e+01 6.3000e+01 6.0000e+01 2.3000e+01
kn (-} 6.0000e+02 7.2000e+02 7.2000e+02 5.4000e+02
kil (-} 5.00600e+02 6.0000e+02 6.0000e+02 3.0000e+02
kfl (-) 6.0000e+02 7.2000e+02 7.2000e+02 5.4000e+02
ki2 (-) 5.6000e+02 6.9000e+02 6.8000e+02 5.2000e+02
kf2 (-) 6.0000e+02 7.2000e+02 7.2000e+02 5.4000e+02
step (g/s) -1.565%e+01 .1.5915e+01  1.5992e+01 -1.5741e+01
AQ P11 sse 3.6377e-01 8.1565e-01 1.1651e-01 1.7281le-01
B0 P1 sse 3‘.14606—01 6.1571e~-01 1.7217e-01 2.9013e-01
BA P1 sse 3.2871e-01 6.1946e-01 1.508%9e-01 2.7278e-01
CO Pl sse 1.3504e-01 4.5141e-01 1.1510e-01 2.1997e-01
DO 1 sse 1.2232e-01 4.0480e-01 1.0341e~01 2.1863e-01
EO P1 sse 1.2755e-01 =~ 4.5406e-01 9.345%e-02 2.0173e-01
EA P1 sse 1.3357e~01 4.405%e-01 1.0277e-01 2.0400e-01
FO P1 sse 2.2434e-01 £.1922e-01 1.8926e-01 2.1637e-01
SY P1 sse 3.2534e-01 6.8872e-01 1.3231e-01 2.1930e-01
AQ P2 sse 2.2234e+02 2.9883e+02 2.3775e+02 1.9567e+02
B0 P2 sse 4.706%e+01 1.0274e+02 9.6746e+01 6.7335e+01
BA P2 sse 3.9025e+01 1.0137e+02 5.8438e+01 5.2210e+01
COP2sse 7.4821e+01L 1.4521e+02 1.1128e+02 8.4683e+01
D0 P2 sse 6.1066e+01 1.1481e+02 8.6570e+01 6.5253e+01
EQ P2 sse 4.8550e+01 1.0778e+02 6.7492e+01  5.5003e+01
EA P2 sse 4.2496e+01 1.0230e+02 6.3646e+01 5.1416e+01
FO P2 sse 7.7201e+01 1.6351e+02 9.9326e+01 8.6855e+01
SY P2 sse 5.378le+01 1.1324e+02 7.3531e+01 6.0011le+01
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Parameter Data Set Number
Name 05 06 07 08
hs (house)  2.000 (BO)  2.000.(BO) - 4.000 (CO)  4.000 (CO)
VPi (%) 1.0000e+02  9.8050e+01  1.0000e+02  9.2505e+01
VPf (%) 9.2300e+01  1.0000e+02  9.4420e+01  1.0000e+02
Patm (psia)  1.4537e+01  1.4292e+01  1.4280e+01  1.4270e+01
Plo (psig) 1.4670e+00  1.5630e+00 1.4070e+00  1.6410e+00
P2o (psig) 2.9427e+02  2.9470e+02  2.9593e+02  2.9548e+02
ko (-) 2.4100e+02  1.3700e+02 1.2500e+02  1.2000e+02
kn (-) 9.6000e+02  6£.6000e+02 8.4000e+02  8.0000e+02
kil (-) 8.0000e+02 4.6000e+02  7.0000e+02  7.0000e+02
kf1 () 9.6000e+02 6.6000e+02  8.4000e+02  8.0000e+02
ki2 (-) 9.4000e+02 6.3000e+02 8.0000e+02 7.6000e+02
kf2 (-) 9.6000e+02 6.6000e+02 8.4000e+02  8.0000e+02
step(g/s) -1.5827e+01  1.0445e+01 -1.4079e+01  1.5610e+01
AQ P1 sse 3.9376e-01  2.1052e-01 3.7659e-01 2.5236e-01
B0 P1 sse 7.2269e-01  2.4910e-01 7.035le-01  3.3174e-01
BA P1 sse 6.5943e-01 2.3118e-01 7.1341e-01  3.1931e-01
COP1 sse 5.0962e-01  2.0215e-01  1.2358e+00 4.861le-01
DO P1 sse 4.0872e-01 1.8692e-01 6.8964e-01 4.6863e-01
EO P1 sse 3.5810e-01 1.7547e-01 4.5639e-01 5.0242e-01
EA Pl sse 3.5134e-01 1.8557e-01 4.6567e-01 5.1338e-01
FO P1 sse 4.349%9e-01 2.5472e-01 4.2752e-01  3.5112e-01
SY P1 sse 5.0453e-01 2.1773e-01 5.2816e-01 2.8546e-01
AQ P2 sse 2.8432e+02 2.1236e+02 2.3232e+02  2.1518e+02
BO P2 sse 1.2819e+02  6.9332e+01  6.8829e+01  6.9006e+01
BA P2 sse 9.7653e+01  6.1764e+01  6.0434e+01  6.9165e+01
CO P2 sse 1.4638e+02  9.4616e+01 1.0772e+02  1.3930e+02
DO P2 sse 1.0882e+02 7.7787e+01  8.7222e+01  8.8270e+01
EQ P2 sse 9.1839e+01  6.0545e+01 5.8761le+01  7.0071le+01
EA P2 sse 9.2635e+01  6.6605e+01 6.3742e+01  8.7827e+01
FOP2sse  1.3746e+02 9.9913e+01  1.0909e+02  1.1467e+02
SY P2 sse 1.0814e+02 6.868le+01 6.8535e+01  7.5809e+01
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Parameter Data Set Number
Name 09 10 11 12
hs (house)  5.000 (D0O) 5.000 (DO) 5.000 (DO)  5.000 (DO)
VPi (%) 1.0000e+02  1.0000e+02 9.6105e+01  9.2357e+01
VPf (%) 9.2090e+01  9.6040e+01  1.0000e+02  1.0000e+02
Patm (psia) 1.4557e+01  1.4557e+01  1.4557e+01  1.4530e+01
Plo (psig) 1.3972e+00  1.3972e+00  1.5350e+00 1.6317e+00
P20 (psig) 2.9616e+02  2.9472e+02  2.9419%e+02  2.8929e+02
ko () 6.1000e+01  5.7C00e+01 5.7000e+0l  5.3000e+01
kn (-) 5.4000e+02  4.8000e+02 5.4000e+02 6.0000e+02
kil (-) 4.4000e+02 2.8000e+02  4.4000e+02  4.6000e+02
kf1 (-) 5.4000e+02  4.8000e+02 5.4000e+02 6.0000e+02
ki2 (-) 5.3500e+02 3.8000e+02 4.6000e+02 5.6000e+02
kf2 (-) 5.4000e+02  4.8000e+02 5.4000e+02  6.0000e+02
step (g/s) -1.5903e+01 ~1.2926e+01 1.2975e+01  1.5948e+01
AQ P1 sse 7.8249e-02 2.8974e-01  9.4939e-02 1.391le-01
BO P1 sse 1.0433e-01 2.6887e-01  1.0868e-01  1.6208e-01
BA P1 sse 1.1723e-01 2.708%e-01 1.0459e-01  1.6390e-01
CO P1 sse 1.1149e-01  3.0298e-01  1.2988e-01 2.6860e-01
DO P1 sse 1.0321e-01  4.1636e-01 1.8774e-01 3.0521e-01
EO P1 sse 7.9682e-02 3.1241e-01  1.5008e-01 1.6712e-01
EA Pl sse 8.7995e-02  3.2674e-01  1.3445e-01 1.7557e-01
FO P1 sse 1.2755e-01 3.1346e-01 2.7644e-01  2.7882e-01
SY P1 sse 9.9799e-02 2.8124e-01  1.0386e-01  1.5530e-01
AQ P2 sse 1.2857e+02  1.9132e+02  2.4004e+02  2.2580e+02
BO P2 sse 4.1112e+01  8.7646e+01  1.0341e+02  6.4724e+01
BAP2sse  3.3155e+01 8.6118e+01  9.6903e+01 5.7544e+01
COPZsse  5.2638e+01  1.1003e+02 1.3902e+02  8.6752e+01
D0 P2 sse 5.7660e+01 1.1129e+02  1.3854e+02 8.4123e+01
EO0 P2 sse 4.2228e+01  8.4563e+01 1.1366e+02 6.8690e+01
EA P2 sse 3.9604e+01  9.0787e+01  1.0437e+02  7.0044e+01
FO P2 sse 7.2933e+01 © 1.2047e+02 1.3990e+02  9.109%4e+01
SY P2 sse 4.2188e+01  9.4042e+01  1.1050e+02  6.8426e+01
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Parameter Data Set Number
Name 13 14 15 16
hs (house)  6.000 (EO) - 6.000 (EO) ~8.000(FO) 8.000 (FO)
VPi (%) 9.1060e+01  1.0000e+02  1.0000e+02 9.6090e+01
VPt (%) 1.0000e+02  9.2237e+01  9.2124e+01  1.0000e+02
Patm (psia)  1.4274e+01  1.4274e+01  1.4557e+01  1.4565e+01
Plo(psig)  1.2408e+00  1.0450e+00  1.3776e+00  1.4753e+00
P20 (psig)  2.9356e+02 2.9410e+02 2.9186e+02  2.9029e+02
ko (-) 4.7000e+01  3.4000e+01  1.3400e+02 1.8000e+01
kn (-) 5.0000e+02  5.2000e+02 6.0000e+02 4.8000e+02
kil () 3.0000e+02  2.2000e+02  4.4000e+02  4.0000e+02
kfl (-) 5.0000e+02  5.2000e+02  6.0000e+02 4.8000e+02
ki2 (-) 4.6000e+02  5.1000e+02 5.0000e+02  4.4000e+02
k2 (-) 5.0000e+02  5.2000e+02  6.0000e+02 4.8000e+02
step (g/s) 1.6019e+01 -1.5186e+01 -1.5863e+01  1.2948e+01
AOPlsse  2.4488e-01 2.032le-01 2.0041e-01  8.0800e-02
BOPlsse  2.9391e-01 2.2420e-01 1.9008e-01  7.1033e-02
BAPlsse  3.0452e-01 2.2992e-01 1.8572e-01  6.7268e-02
COPlsse  2.9380e-01 2.7153e-01  2.3922e-01 8.3813e-02
DOPlsse  3.1490e-01 3.1766e-01  2.3750e-01  7.7971e-02
EO P1 sse 4.2731e-01  4.8193e-01  2.2399e-01  7.5543e-02
EAPlsse  4.3815e-01 4.5063e-01 2.1847e-01  7.8809e-02
FO P1 sse 2.6382e-01  3.0039e-01 4.5193e-01 1.9118e-01
SYPlsse  2.5877e-01 2.1216e-01 1.9414e-01 7.4796e-02
AOP2sse  1.7404e+02  2.0046e+02 1.6377e+02 1.6667e+02
B0 P2 sse 5.1925e+01  5.7936e+01 5.1860e+01 5.7955e+01
BAP2sse  4.2426e+01 4.7166e+01  3.5990e+01 5.4886e+01
CO P2 sse 6.9897e+01  7.4200e+01  7.3417e+01  7.6972e+01
DO P2 sse 6.4120e+01  7.3441le+01  5.0683e+01  6.391%e+01
EQ P2 sse 5.0826e+01  5.8036e+01  4.2837e+01  5.6239e+01
EAP2sse  4.9319e+01  6.1078e+01  4.2964e+01 5.2010e+01
FQ P2 sse 7.3606e+01  8.2338e+01  7.2907e+01  7.7324e+01
SYP2sse  4.8021e+01  6.3525e+01 3.8926e+01 5.8728e+01
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Parameter Data Set Number
Name 17 18 19 20
hs (house)  8.000 (FO) 8.000 (FO) 10.00 (IN) 10.00 (IN)
VPi (%) 1.0000e+02 1.0000e+02 5.270le+01 5.7115e+01
VPf (%) 9.6206e+01  9.2296e+01 5.7117e+01  5.9291e+01
Patm (psia)  1.4557e+01  1.4503e+01  1.4424e+01  1.4380e+01
Plo (psig) 1.3190e+00  1.3874e+00  1.6439e+00  1.6875e+00
P20 (psig) 2.9207e+02  2.8749e+02  3.0775e+02 2.931le+02
ko () 4.0000e+01  9.0000e+01  1.1500e+02  6.3000e+01
kn () 4.8000e+02  6.0000e+02 1.5600e+03  8.4000e+02
kil (-) 3.0000e+02 5.0000e+02 n/a n/a
kfl (-) 4.8000e+02  6.0000e+02 n/a n/a
ki2 (-) 4.0000e+02 5.0000e+02 n/a n/a
kf2 (-) 4.8000e+02 6.0000e+02 n/a n/a
step (g/s) -1.2705e+01 -1.5717e+01 8.9284e+00 4.6722e+00
AQ0Plsse  1.1917e-01 3.5996e-01 n/a n/a
BO P1 sse 1.1001e-01 2.8093e-01 n/a n/a
BA P1 sse 1.0145e-01  2.7813e-01 n/a n/a
CO P1 sse 1.3157e-01  2.9370e-01 n/a n/a
D0 P1 sse 1.4572e-01 3.3067e-01 n/a n/a
EOQ P1 sse 1.3454e-01 3.4536e-01 n/a n/a
EA P1 sse 1.4299e-01  3.5844e-01 n/a n/a
FO P1 sse 2.2397e-01 5.3486e-01 n/a n/a
SY P1 sse 1.1696e-01. 3.1771le-01 n/a n/a
AQ P2 sse 2.2874e+02 1.7110e+02 5.8864e+02 3.3343e+02
BOP2sse 1.0962e+02 5.5747e+01 2.3544e+02 1.4504e+02
BAP2sse  1.0298e+02 4.2645e+01 2.2816e+02 1.3511e+02
CO P2 sse 1.2959%9e+02  4.7227e+01 3.3178e+02 1.9694e+02
DO P2 sse 1.3342e+02 7.5185e+01 2.7521e+02 1.7868e+02
EQ P2 sse 1.0962e+02 5.9059e+01 2.4470e+02 1.3555e+02
EA P2 sse 1.1708e+02 5.9836e+01 2.3306e+02 1.4110e+02
FO P2 sse 1.5053e+02  9.0771e+01 3.3133e+02 1.7844e+02
SY P2 sse 1.1064e+02 '6.0224e+01 2.3562e+02 1.4970e+02
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Parameter Data Set Number
Name 21 22 23 4
 hs (house)  10.00 (IN}  10.00 (IN) 2.000 (BO) 6.000 (EO)
VPi (%) 5.6951e+01 6.1193e+01 9.2278e+01 0.0600e+00
VPf (%) 6.1143e+01 5.7092e+01 1.0000e+02 1.0000e+02
Patm (psia) 1.4380e+01  1.4380e+01  1.4548e+01  1.4300e+01
Plo (psig) 1.65%8e+00 1.6207e+00 1.5930e+00 1.5828e+00
P20 (pSig) 2.9213e+02 2.7628e+02 2.8955e+02 2.9136e+02
ko (+) 5.8000e+01 7.2000e+01 6.1000e+01 2.0800e+02
kn (-} 1.3200e+03 1.3200e+03 6.0000e+02 1.0800e+03
kil (-) n/a n/a n/a n/a
kfl (-) n/a n/a n/a n/a
ki2 (-) n/a n/a n/a n/a
kf2 (-) n/a n/a n/a n/a
step (g/s) 9.3818e+00 -8.7032e+00 1.5980e+01 5.4730e+01
AQ P1sse n/a n/a 5.9108e-01  8.4639e+00
BO P1 sse n/a n/a 8.7155e-01 8.2867e+00
BA P1 sse n/a n/a 8.7863e~-01 8.01%1e+00
CO P1 sse n/a n/a 7.4510e-01  5.5900e+00
DO P1 sse n/a n/a 7.6290e-01  6.5205e+00
EQ P1 sse n/a n/a 6.9311e-01  9.7224e+00
EA P1 sse n/a n/a 7.0641e-01  1.0241e+01
FQ P1 sse n/a n/a 1.0335e+00 9.4466e+00
SY P1 sse n/a n/a 7.0435e-01 8.4149e+00
AQ P2 sse 4.0807e+02 5.0160e+02 2.,2622e+02 1.2312e+03
B0 P2 sse 1.2343e+02  2.1543e+02 1.1792e+02  4.5228e+02
BA P2 sse 1.0305e+02  1.9835e+02 1.319%e+02 5.2986e+02
CO P2 sse 1.98952e+02 3.0539%9e+02 1.313%e+02 4.7486e+02
D0 P2 sse 1.3834e+02 2.471%e+02 1.7115e+02 4.6212e+02
E0 P2 sse 1.2502e+02  2.3219e+02  1.4571e+02 6.3801e+02
EA P2 sse 1.1813e+02 2.159%4e+02 1.1736e+02 6.4900e+02
F0 P2 sse 2.0600e+02 3.0992e+02 1.4147e+02. 1.0141e+03
SY P2 sse 1.2424e+02 2.2304e+02 9.7930e+01 4.4925e+02
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Parameter Data Set Number
Name 25 26 27 28
hs (house) 8.000 (F0) 8.000 (F0) 10.00 (IN) 10.00 (1)
. VPi (%) 1.0000e+02 350.90/85.64 5.2747e+01 5.9335e+01
VPf (%) 0.0000e+00 100.0/100.0 6.0635e+01  5.6997e+01
Patm (psia) 1.4468e+0]1  1.4459e+01  1.4318e+01  1.4438e+01
Plo (psig) 1.3776e+00 2.0518e+00 1.4943e+00 1.6881e+00
P2o (psig) 2.8879%+02 2.8782e+02 3.0083e+02 2.8525e+02
ko (-) 1.2100e+02 3.1000e+02 1.2400e+02 £5.8000e+01
kn (-) 1.4400e+03 1.8000e+03 7.2000e+02 8.4000e+02
kil (-) n/a n/a n/a n/a
kfl (-) n/a n/a n/a n/a
ki2 {-) n/a n/a n/a n/a
kf2 () n/a . n/a n/a n/a
step (g/s) -5.4610e+01 3.6440e+01 1.6232e+01 ~4.6852e+00
AQP1 sse 1.0762e+01 2.4738e+00 n/a n/a
B0 P1 sse 5.45877e+00 1.9989e+00 n/a n/a
BAPlsse  5.7043e+00 2.0600e+00 n/a n/a
COP1 sse 1.0221e+01 2.8026e+00 n/a n/a
DO P1 sse 8.9437e+00 2.4517e+00 n/a n/a
EQ P1 sse 8.1232e+00 2.1351e+00 n/a n/a
EA P1 sse 8.3707e+00 2.2296e+00 n/a n/a
FO P1 sse 6.7810e+00 1.9326e+00 n/a n/a
SY P1 sse 5.9355e+00 1.9078e+00 n/a n/a
AQ P2 sse 4.8920e+03 1.6491e+03 2.4460e+03 3.2399%e+02
B0 P2 sse 4.7056e+03 1.6704e+03  2.7595e+03 1.1165e+02
BA P2 sse 4.4144e+03 1.6387e+03 2.5166e+03° 9.0318e+01
CO P2 sse 5.8863e+03 2.2757e+03 2.6378e+03 1.4194e+02
D0 P2 sse 4.8668e+03 1.9081e+03 2.4073e+03 1.2130e+02
EQ P2 sse 6.2445e+03 2.1444e+03 2.5075e+03 1.0934e+02
EA P2 sse 4.8087e+03 1.7224e+03 2.4285e+03 1.0430e+02
FO P2 sse 4.4509e+03 1.4092e+03 2.4015e+03 1.6529e+02
SY P2 sse 5.6413e+03 2.0306e+03 2.4695e+03 1.0881e+02
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prior to the valve step {Plo), discharge pressure prior to the valve step (P20},
sample number at start of valve step (ko), final sample number (kn), initial
and final sample number of the data values on which P1 data extension is
based (kil and kfl), injtial and final sample number of data the values on
which P2 data extension in based (ki2 and kf2), and calculated flow change
(step).

Table 2 also gives the sum of the squared errors (sse) for each model.
This value represents the sum of all the squares of the differenceé between
model output and unfiltered data at each data point. The portion of the
model covering the extended data is not includea in the sum. Without
showing plots of all data and model simulations (which would require
inclusion of over 300 additional figures), tﬁe sse give a numerical value to the
goodness of fit between the model and the data it was created from. To put the
numbers in perspective, note that sse values for data set 3 (investigated in
detail in Chapter IIT) are on the same order as sse values for other data sets in
the group 1 through 18. One can expect, therefore, that the model fit will be
very similar to that shown in Figures 6 through 23 for data set 3.

4.1.2 Comparison of Results at Individual Loéations. Simulations using
the models created for each of the 18 compressor flow data sets are shown in
Figures 62 tﬁrough 97. To bring all simulations to an equal basis, a unit step of
1g/s is used as the compressor flow input. These figures are arranged in the
same order as the columns of Table 2, and thus appear in location order. Each
pressure curve in a figure is labeled from left to right starting with the output

location having the greatest response and ending with the output location
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Figure 62. P1 Model for Unit Step in A0 F2 based on Data Set 1
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Figure 81. P2 Model for Unit Step in DO F2 based on Data Set 10
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having the least response. The magnitude of the response is gauged at the
time corresponding to the last collected data. With this definition of
magnitude based on a single value from each curve, the labeling doesn't
always correspond to peek values or final values in the figure because the
curves do cross in some instances. Note that with a unit positive step input,
mociels for each data set give the same £e5ponse direction regardless of
whether the original data flow step was positive or negative.

The largest difference in model output results among data sets having
the same location occurs for the A0 input location. This is seen in Figures 62
and 64 where the P1 responses have similar final values but settling times
that are differenf by a factor of two. P2 responses in Figures 63 and 65 have
peak values that differ by 30%, while settling times and final values differ by
50%. The cause for these differences can only be speculated. Measurements at
AQ are observed to be the noisiest, and perhaps that noise can be attributed to
real flow phenomenon peculiar to that location. Something about the A0
location, such as its position near piping to SY, may cause the model to
change with time depending on some subtle unobserved variable.
Alternatively, a problem with instrument installation at this location might
cause the high noise level. With this very limited number of data sets for the
AQ input (or anywhere else), little can be said about an appropriate mean
value for model coefficients resulting from data sets containing random
disturbances.

Other input locations show somewhat better agreement between

model results than does AO0. Most simulation characteristics compared
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between data sets with like input location are reasonably similar considering
the noise and disturbances inherent in the data, with the exception of the
final value for P2. However, known or recorded disturbances don't-appear to
account for all dis.crepancies. For insténce, the large difference between the
final P1 values of Figure 68 and Figure 72 are not consistent with the level of
noise associated with the P1 data. Nor can the differences be explained by the
direction and magnitude of the flow step input. The implication is that either
the true system description is time varying or that unknown and unmodeled
inputs are influencing the response..
4.2 Biack Box Results for Inventory Flow Inputs

Modeling parameters for the inventory flow input data sets are given
in Table 2 along with their compressor flow test counterparts. The parameters
have largely the same definition as for compressor flow data sets, except no
sample numbers are specified for data extension since no extension is
required. The parameters are used by program ModFC.m to calculate model
coefficients, and simulations based on those coefficients are used to obtain the
sse values also presented in Table 2. Since no model is made for suction
pressure response, no sse values appear for P1 in Table 2 for inventory flow
data sets.

The unit step response associated with models of data sets 19 through
22 are shown in Figures 98 through 101. Compared to the compressor flow
models, these four dafa sets produce remarkably similar models, despite
differences in flow step size and direction. For p_ractical purposes, the

responses of P2 at each compressor location are also identical. Notice also the
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relatively large effect a 1 g/s inventory flow change has upon discharge
pressure, as compared to a 1 g/s compressor flow change.
4.3 Averaged and Validated Black Box System Model

One method to deal with the variability in modeling results at a given
input location is to simply average the model coefficients found for that
location. In this section an averaged model is validated against data not used
to create the model. The locational averaged models, taken collectively,
provide a mathematical description of the dynamics of the entire compressor
and pressure header system. A resulting system model is described which
consists of model equations relating F2 to Pls and to P2s around the system
ring for each compressor input location, and also of model equations relating
inventory flow to P2s.

4.3.1 Model Averaging. As noted in Section 3.3.1, many data sets are not
long enough to capture all of the discharge pressure decay to steady state. The
final P2 values produced by a model is wholly determined by the last data

points on which the model is based, and therefore contain a systematic error.

- Thus, problems with final P2 values for compressor flow inputs arises in a

well understood manner compared to other characteristic differences. The
other characteristic differences between data sets of a particular input location
are treated as random, for which the best available model becomes one whose
coefficients are the averages of coefficients from individual data set models.
Model coefficients obtained in this manner for each input location are given

in Table 3. The averaged coefficients are in turn used to simulate unit step
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Table 3. Location Averaged Model Coefficients (Page 1 of 3)

Input Model Output Location
Location Coeff. AD BO BA

A0 all -9.8043e-01"  -9.8691e-0 -9.8783e-01
bll -2.4747e-04 ~-1.2122e-04 -1.1247e-04

al2 -1.9765e+00 ~-1.9841e+00 -1.9833+00

a22 +9.7664e-01 +9.8417e-01 +9.833%e-01

bi2 +2.8263e-03 +1.7840e-03 +1.8017e-03

b22 -2 .819%e-03 -1.7814e-03 -1.7992e-03

BO all -9.8534e-01 -9.8173e-01 -9.8186e-01
b11 -1.8214e-04 ~-2.8662e-04 ~2.7938e-04

al2 -1.5900e+00 -1.9884e+00 -1.988%e+00

a22 +9.5004e-01 +9.8848e-01 +9.8895e-01

b12 +1.2448e-03 +1.7978e-03 +1.5224e-03

b22 -1.2442e-03 -1.7954e-03 ~1.5208e-03

Co all -9.9274e-01 -9.9151e-01 -9.9134e-01
bll -7.7906e-05 ~-1.0837e-04 -1.1226e-04

al2 -1.9902e+00 -1.9904e+00 -1.9908e+00

az2 +9.902%e-01 +9.8050e-01 +9.9082e-01

b12 +1.3625e-03 +1.3751e-03 +1.3728e-03

b22 -1.3618e-03 -1.3738e-03 -1.3713e-03

D all -9.7128e-01 -9.7557e-01 -9.7680e-01
b1l -2.1401e-04 ~1.8284e-04 ~1.7646e-04

al2 -1.9894e+00 -1.8880e+00 -1.9892e+00

a2? +9.894%e-01 +9.8803e-01 +9.8930e-01

bl12 +1.0925e-03 +1.3016e-03 +1.2218e-03

b22 -1.0908e-03 ~1.2990e-03 -1.2197e-03

EO all -9.8593e-01 -9.8835e-01 -9.8825e-01
b1l ~1.0341le-04 -7.7633e-05 -7.8387e-05

al2 -1.9888e+00 ~1.9871e+00 -1.988%e+00

a22 +9.8888e-01 +9.8721e-01 +9.885%e-01

b12 +9.9621e-04 +1.2508e-03 +1.1083e-03

b22 -9 .8555e-04 -1.2482e-03 -1.1071e-03

FO all -9.7137e-01 ~-9.7664e-01 -8.7692e-01
b1l ~-3.1203e-04 ~-2.0701le-04 ~2.0536e-04

al2 -1.9888e+00 -1.,9886e+00 -1.9889%e+00

az22 +9.888%e-01 +9.8870e-01 +9.8896e-01

bl2 +1.2577e-03 +1.2902e-03 +1.3241e-03

b22 -1.2554e-03 -1.2878e-03 -1.3218e-03

IN al3 -9.9685e-01 -9.9682e-01 -9.9680e-01
b13 -4.7538e-03 -5.0274e-03 -5.0422e-03
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Table 3. (Page 2 of 3)

Input Model Output Location
Location Coeff. o DO EO
AQ 211 ~9.6677e-01  -9.538%e-01  -9.7337e-01
b1l ~2.6342e-04  -3.5226e-04  -2.1035e-04
al2 -1.8819e+00 -1.9821e+00 -1.9828e+00

a22 +9.8200e-01 +9.821%e-01 +59.829%4e-01
b12 +1.8035e-03 +1.9070e-03 +1.823%e-03

b22 -1.8021e-03 -1.9050e-03 -1.8220e-03
B0 all -9.8584e-01 -9.8812e-01 -5.8842e-01
bll -1.8635e-04 -1.439%e-04 -1.3287e-04
al2 -1.9906e+00 -1.9906e+00 -1.9503e+00

a22 +9.92063e-01 +9.9068e-01 =~ +9.92033e-01
b12 +1.2458e~-03 +1.1651e-03 +1.2121e-03

b22 -1.2453e-03 -1.1648e-03 -1.2114e-03
Co all -9.8872e-01 -9.9141e~-01 -9.9372e-01
bll -1.7096e-04 ~-1.0412e-04 -6.8385e-05
al2 -1.92880e+00 -1.9901e+00 -1.950%e+00

a22 +9.8905e-01 +92.901%e-01 +9.909%%e-01
bl2 +1.8780e-03 +1.4618e-03 +1.3241e-03

E b22 ~-1.874%e-03 -1.4608e-03" -1.3228e-03
DO all - -9.7863e-01 -9.7183e-01 =9.7223e-01

bll -2.0212e-04 -3.4191e-04 -2.6377e-04

ai2 -1.9872e+00 ~1.92861e+00 -1.92881e+00

a22 +5.8724e-01 +9.8616e-01 +9.8817e-01
bl2 +1.4348e-03 +1.867%2e-03 +1.4420e-03

b22 -1.4315e-03 -1.8628e-03 -1.4390e-03
EO all -9.8545%e-01 -92.8323e-01 -5.7887e~01
bll -1.1276e-04 -1.5716e-04 -2.5175e-04
al2 -1.9855e+00 ~-1.9879e+00 ~1.986%e+00

a22 +9.8562e-01 +9.8796e-01 +9.8694e-01
bi2 +1.4856e-03 +1.3018e-03 +1.6364e-03

b22 -1.4826e-03 -1.2997e-03 -1.6331e-03
FO all -9.8002e-01 -9.7775e~01 ~-9.6952e-01
bll -1.8505e-04 -2.1565e-04 -3.2854e-04
al2 -1.9886e+00 -1.9890e+00 -1.9876e+00

a2? +9.8872e-01 +9.8905e-01 +9.8767e-01
b12 +1.3772e-03 +1.3186e-03 +1.5314e-03
b22 -1.3745e-03 -1.3160e-03 -1.5277e-03

IN al3 ~-9.9688e-01 -9.9683e-01 -9.9685e~01
;ié bl3 -4.9585e-03 ~4.9527e-03 ~4.9433e-03
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Input Model QOutput Location
Location Coeff. EA FQ SY

AQ all ~9.7532e=01" -9.8116e-01 ~9.8461e-01
b1l -1.9532e-04 ~1.8664e-04 -1.6145e-04
al2 -1.9832e+00 ~1.9847e+00 ~-1.9837e+00
a22 +9.8334e-01 +9.8483e-01 +9.8383e-01
b12 +1.8381e-03 +1.7367e-03 +1.8680e-03
b22 -1.8362e-03 ~-1.7337e-03 -1.8646e-03

BO all -9.8842e-01 -9.8707e-01 -9.8357e-01
bi1 -1.3288e-04 -1.4972e-04 -2.2655e-04
al2 -1.9910e+00 -1.9910e+00 -1.9898e+00
a22 +9.9103e-01 +9.9106e-01 +9.8990e-01
b12 +1.1427e-03 +1.1363e-03 +1.3932e-03
b22 -1.1424e-03 ~1.1362e-03 ~1.3921e-03

Co all -9.9376e-01 ~9.9333e-01 -9.9210e-01
b1l -6.8223e-05 -6.7948e-05 -9.2148e-05
al2 -1.9908e+00 -1.9911e+00 -1.9903e+00
a2? +9.9083e~01 +9.9120e-01 +9.9035e-01
b12 +1.3221e-03 +1.2196e-03 +1.4354e-03
b22 -1.3208e-03 -1.2187e-03 -1.4340e-03

DO all -9.7081le-01 -9.7210e-01 -9.7333e-01
b1l -2.7716e-04 -2.2987e-04 ~1.9685e-04
al2 -1.9888e+00 -1.9885e+00 ~-1.9888e+00
a22 +9.8886e-01 +9.8860e-01 +9.8891e-01
bi2 +1.3149e-03 +1.2228e-03 +1.2504e-03
b22 -1.3125e-03 -1.2207e-03 -1.2483e-03

EO all -9.7901le-01 -9.8295e-01 -9.8774e-01
b1l -2.4655e-04 -1.5197e-04 ~8.3560e-05
al2 ~-1.9864e+00 -1.9878e+00 ~-1.9882e+00
a22 +9.8645e-01 +9.8786e-01 +9.8825e-01
b12 +1.4845e-03 +1.2104e-03 +1.1623e-03
b22 -1.4816e-03 -1.2091e-03 -1.1608e-03

FO all -9.6942e-01 -9.6283e-01 -9.7532e-01
b1l -3.3204e-04 ~4.7710e-04 -2.3391e-04
al? -1.9888e+00 -1.9869e+00 -1.9881e+00
a22 +9.8892e-01 +9.8703e-01 +9.881%e-01
b12 +1.408le-03 +1.8192e-03°  +1.38Bl4e-03
b22 -1.4053e-03 -1.8142e-03 -1.3784e-03

IN al3 -9.9686e-01 -9.9685e-01 ~9.9678e-01
b13 -4.8990e-03 ~-4.8749e-03 -5

.0726e-03
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response curves shown in Figures 102 through 114 for each investigated
input.

From these figures, differences in response to compressor flow between
the various ring locations are seen to be much smc;ﬂler than those observed
between models based on individual data sets. Averaging coefficients among
similar data sets has a significant affect in producing models that give similar
results for input flows at each location. Trends do appear, however, when
studying the responses in location order. As the flow input location moves
away from B0 and CO in either direction, the response of both P1 and P2
decreases slightly. Since the change is small and is not based on many data
sets, more testing would ideally be performed before concluding that this
trend is repeatable. Still, the agreement between averaged models of pressure
response at various compressors locations, and the slight but consistent trend
with location, suggest the averaged models represent the system response
reasonably well.

4.3.2 Model Validation. The most convincing test of a model's validity
is to compare simulation with independent data. To this end, six data sets not
used in the modeling are used to investigate how well the model can predict
pressure responses. Some of the validation data sets challenge the limits of
the models since their input flow steps are either higher or lower than for the
data from which the model was derived. Selected results, from four data sets
with compressor flow input and from two data sets with inventory flow

input, are presented. In each case, relevant flows and sums of flows are also

- shown. Note that flow plots in all validation cases are shown with the same
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y-axis scale to illustrate the range of input simulated. Due to the much larger
response of the system to inventory flow changes compared to those for
compressor flow changes, the pressure output scales differ between plots for
the two input types. The sse between data and simulation is calculated and
the results are shown in Table 2, along with parameters used by the programs
SimF2.m and SimFC.m. Code for these programs is found in the Appendix.

4.3.3 Validation for Compressor Flow Input. The flow from which
input steps were obtained, as well as the validation results for data set 23 are
shown in Figures 115 through 120. For the loader valve change from 92.3% to
100%, a step value of 16 g/s is calculated using the generic correlation in
equation (2.6). Figure 115 indicated something less that 17 g/s giving an idea
of the inseparable error in the corrélation and in the measurement. Figures
117 through 120 show reasonable agreement between data and simulation for
the BO location and for E0 at the opposite side of the ring. For P1, ‘the
differences in simulated and actual final values are on the order of 20%, and
the speed of response is well represented. Data for P2 is too short to compare
final values, but the peak values agree within about 20%. |

Data set 24 providés the 55 g/s step input predicted from turning on a
compressor and loading it fully. Plots associated with this test are shown in
Figures 121 through 126. The pause appearing in the flow step of Figure 121 is
due to a controlled delay that separates motor turn-on (at which time the
loader valve is at a 20% position) and a loader valve movement command
{(in this instance to 100%). The significance of this data set is in showing

linearity of the system. Figures for pressure indicates that the model can do a
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good job of simulating the response to the largest flow step that is typically
encountered. Since compressors are usually turned on one at a time, only
large scale failures, such as loss of power-to a ring location, create bigger steps.
Again, results are presented for the locations for which the largest difference
in systemn response is predicted, that is, at E0 where the step occurs and at BO
on the opposite side of the ring.

Turning off a compressor results in a system response like that of data
set 25. Figures 127 through 132 show this data and corresponding simulations.
The P1 data and model agree as well as they do for data set 24, but there is a
difference. In set 24 with an increasing flow the model tends to respond less
than the actual data, and in set 25 with a decreasing flow the model tends to
respond more. This could | represent a slight nonlinearity in the system,
inaccuracy in the model due to insufficient data set averaging, or unknown
disturbances in either of thése two data sets. With respect to P2, the model
deficiency is clearly one of poor performance after 3000 seconds. As seén in
Chapter IIl where data set 3 was analyzed, discharge pressure comes to rest
very close to its starting point with little net effect at any location. Due to the
greater duration of this test, it is subject to long term drifts which can't be
subtracted easily. What is significant is that P2 does attain a steady state value,
something that until this point was not Verifieci in data. The P2 model does
represent the system behavior, if not the final value, and no oscillation is
observed after 4000 seconds.

The fact that only one hump exists in the P2 response is further

confirmed by data set 26. Figures 133 through 138 give the flow and pressure
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responses for this set. The 36 g/s flow step was produced by loading two
compressors at the same FO location, one immediately following the other.
The results of this test point to the strengths and weaknesses of the work
done on the black box model. P1 is well represented by the models, though
the final value are often only good to 25%, and the time constants are not
always accurate. P2 is reasonably well modeled for its peak value, but the final

value predicted is off, and perhaps the model should be adjusted to reflect
this. For both discharge and suction pressures, better models would result
from averaging model coefficients from additional longer data sets, if the
effects of long term drift. can be eliminated.

4.3.4 Validation for Inventory Flow Input. Figures 139 through 146,
pertaining to data set 27, demonstrate the use of the inventory flow input
model to predict response to a large flow change. Here flow is stepped up by 16
g/s, almost twice the size of the largest step used to create the model. Figure
139 shows this step, while Figure 140 indicates there is a slight decrease in the
flow FD due to the reduction in pressure across valve DL. Apparently
compressor flows may also be affected slightly by changes in inventory flow,
as shown in Figure 141. Here an increase in the sum of compressor flows is
seen, which perhaps is an indication of an influence of discharge pressure on
compressor performance. As with the modeling data sets, Figures 143 and 145
show that P1 of data set 27 is not influenced by inventory flow change. The
discharge pressure model predicts this particular P2 less accurately than for

data sets having smaller flow steps. The P2 data does not decrease as much as
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the model predicts, and the discrepancy might be explained by the increase
seen in compressor flow into the discharge header.

- Data set 28 contains-a relativelysmall step in"inventory flow. Figures
147 through 154 show flows and pressures for this test along with the model
predictions. Now that data set 27 has pointed to a dependence of compressor
flow on inventory flow, this can also be seen in Figure 149 for data set 28. For
the step reduction in FC, the resulting P2 increase seems to cause a decrease in
the compressor flow sum. Thus, decreasing the flow out of' the discharge
header causes a decrease in flow into the header. This is opposite from the
result for data set 27 where increasing the flow out of the discharge header
causes an increase in flow into the header. These inlet and outlet flow
changes act to diminish the change in net flow into the discharge header, as
shown in Figures 142 and 150.

4.3.5 The Black Box System Model. An example block diagram showing
the interconnection of averaged individual models to form a black box system
model is given in Figure 155. The diagram is simplified to three compressor
locations to improve clarity, but it- could be extended to include all
compressor locations as well as the inventory flow. The black box model
requires the initial value of the suction pressure at a stepped compressor, and
bthis is depicted as an input to the non-linear function block along with Joader
valve position. This non-linear block is modeled with the static portion of
(3.24), which consists of (2.6) and its correction for initial suction pressure.

Some explanation of the nomenclature used within other blocks, for

i

example G2BA(g), is warranted. The blocks are designated so that their



H [on}
s o

hJ
(o]

Flow Deviation [g/s]

60

[\
o]

Flow Deviation [g/s]
8 5

S
)

0 i i i i
0 1000 2000 3000 4000 5000 6000 7000 8000 9000

143

e e e e e e e e e e e tm e e e et e e e e e e mee e e e et e e e et e e,

1 i l I

Time {sec]

Figure 147. FC Inventory Flow from Data Set 28

T T T T T T T T
e -
N S -
N PRSI
el i Mkl e AT o LA R O e e =
e s e e A e e e e e e e e e s o

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
Time [sec]

Figure 148. FD Inventory Flow from Data Set 28



144

60 b 1 T T ‘iﬁ T T T
T T B R R R R T .
o
7.3.9”20[— ................................................................................... _
=
£
E 0 y ikt e -
2 ' r ik i
O
5_20, ................................................................................ _
&
() e _
i i i

0 i ) i i i
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
Time [sec]

Figure 149. Sum of F2 Flows from Data Set 28

60 ? ! .’ A
F T R Lt PR R _1
20 T T T T T T S =

Flow Deviation {g/s]

) . i ; N : L i
0 1060 2000 3000 4000 5000 6000 7000 8000 <000
Time [sec]

Figure 150. Net Flow Change into Discharge Header from Data Set 28



e

145

0.15 { T ] l T T T T

O R T B s R R LR LR |
=
& .................... d
- 0.05_ ..............................................................
3
5
;o :
Q
!
%_005 ............. e L R R R R R P PR .
=
[a

Ok T N

Data Set 28
-4.685 g /s Step
_015 i i i i i i i
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
Time [sec]
Figure 151. B0 P1 Data for Step in FC

28 T T T T l T T T

24|_ .................................................................................. -

20.. .................................................................................. —

‘16_ ....................................................................................... -

0

e

[

Pressure Deviation [psi]
el
(A"
f

4
0

1000 2000 3000 4000 5000 6000 7000 8000 9000
Time [sec]

Figure 152. B0 P2 Data and Simulation for Step in FC



146

0.15 ? % !j — . %
U R R R R T e S _
L T T OUREE S PRTUIE NS UR e DOUNOEc FORN DU OO
- 0.05 : B R .. ...... ..... ...... .u R
ks %
:g) 0 Lees
~ e
@ :
5 Do
2 -0.05 :
o :
& :
SO g ....... e e e e e e e e e e e e _
Data Set 28 :
-4.685 g/s Step :
I _'! t

-0.15 i i i i ~i
0 10060 2000 3000 4000 5000 6000 7000 8000 9000
Time [sec]

Figure 153. EO P1 Data for Step in FC

28 F | T T T - T T

O UL UNUOS U EOUROOE JUUTION ORI OUSOUNS SROOY ]
%"‘ 20 .................................................................................... -
=
g 1T Y R e S I R _
g
a:>.) 1 S R e R R T R T T R -
A
E g
2
g
A 4

O

4 i T R j L

0 1000 2000 3000 4000 5000 6000 7000 8000 9000

Time [sec]

Figure 154. EQ P2 Data and Simulation for Step in FC



AP P2

AD P

,
DRY J

BE LS 4 6288{q) -t j 75}9—‘ BE P2
B8 Plc C 5 - w80 Pl

—— Cf P2

- CO Pl

Figure 155. Black Box System Block Diagram for Compressor Flow Inputs

Lyl



148

function is encoded in that designation. Thus, information such as whether
the pressure involved is suction or discharge, as well as the input and output
locations, can be obtained from the block name. ""The example, G2BA(q),
designates a forward path transfer function (G) having a discharge pressure
deviation output (2) and relates the flow deviation at the BC compressor
location (B} to the pressure deviation at the A0 location (A). This particular
function contains the dynamic portion of (3.24) with four coefficient values
given in the third through sixth row of Table 3 for the A0 output location. It
represent the response of A0 P2 to a change in B0 F2 only.
4.4 Detailing System Feedback using White Box Models

In Chapter III, the assumption was made that the responses of P1 and
P2 can be separated into components that represent the effects of a primary F2
flow and all other F2 flows. This seems a reasonable path to pursue based on a
knowledge of the fluid mechanics involved. In practice, what was presented
in Figures 56 through 61 is open to considerable interpretation. Compare
Figures 56 and 58, for instance, in which the primary components of P1 have
different values depending on whether the combined flow or separate flow
model is used to generate the plots. It is unclear whether to believe one, the
other, or neither version of this Pl component breakout. In fact, early
attempts at separating the effects of different flows included a nine input
model utilizing the nine F2 flows separately. This fails completely, with some
flows being accorded great significance while others are not weighed at all.
Undef these circumstances, assumptions are made in an effort to extend

manipulation on, and usefulness of, the white box model.
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4.4.1 Forming a Common Secondary Component. The secondary flow
(sum of flows other than the primary flow), is forced to represent an effect
that occurs over the entirety of both pressure headers. Extending this idea,
one simplifying assumption is that the secondary flow causes equal pressure
changes at each compressor location. For P1, the separate flow model
approaches this condition more satisfactorily than the combined flow model.
The separate flow model also treats the distant SY location differently,
perhaps indicating a better representation of the real system. On these
somewhat weak arguments, the separate flow model is favored for
representing the P1 response. In the case of P2, there exists only the choice of
the separéte flow model since the combined flow model was not successfully
realized.

With the exception of the SY values, coefficients for the separate flow
models are averaged to provide a common model for the secondary
components of P1 and of P2. The SY results are thrown out since they may
not be representative of the rest of the ring. Next, the common secondary
component values of both P1 and P2 are calculated, and these are subtracted
from the original pressure data to produce new data streams. This
manipulated data represents primary components for P1 and for P2 under the
assumptions that the separate flow models hold and the secondary flow
component is common. New models are then calculated for the primary
component based on this manipulated data.

Figures 156 and 157 depict model results based on the above

assumptions. Shown are the assumed common secondary component, the
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individually recalculated primary components, and the sum of each primary
component with the common primary component. The sum represents the
original data to-the same degree of accuracy that is typical of Figures 48
through 51. The models retain the forms of (3.24) for P1 and of (3.25) for P2,
and have the model coefficient values listed in Tables 4 and 5. The
coefficients values for the P1 model appear to have systematic variation from
output location to output location, but the same can not be said for values of
the P2 model. Converted to a pole-zero representation, the P2 model would
show that several output locations contain a pair of complex poles. A
potential improvement to the model for simulation purposes might include
filtering the data (as was done for the black box model) and recalculating the
primary component model, perhaps with lower order Polynomials. This

might result in less variation in P2 model coefficients with location.

Table 4. P1 and P2 Model Coefficients for Secondary Flow Input

Qutput Location P1 Coeff. Coeff. Value P2 Coeff. Coeff. Value

All Locations bl5 -5.3838e-04 bi7 -6.1626e-04
b25 +5.1337e-04 b27 +2.5289e-03
b37 +1.5394e-03

f15 -1.8786e+00 17 +2.3273e-01
£25 +8.7917e-01 27 ~-4.1284e-01
- £37 -8.0306e-01

4.4.2 The White Box System Model. The white box modeling results
thus far simply relate flows to pressures, and as they stand are not as practical
as the black box model for system simulation. However, the flow to pressure

transfer functions determined from white box modeling can also be
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Table 5. P1 and P2 Model Coefficients for Primary Flow Input

Output Location P1 Coeff.

Coeff. Value P2 Coeff.

Coeff. Value

AQ b14 -1.6034e-03 bl6 +8.4651e-03
b24 +1.5117e-03 b26 -4.,0926e-03

b36 +2.2100e-03

fi4 -1.6202e+00 f16 -2.4458e-01

24 +6.2207e-01 f26 +2.4541e-01

£36 -9.6304e-01

BO bl4 -3.3025e~03 blé6 +1.3754e-02
b24 +3.1774e-03 b26 +1.047%e-02

b36 -2.0382e-02

f14 ~-1.5264e+00 fie -6.1867e-01

24 +5.2880e-01 £26 -1.4611e-01

f36 -2.1706e-01

Co0 b14 -2.4572e-03 blé -1.3963e-02
b24 +2.3216e-03 b26 -1.8029%9e-03

b36 +2.1792e-02

f14 -1.4631e+00 f16 +3.7950e-01

£24 +4.6586e~-01 f26 -7.6871e-01

£36 -5.7813e-01

Do bl4 -1.0368e-03 blé6 -1.8212e-02
b24 +9.7724e-04 b26 +3.5843e-03

b36 +2.1508e-02

f14 -1.7493e+00 flé +7.1252e-01

24 +7.5058e-01 f26 -9.7955e-01

£36 ~6.9354e~01

EQ bl4 -8.7773e-04 ble ~-1.1914e-02
b24 +8.1101le-04 b26 +1.0642e-03

" b36 +1.4789e-02

f14 -1.7137e+00 f16 -1.0394e-01

f24 +7.1508e-01 f26 -9.8611le-01

f36 +1.1146e-01

FO bl4 ~-4.6324e-04 blé6 +7.3950e-03
b24 +4.4025e-04 b26 -1.8463e-02

b36 +1.1632e-02

f14 -1.8972e+00 fle ~-2.4938e+00

24 +8.9768e-01 26 +2.2501e+00

f36 -7.5319%9e-01

SY b14 ~2.1800e-03 bl6 -2.6162e-03
b24 +2.0734e-03 b26 +2.1672e-02

‘ b36 -1.6170e-02

f14 -1.5782e+00 f16 -7.7352e-01

f24 +5.8041e-01 £26 +1.5831e-01
-3.6988e-~01

£36
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connected in a block diagram to help explain the internal operation of the
compressor and header system. Figure 158 is such a diagram, presented in a
simplified form showing a system having only three compressor locations.
This reduction from nine to three compressor locations allows for a simpler
presentation, but the figure could also be expanded to include all locations
and inventory flows. Some blocks are taken directly from the white box
modeling, and others are derived below. Note that the white box model for
the secondary flow is not required in this system model since it's effect is
taken into account through the feedback mechanism included in the block
diagram.

Referring to Figure 158, blocks are designated so that their function is
encoded in that designation. Note that the notation used in Figure 158 is the
same as that used for fhe black box block diagram of Figure 155, but the
transfer functions represented in each have very different meanings.
Information such as whether the block is in a forward path (having flow
input) or feedback path (having pressure input), whether the pressure
involved is suction or discharge, and the input and output locations is all
obtained from the block name. For example, now the block labeled G2BA(q)

designates a forward path transfer function (G) having a discharge pressure
deviation output (2) and relates the flow deviation at the B0 compressor
location (B} to the pressure deviation at the AQ location (A). This particular
function has the form of (3.27), and has coefficient values given in the last
column of Table 5 for the A0 output location. It represent the effect on A0 P2

due to a change in B0 F2 only. Theoretically, this function works equally well
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for BO F2 changes caused either by movement of compressor valve B0 LS or
by reduction in B0 P1. Recall that BO P1 influences BO F2 since its absolute
value, BO Pla, is directly related to the density of gas entering the compressor.
The feedback of P1 influences the F2 flow in a nonlinear manner, and
thus Figure 158 does not represent a linear system. While the feedback is
negative in the sense that it acts to decrease the effect of the valve movement,
it does not enter a summing junction. Instead, the Pla value multiplies the
flow step calculated from compressor valve movement using (2.6), to arrive

at F2 flow values given by
F2(t) = Ela—l(fcil) [FLS(t—1)— fLS(E-2))]. 4.1)

Note that this multiplication is also reflected in (3.23) used in the black box
modeling to calculate flow step changes. Also, the Pla value is not linearly
related to P1 since Pla is the absolute value of the ‘suction header pressure and
P1 is the deviation from some base value in that pressure. That is, the two
differ by a changing additive value. The feedback functions, such as R1BB(q),
are thus not linear either, but could be represented by a first order equation
with an appropriate initialization of Pla. This equation takes the form

Pla(t) _Pla(t-1)+PI) 1 P
Pc Pc 1-q* Pc’

(4.2)

Since only one input location was considered when constructing the
white box model form, additional work is required to fill other blocks of
Figure 158. This could be done by processing additional data sets from other

input locations, or by simply assuming all locations behave as the B0 input
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location. The later is not unreasonable given the nearly uniform results of
the black box modeling. With nonlinear simulation software, for example
SIMULINK from the MathWorks, Inc. or with considerable dedicated
programming in MATLAB, the blocks of Figure 158 could be connected
mathematically. This would produce a more complex system model than that
of the black box model, but one providing details of flow changes around the
ring for individual compressor loader valve changes. Uses of such a model
are discussed in Section 4.6.

4.5 Disturbance Characterizations. A number of disturbances to the
system were observed during the experimental investigation. One was the
unintended movement of compressor valves, and the model for this needs
no further explanation. Another was the disturbance to P1 caused by upsets or
oscillation in the refrigerators. This disturbance enters the suction header
directly as a change in the F3 flow shown in Figure 1. A final identified
disturbance was associated with temperature changes that caused heating and
cooling of those portions of the suction and discharge header exposed to
ambient conditions. This is a very slow disturbance, but one with significant
amplitude. The direct addition of these disturbances at the plant outputs is an
appropriate way to account for all of these effects.

Typical disturbances caused by F3 can be seen in Figure 28. (Recall that
data set 22 shows the response to inventory valve changes, which perturbs
only P2.) The independent disturbance to P1 is roughly sinusoidal with period
of 740 seconds and peak amplitude of 0.03 psi, but these characteristics are

dependent on the particular data set. The phase of this signal with respect to
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inventory or compressor valve changes is arbitrary, as can be seen by
comparing different data sets. Modeling this disturbance directly from the F3
flows contained in data set 22 proves to be a difficult task. For one, the signals
are small, both of the P1 disturbance and even of the sum of all F3 flows. In
addition, the F3 instrumentation is unable to register flow at the low end so
that disturbance input signals are sometimes lost. Just as for the F2 flows, the
F3 flows are expected to produce responses that vary with location. Ideally
they would be treated individually, but changes in individual F3 flows are
often hidden by signal noise.

To mimic a refrigerator disturbance, an electric heater internal to the
A3 refrigerator was used to generate additional F3 flow, as was described in
section 2.6. By evolving gas from an inline reserve of liquid helium residing
near the refrigerator outlet, the outlet flow increased affecting P1. P2 also
increased due to the increase in fluid density at compressor inlets. For a step
in heating rate from 0 to 400 Watts, the F3 and P1 responses at B0 are as
-shown in Figures 159 and 160. The dotted trace in Figure 160 represents data,
while the solid line is the output of the model produced from that data. Note,
too, that the time axis is much shorter than other graphs presented in this
study. Figure 161 shows the model response at other locations for the 400
Watt step in heater power at A3. One model form found to work, and one

that is similar in form to (3.26), is

b18+b28-q
9 F3(t-1)+e(t). (4.3)

Pi(t)= I -
1+£18-q7 +£28-q
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Table 6. P1 Model Coefficients for A3 E3 Flow Input

Output Location P1 Coeff. Coeff. Value P1 Coeff. Coeff. Value

AQ b18 +1.80%85e~-03 f18 -1.3770e+00
b28 -1.7548e-03 28 +3.7980e-01
B b18 +4.2148e-04 f18 ~1.89211e+00
b28 -4.1726e-04 28 +9.211%e-01
Co b18 +1.8221e-03 f18 - -8.6812e-01
bh28 ~1.7168e-03 f28 -1.2478e-01
DO bl18 +1.8125e-03 f18 -3.3798e-01
b28 ~-1.6650e-03 28 -6.5002e-01
EO b18g +1.7038e-03 18 -1.1662e+00
b28 -1.6541e~-03 28 +1.6916e-01
FO bl8& +2.012%9e-03 fi8 -5.8186e-01
b28 -1.8715e-03 28 -4 . 0750e~01
SY b18 +5.1458e-(04 fi8 -1.9214e+00C
b28 ~«5.1082e-04 28 +9 .2147e-01
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Coefficients for this model are given in Table 6. The size of this disturbance is
larger than those seen in Figure 28, but may represent both cases well
considering the linearity found during the F2 modeling experience. The
heater induced response is much smaller than occurs during a major upset
such as a magnet quench, which generates large amounts of gas when
superconductivity in the magnet ceases.

For a period of over 24 hour during the data gathering, all regulation of
compressors and inventory valv-es Was halted. During this time system
pressures followed the ambient pressure quite closely as can be seen in
Figures 162 through 164. The affect on P1 for a 20 degree Fahrenheit rise is
only about twice the typical steady state disturbances caused by F3. However,
since the discharge header is directly exposed to ambient conditions, the effect
on P2 is similar in magnitude to turning on a compressor and fully loading it.
Note that the data in these figures has been resampled af one minute
intervals, and model coefficient calculations assume this as the sample time.

The model form is identical to (4.3) but the coefficients are given
different labels. The coefficients based on BO P1 and B0 P2 data are listed in
Table 7. Since ambient temperature is not location dependent, it is assumed
that the BO.coefficients model other locations as well. The model does not
take into account other atmospheric effects, such as cloud cover, that effect the
relationship. Also since only one relatively slow frequency is represented by
the input data the model may not hold for fast changes in temperature. It is
likely that this model form could be simplified further if data pre-filtering

was performed in the modeling process.
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Table 7. P1 and P2 Model Coefficients for Ambient Temp. Input

Output Location P1 Coeff.

Coeff. Value P2 Coeff.

Coeff. Value

All Locations b19
b29
f19
f29

-2
+2
-1
+3

.1785e-03
.2464e-03
.2280e+00
.1446e-01

bl0
b20
f10
120

-1

-4
-4

.2421e-01
+1 .
.8357e-01
.2796e-01

4107e-01

4.6 Recommendations for Control Improvements

In this section, operation of the control configuration presently in place

for compressor and inventory valves is explained, given the insight of this

system modeling investigation. Improvements are suggested which require

varying degree of effort to implement.
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4.6.1 Simple Loop Variable Changes. The key features of the current
scheme are regulation of local P2 pressures using local compressor loader
valves, and the regulation of the BO P1 pressure using the inventory valves.
Since it was observed that the inventory valves do not directly effect the
suction pressure, regulation of P1 occurs indirectly. For instance, once valve
B0 CL is stepped open, discharge pressure begins to fall. When it falls
sufficiently, the control loops regulating P2s increase one or more compressor
valves causing more flow into the discharge header. The equal withdrawal of
gas from the suction header causes the value of P1 to drop. To help during the
disturbance of a quench, a finite state machine recognizes the quench event
and fully opens the inventory valve to quickly transfer to the tank farm the
large amount of gas evolved from the magnets. |

Due to the large overshoot in P2 at all locations for a change in a single
compressor loading, the above scheme causes undesirable interaction among
compressor stations. Loading a compressor at one location generally can cause
the regulating machines at all other locations fo unload. Howeyer, when the
overshooting P2s come down, these other locations must load up again,
causing at best a continuous oscillating behavior. This is indeed seen with P2
Varymg sinusoidally, typically with a peak amplitude of at least 1.5 psi and
often greater. P1 under these conditions is observed to have a peak amplitude
of 0.3 psi. The inventory valve, trying to regulate P1, has some effect as well
but is too slow to adequately adjust suction pressure. Changing to a
configuration in which the compressor valves regulate P1 would eliminate

some of this poor behavior since a simpler interaction would result.
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Inventory valves would then be used to control discharge pressure in a much
more straight forward manner due to the first order relation between the B0
CL and all P2s. |

4.6.2 Loop Response Changes. Given the above proposed variable
changes in control loop configuration, the system would require tuning to
accommodate the new valve functions. With the course compressor valve
control presently available, it is unlikely that typical P1 disturbances such as
those shown in Figure 28 can be regulated away. Thus, disturbances such as
this having amplitude of under 0.1 psi and frequency on the order of le-03
hertz, should be ignored. Larger, and perhaps faster, disturbances should be
dealt with by the loop, and the quench response finite state machine should
be retained. Since the dvershoot in P2 with compressor loading is a feature of
feedback within the system, it can not be tuned away. Probably the simplest
way to deal with these P2 fluctuations is to ignore them. Thus, the inventory
valve control loop would not react much to the relatively high frequency
pulses associated with compressor loading, but would regulate for more long
term changes in the system, such as those resulting from ambient
temperature changes.

During certain periods of operation under the current scheme, stability

approaches that which might be expected with the above proposed changes.

As it happens, when compressors are not regulating because either they are
fully loaded and the desired P2 can not be achieved, or they are fully unloaded
because too many compressors are turned on, the system is relatively steady.

The inventory valve can reglilate low frequency disturbances reasonably well
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under these conditions, even though it operates on Pl indirectly. With the
more direct control proposed, regulation should improve. Either the black
box or white box model forms could help  accommodate system tuning and
simulation, or givén sufficient study time, the tuning could be performed on
the live system.

4.6.3 Advanced Control Schemes. Many variations in advanced control
schemes can be considered when a model is available. Two having
significantly different degree of implementation effort are given. A simple
scheme for system regulation, which assumes compressors are either on and
fully loaded or are off, is likely to provide the most economical operation. It
requires global intelligence by the control system in order to schedule
compressor turn on based on model predictions of which available
compressor will do the most good. The definition of most good ‘might be, for
instance, what produces the most level suction pressure profile around the
ring. It is most economical from a power standpoint because the compressor
motors run at the highest efficiency when fully loaded. In addition, no
further attention is needed for compressor valves, other than to assure that
they can load upon startup. The drawback is that the control, although very
stable, would provide only large flow steps, and the pressure header profiles
might be uneven.

Improvement in the hardware that positions compressor valves could
be designed to include reliable local mass flow regulation. With this
equipment, the mass flow provided by each compressor location would be

- regulated to a constant value at all but one location, thus eliminating the
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effect of suction pressure on compressor throughput. At the last location, the
compressor would tightly regulate P1, which would also produce only small
compressor influenced changes in P2. In exchange for the small variations in
pressures with time resulting from this scheme, relatively large variation of
pressure with location might develop. The locational preésure_ variations
could be lessened by choosing appropriate mass flow set points at each of the
flow regulated compressor locations. The sum of the flows for the flow
regulated locations would presumably be held constant, but the proportioning
of that flow sum among locations could be scheduled using the white box

model result.
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CHAPTER V
SUMMARY AND CONCLUSION
5.1 Summary of Investigation Goals and Techniques

This study has sought to characterize the slowest pressure and flow
dynamics associated with the operation of a large distributed refrigeration
system operating near its steady state conditions. Limiting the investigation
in this way, it was possible to address this primary goal on several levels of
detail. Secondary goals included: gauging the robustness of any models
developed, deciphering variation in the dynamics with location around the
refrigeration complex, obtaining a model for noise in the various signals
measured, chéracterizing. disturbances to the system, and providing
suggestions for improvement in control of the system.

First principles of ﬂuid mechanics were reviewed in order to gain
confidence that available linear modeling techniques could satisfactorily
describe the dynamics in a mathematical form. That review suggested that
not only would time invariant linear modeling based on data be appropriate,
but due to the nature of the piping configuration, it might be the only way to
obtain a useful model. The use of first principles alone might not
satisfactorily handle the mixed pipeline and reservoir functions of the suction
and discharge headers. Experiments to obtain the modeling data were
designed to make what was thought to be the best use of the data acquisition
system and study time available. Flow inputs were chosen to meet practical

concerns about accurate valve positioning and realistic magnitude changes.
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The inputs utilized addressed input directional influences as well as
locational differences.
5.2 Responses to Controllable Inputs

The study goals were met with varying degrees of success. On the most
basic level, a good understanding of the system operation was secured
through simple visual review of the experimental data. The feedback of
suction pressure resulting in changes to mass flow through compressors has a
strong influence on the system, which was not previously recognized. The
large overshoot in discharge pressure associated with a step in compressor
flow had, in the past, been attributed to oscillations typical of a poorly tuned
higher order system. The fluctuation in discharge pressure around the ring, it
was discovered, is limited to one excursion followed by a return to nearly the
original value at all location except where flow is purposely changed.

Even though the system's internal suction pressure feedback is
believed non-linear, linear models were found to satisfactorily describe the
overall affect of changing compressor flows. Fitting a black box model to the
suction and discharge, however, came after considerable evaluation of what
can be practically expected from the routines contained in the System
Identification Toolbox. Models for both pressure outputs were achieved only
after filtering out all but the lowest component of the flow and pressure
signal. Once this was performed, the model forms given in equations (3.21),
(3.22), and (3.23) were found to describe all the black box relationships between
compressor and inventory flow inputs and pressure outputs for all of the data

sets analyzed.
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Though the response shapes are the same between data sets using
compressor flow inputs, considerable variation exists in specific attributes,
such -as peak value, settling “time, and final value. Averaging model
coefficients found for like input locations provides a model that reasonably
predicts the response observed for independent validation daté sets. One
attribute that is not characterized well is the final value of discharge pressure.
This is due to the experimental design flaw of insufficient test duration,
rather than an inability to model the data. Inventory flow input models agree
very well among different data sets.

From the averaged coefficient black box model, a number of relevant
observations are drawn. First, there are definite locational trends in pressure
response to compressor flow. Pressure measurements located near to the flow
change show the most deviation from their original value and those furthest
away show the least deviation. This is clear only from the model simulation
as these locational differences are typically smaller than the noise in the data
signals. Another locational variation appears, with equal compressor flow
steps producing slightly greater pressure responses when applied at B0 than
when applied at E0 on the opposite side of the ring. For equal step inputs in
between these locations the responses are intermediate in magnitude.

Second, the model for compressor flow inputs works equally well for
positive and negative flow steps. For inventory flow inputs there may be a
difference in the response to negative and positive flow steps, but it is slight
and a single model may be used for typical flow changes. It appears that when

changing inventory flow by large steps, which changes discharge pressure
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significantly, there is a small effect on compressor flow. This compressor flow
change acts to produce a discharge pressure lower than the model would
predict for decreasing inventory flow, and it acts to produce a pressure higher
than predicted for increasing inventory flow. Third, and related to the second
observation, is that the model performed well when validated on data sets
having inputs greater than those used to construct the model.

The white box model represents a third level of data analysis. Though
only limited data sets were investigated in this detail, the results quantify
system characteristics that are important to predicting the performance of
advanced control schemes. This modeling was premised on producing direct
flow to pressure. transfer functions, and the ability to separate the pressure
response due to the manipulated compressor flow from that due to flow
changes caused by suction pressure feedback. Extending this analysis by
repeating the modeling on other data sets, or by simply utilizing the
symmetry of the system, would result in a very detailed model. The suction
pressure feedback introduces non-linear elements to the an overall system
description, and further progress with this model form therefore requires the
availability of non-linear simulation tools.

5.3 Uses for the Modeling Results |

The black box model may be used as is for design and simulation of
feedback control. The design may be as simplé as optimizing controller
coefficients for the current control scheme, or as complex as proposing a
multivariable control requiring extensive modification to the control

computer systems and software. As noted above, the black box model has not
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capture all the influences on the header pressures, and will predict responses
from some data sets better than others. The unidentified influences may be
random, as is-suggested by improvements gained by averaging of model
coefficients produced from several data sets. If this is true, there is little that
can be done to improve the model short of averaging in additional results.
But feedback control by its very nature is forgiving of errors in the model, so
properly identifying the nature of the response is perhaps more important
than getting a precise model expression.

The secondary goals of identifying and characterizing disturbances and
noise originated out of a desire to improve the fit of models for controllable
inputs. It became a useful exercise in identifying these signals in their own
right, for use in modeling a feedback control response to disturbances and
noise. Because it was necessary to filter noise and disturbances during the
black box modeling, no noise or disturbance models evolved directly from
that process. Computational efforts to identify a noise model during white
box modeling resulted only in a characterization of the noise as random. This
result is probably consistent with the nature of the input and output signals
collected. Identified disturbances are limited to the effects of changes in flows
exiting refrigerators, ambient temperature- changes, and unintentional
changes in compressor flow caused by aging equipment.

The white box modeling suggests that a tighter control of both suction
and discharge pressure might result from adding mass flow control to the
system. The proposed scheme can be investigated either through simulation

using an augmented white box model, or directly on the refrigeration system.
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The simulation method has the obvious advantage that any signal
connection is possible without breaking real hardware. It has the
disadvantage that the model as currently constructed includes several key
assumptions that have not been verified experimentally. Thus, the amplitude
of the pressure response to the primary flow is not well known prior to
performing an experiment to measure and model it directly. Ideally
developing such a control becomes an iterative process. containing steps of

modeling, experimental validation, and model correction.
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APPENDIX A

PROGRAMS FOR PRODUCING MODELS AND FIGURES
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A.1 Matlab Program ModF2.m

% A program to find model of P1 and P2 responding to an initial
% step change in compressor flow via a change in slider valve

% position. For the P1 model, narxi=[na nbnk}lis [1 1 1] for arx

% model with one input. For the P2 model, narx2=[na nb nk] is

% [2 2 1] for arx model with one input. Modeling and simulation
% are done with data manipulated to give zero value at first time
% stamp. To achive this, data up to first time stamp is taken as
%the average of values up to that point, and this average is then
% subtracted from all data. The last values of the data are

% averaged and used to extend the data. Program expects data to
% be in a standard format in matrix D.

Yo

% Following information characteristic of an individual data set
% is saved at end of program as the 19 elements of the 21 element
% vector IND.

data=18; % data set number '

hs=8; % loader house number (A0=1,...F0=8,5Y=9)
LSi=100; % initial LS loader position in percent
LS5£=92.296; % final LS loader position in percent

Patm =14.503; % atmospheric pressure in psia

Plo=1.3874; % initial P1 pressure at stepped loader
ko=90; % point prior to step input '

P=3; : % order of the Butterworth data filter
C1=0.004; % gives P1 filter cutoff frequency of 0.002 hz
kil=500; % initial sample to build extention for P1
kf1=600; % final sample to build extension for P1
C2=0.004; % gives P2 filter cutoff frequency of 0.002 hz
ki2=500; , % initial sample to build extention for P2
kf2=600; % final sample to build extension for P2
L=2400; % total length of data record created
kx=L-size(D,1); % length of extension of data points
H=1800; % number of points in final plot
kn=size(D,1); % length of data original data record

T=5; % sample time in seconds

% Find and save P2 pressure at hs, time averaged from data start
% to point ko.

P2o=mean(D(1:ko,%+hs)); % average up to step

% :

% Plotting, identification, and result information.
IND=zeros(21,1) % storage of input parameters
THl=zeros(9,13); % storage of results for P1
TH2=zeros(9,21); : % storage of results for P2
time=0:T:(L-1)*T; 7 % time in seconds

time=time’; % time as a column vector
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HOUSE=["AQ'; 'B0'; 'BA"; 'C0'; 'DQ’; "E0'; "EA"; 'FO'; 'SY'; 'IN"};
%o
% For reference, plot flows, manipulating the data similarly to
% that used for the modeling. Indices must be changed each data
% set. This data is not filtered. Note that inventory flows are
% subtracted because theirpositivechange value éffect on P2 is
% opposite to that of positive compressor flow changes.
flo=zeros(L,3); % initialze to zero
flo(1:L-kx,1:2)=[D(:,hs+18) ...
(D(:,19)+D(:,20}+D(:,21)+D(:,22)+D(:,23)+ ...
D(:,24)+D(:,25)+D(:,26)+ D(:,27)-D(:,hs+18)-D(:,28)- ...
D(:,29)); % raw data
floo(1,1:2)=mean(flo(1:ko,1:2)); % average up to step
flo(L-kx+1:L,1)=ones(kx,1)*mean(flo(L-kx-20:L-kx,1));

% build an extention
flo(L-kx+1:L,2)=ones(kx,1)*mean(flo(L-kx-20:L-kx,2));
flo(:,1)=flo(:,1)-floo(1,1); % subtract initial input value
flo(:,2)=flo(:,2)-floo(1,2);
flo(:,3)=flo(:,1)+flo(:,2); % add the two components

%
% Plot the flow data.
pno=input('Enter flow page number: ','s’)
figure(1)
set(gef, 'DefaultTextFontName', 'Palatino’)
orient tall
subplot(2,1,1)
set(gca,' Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H), flo(1:H,1), 'y', time(1:H), flo(1:H,2), 'm")
ylabel('Flow Deviation [g/s]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec]')
hx=get(gca, 'xlabel’);
set(hx, 'FontName', 'Palatino')
axis([0 (H+1)*T -20 20])
set(gca, 'FontName', 'Palatino’)
fig=input('Enter separate flow figure number:','s")
h=text(4500, -28.6, ['Figure ', fig, '. ', HOUSE(hs,1), ...
HOUSE(hs,2), ' F2 Flow and FS from Data Set ', ...
num2str({data)]);
set(h, '"HorizontalAlignment', 'center’)
grid
h=text(9270, 26.2, pno);
set(h, 'HorizontalAlignment', 'right’)
subplot(2,1,2)
set{gca,' Position’,[0.258, 0.160, 0.625, 0.302])
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plot{time(1:H), flo(1:H,3), 'c")
ylabel('Flow Deviation [g/s]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec])
hx=get(gca, 'xlabel");
set(hx, 'FontName', 'Palatino')
axis([0 (H+1)*T -20 20])
set(gca, 'FontName', 'Palatino’)
fig=input('Enter combined flow figure number: ',"s")
h=text(4500, -28.6, ['Figure ', fig, '. Sum of’,
HOUSE(hs,1), HOUSE(hs,2), ...
' F2 Filow and FS Flow from Data Set ',
num2str(data)l);
set(h, 'HorizontalAlignment', 'center')
grid
print -dps2
pause
% Flow step size calculation for loader changes.
Pc=15.9; % base pressure for loader/flow calibration
C(1:6)=[0.0015928689 -0.40467791 34.59480361 -958.9842469 ...
5.371698113 -482.3767296];
% for initial loader position
if LSi < 98
F2i=C(1)*LSiN3+C(2)*LSir2+C(3)* LSi+C(4);
F2i=(F2i*(Plo+Patm)/Pc);
else '
F2i=C(5)*LSi+C(6);
F2i=(F2i*(Plo+Patm)/Pc);
end
% for final loader position
if LSf < 98
F2f=C(1)*LSfA3+C(2)*LS{A2+C(3)* LSf+C(4);
F2f=(F2f*(Plo+Patm}/Pc);
else
F2f=C(5)*LS£+C(6);
E2f=(F2f* (Plo+Patm)}/Pc);
end ,
step=F2f-F2i % initial flow step size
Yo
% Set up the input. Flow step size taken directly from the data.
u=zeros(L,1);
u(ko+1:L,1)=ones(L-ko,1)*step; % build the step starting at
% point ko+1
% Also build a unit step 1nput to simulate all data sets on an
% equal basis.
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uu=zeros(L,1);
uu(ko+1:L,1)=ones(L-ko,1);

%
% Perform model calculations for P1 and P2.

for i=1:9 % i is an index for location.
0/0 Setup the Ploutput . S — U e e
yl=zeros(L,1); o
y1(1:L-kx,1)=D(:,i); % raw data
vlo=mean(yl(l:ko,l1)); % average up to step
y1(1:ko,1)=ones(ko,1)*ylo; % set all values up to step
% to equal yo
yl(kf1+1:L,1)=ones(L-kfl:L,1)*mean(yl(kil:kf1,1)};
% build the extension

yl=yl-ylo; % subtract initial value from output

% .

% Set up the input/output pair.
z1=[y1(1:L) uJ; % output and input, as defined above
z1f=idfilt({z1(:,:),P,C1); % non-causal filter of z

%

% Compute the P1 model and find the sum of the squared errors.
narxl=[111}; % [na nb nk] for arx
tharxl=arx(zlf, narxi, [], T); % calculate using filtered z
ysim1(:,i)=idsim ([z1(:,2)],tharx1); % simulate using input
searxl=(ysim 1(1:L-kx,i)-z1(1:L-kx,1)).A2;

‘ % sum of squared errors between
ssearxl=sum (searxl); % model and unfiltered output
searxfl=(ysim 1(1:L-kx,i)-z1f(1:L-kx,1)).A2;

% sum of squared errors between
ssearxfl=sum (searxfl); % model and filtered output

% Also simulate a unit step input. -
ysim1(:,i+9)=idsim (uu(:,1),tharxl); % uu is a unit step

%

% Look at the zero-pole structure.

{zepol, K1]=th2zp(tharxl); % pole and gain

KP1=K1(2,1}); % gain

[zel, pol]=getzp(zepol,1,1); % pole

fvarxl=(tharx1(3,2}))/(1+tharx1(3,1)); % final value

Y%

% Save 13 items that characterize the results of the P1 modeling
in matrix THI.

% First save the parameter values and corresponding gain, zero,
and poles.

TH1(i,1)=tharx1(3,1); % al
TH1(i,2)=tharx1(3,2); % bl
TH1(i,3)=K1(2,1); % K

THI1(i,4)=zepol1(2,3); % pl
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% Second, save the standard deviation of above values.

THI1(i,5)=tharx1(4,1); % al

TH1(1,6)=tharxi(5,2); % bl

TH1(,7)=K1(3,1); % K

TH1(i,8)=zepo1(2,4); % pl

% Third, save miscellaneous values.

TH1(i,9)=tharx1(1,1); % variance of the noise
TH1(i,10)=tharx1(2,1); % Akaike's final prediction error
TH1(i,11)=ssearx]; % sum of squared errors, unfiltered
TH1(i,12)=ssearxfl; % sum of the squared errors, filtered
TH1(i,13)=fvarxl; % final value to unit step input

%

% Set up the P2 output.

y2=zeros(L,1);
v2(1:L-kx,1)=D(:,9+1i); % raw data
y2o=mean(y2(1:ko,1)); % average up to step
y2(1:ko,l)=ones(ko,1)*y20; % set all values up to step to

' % equal yo
y2(L-kx+1:L,1)=ones(kx,1)*mean(y2(ki2:kf2,1));

% build the extension

y2=y2-y20; % subtract initial value from output

%o

% Set up the input/output pair.
z2=[y2(1:L) u]; % output and input, z, defined above
z2f=idfilt(z2(:,:),P,C2); % non-causal filter of z

0/0

% Compute the model and find the sum of the squared errors.
narx2=[2 2 1]; % [na nb nk] for arx with one input
tharx2=arx(z2f, narx2, [], T); % calculate using filtered z

% w/extension
ysim2(:,i)=idsim ([z2(:,2)],tharx2); % simulate using input
searx2=(ysim2(1:L-kx,i)~-z2(1:L-kx,1)).A2;
% sum of squared errors between
ssearx2=sum (searx2); % model and unfiltered output
searxf2=(ysim 2(1:L-kx,1)-z2£(1:L-kx,1))."2;
% sum of squared errors between
ssearxf2=sum (searxf2); % model and filtered output
% Also simulate a unit step input.

ysim2(:,i+9)=idsim (uu(:,1),tharx2}; % uu is a unit step
%
% Look at the zero-pole structure.
[zepo2, K2]=th2zp(tharx2); % zero, poles, and gain
KP2=K2(2,1); % gain
[ze2, po2]=getzp(zepo2,1,1); % zero and poles

fvarx2=(tharx2(3,3)+tharx2(3,4))/(1+tharx2(3,1)+tharx2(3,2));
% final value
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%

% Save 21 items that characterize the results of the modeling in
% matrix TH2. First save the parameter values and corresponding
% gain, zero, and poles.

TH2(i,1)=tharx2(3,1); % al

TH2(1,2)=tharx2(3,2); Yo a2

TH2(i,3)=tharx2(3,3); % bl

TH2(i,4)=tharx2(3,4); % b2

TH2(i,5)=K2(2,1); % K

TH2(i,6)=zepo2(2,1); % z1

TH2(i,7)=zepo2(2,3); % pl

TH2(i,8)=zep02(3,3); % p2

% Second, save the standard deviation of above values.
TH2(i,9)=tharx2(4,1); % al

TH2(i,10)=tharx2(5,2); % a2

TH2(i,11)=tharx2(6,3); % bl

TH2(i,12)=tharx2(7,4); % b2

TH2(i,13)=K2(3,1); % K

TH2(i,14)=zep02(2,2); % z1

TH2(i,15)=zepo2(2,4); % pl

TH2(i,16)=zepo2(3,4); % p2

% Third, save miscellaneous values.

TH2(i,17)=tharx2(1,1); % variance of the noise
TH2(i,18)=tharx2(2,1); % Akaike's final prediction error
TH2(i,19)=ssearx2; % sum of squared errors, unfiltered
TH2(i,20)=ssearxf2; A % sum of the squared errors, filtered
TH2(i,21)=fvarx2; % final value to unit step input

%

% Plot P1 and P2 data and result at individual locations for the
% flow step.
pno=input(]'Enter ', HOUSE(i, 1), HOUSE(i,2), ' pg number: '], 's’)
figure(2)
set(gcf, 'DefaultTextFontName', 'Palatino’)
orient tall
% Plot P1 result.
subplot(2,1,1) .
set(gca, Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H,1), ysim1(1:H,i), 'y-', time(1:H,1), z1£(1:H,1), ...
'm--', time(l:ko,1), D(1:ko,i)-ylo, ...
‘g, time(ko+1:L-kx,1), zl(ko+1:L-kx,1), 'g:")
ylabel('Pressure Deviation [psi]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino')
xlabel('Time [sec]')
hx=get(gca, "xlabel");
set(hx, 'FontName', 'Paldatino’)



if step > 0 % for F2 increases
axis(f0 (H+1)*T -0.3001 0.0501})
set(gca, 'FontName', 'Palatino')
text(ko*5+500, 0.025, [num2str(step),’ g/s Step'], ...
"Vertical Alignment', top', ...
'"Horizontal Alignment', left')
text(ko*5+500, 0.025, [ Data Set ', num 2Zstr{data)], ...
"Vertical Alignment’, bottom ', ...
'HorizontalAlignment',' left")
fig=input({'Enter ', HOUSE(i,1), HOUSE(,2), ...
" P1 figure number: '],'s")
h=text(4500, -0.376, ['Figure ', fig,". '
HOUSE(i, 1), HOUSE(i,2), ...
' P1 Data, Filtered Data, and Model for Step in ', ...
HOUSE(hs,1), HOUSE(hs,2), ' F2']);
set(h, '"HorizontalAlignment', 'center')
h=text(9270, 0.105, pno});
set(h, 'HorizontalAlignment', 'right')
else

g e

axis([0 (H+1)*T -0.0501 0.3001]) % for F2 decreases
set(gca, 'FontName', 'Palatino')
text(ko*5+500, -0.025, [num2str(step),' g/s Step'], ...
"Vertical Alignment', "top’, ...
'HorizontalAlignment', 'left') _
text(ko*5+500, -0.025, ['Data Set ', num2str(data)], ...
"VerticalAlignment','bottom "', ...
'HorizontalAlignment', left')
fig=input(['Enter ', HOUSE(i,1), HOUSE(,2), ...
' P1 figure number: '],'s')
h=text(4500, -0.126, ['Figure ', fig, '. '
HQUSE(i,1), HOUSE(1,2), ...
' P1 Data, Filtered Data, and Model for Step in ', ...
HOUSE(hs,1), HOUSE(hs,2), ' E2']);
set(h, 'HorizontalAlignment', 'center')
h=text(9270, 0.355, pno);
set(h, 'HorizontalAlignment', 'right')
end -
grid
% Plot P2 result.
subplot(2,1,2)
set(gca, Position’',[0.258, 0.160, 0.625, 0.302])
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plot(time(1:H,1), ysim2(1:H,i), 'y-', time(1:H,1), z2f(1:H,1), ...

'm--', time(1:ko,1), D(1:ko,9+i)-y2o0, ...

‘g, time(ko+1:L-kx,1), z2(ko+1:L-kx,1), "g:"}
ylabel(' Pressure Deviation [psil')
hy=get(gca, 'ylabel'});



set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec])

hx=get(gca, 'xlabel');

set(hx, 'FontName', 'Palatino’)

if step > 0 % for F2 increases

else

end

grid
print -dps2

pause
end
%

% Plot all the P1 simulations for the step input calculated from

axis([0 (H+1)*T 0.5 2.5)

set(gca, 'FontName', 'Palatino’)

text(ko"“5+500 -0.25, [num ZStr(step), g/s Step' ],

'Vertical Alignment’, top y e
HorlzontalAhgnment ‘left')

text(ko*5+500, -0.25, [ Data Set ', num 2str(data)], ...

"VerticalAlignment'," bottom’,
‘HorizontalAlignment', left")
fig=input(['Enter ', HOUSE(i, 1), HOUSE(,2), ...
" P2 figure number: "],'s")
h=text(4500, -1.145, ['Figure ', fig, '. ', ...
HOUSE(i,1), HOUSE(i,2), ...

' P2 Data, Filtered Data, and Model for Stepin ', ...

HOUSE(hs,1), HOUSE((hs,2), ' F2']);
set(h, 'HorizontalAlignment', 'center')

axis([0 (H+1)*T -2.5 0.5)) % for F2 decreases
set(gca, 'FontName', 'Palatino’)

text(ko*5+500, 0.25, [num 2str(step),’ g/s Step'], ...

'Vertical Alignment', top’, ...
‘HorizontalAlignment','left')

text(ko*5+500, 0.25, ['Data Set ', num2str(data)], .

'VerticalAlignment', bottom "',
'HorizontalAlignment','left")
fig=input(['Enter ', HOUSE(]i,1), HOUSE(,2), ...
' P2 figure number: '],'s")
h=text(4500, -3.145, ['Figure ', fig, ". ', ..
HOUSE(i,1), HOUSE(i,2), ...

' P2 Data, Filtered Data, and Model for Step in ’, ...

HOUSE(hs,1), HOUSE(hs,2), " F2']);
set(h, 'HorizontalAlignment', 'center')

% required to see result

% loader data.
% Sort house names on basis of last value in plot.

[s1,d1]=sort(ysim1(L-kx-ko,1:9}); % d1 has sorted house index

182
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% based on last data; I=smallest
pno=input('Enter all models page number:','s")
figure(3)
set(gcf, 'DefaultTextFontName', 'Palatino')
orient tall
subplot(2,1,1)
set(geca,' Position',{0.258, 0.630, 0.625, 0.302])
plot(time(1:H,1),ysim 1(ko:ko+H-1,1),'y-", ...
time(1:H,1},ysim1(ko:ko+H-1,2),'m-',
time(1:H,1),ysim1(ko:ko+H-1,3},'¢c-', ...
time(1:H,1),ysim1(ko:ko+H-1,4),'r-", ...
time(1:H,1),ysim1(ko:ko+H-1,5),' g-', ...
time(1:H,1},ysim 1(ko:ko+H-1,6),'b-", ...
time(1:H,1),ysim 1(ko:ko+H-1,7),'W—',
time(1:H,1), ysim 1(ko:ko+H-1,8),' r-*, ...
time(1:H,1),ysim 1(ko:ko+H-1,9),’ g—')
ylabel(' Pressure Deviation [psi])
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec]'}
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino'}
if step >0 % for F2 increases
axis([0 (H+1)*T -0.3001 0.0501})
set(gca, 'FontName', 'Palatino')
md=(min(ysim1(:,d1(9))))/2;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d1(j),1), HOUSE(d1(j),2)], ...
"VerticalAlignment','bottom ', ...
'HorizontalAlignment', right')
hold on _
plot([3200+(j*550) 3700+ (j*550)], ...
fmd ysim1(ko+(3700+j*550)/T, d1(j)}
text(200, 0.025, ...
[ Flow Step ="', num2str(step),’ g/s'], ..
'"Vertical Alignment','middle’, ..
"HorizontalAlignment','left’)
end
fig=input('Enter P1 model output figure number: ','s")
h=text(4500, -0.376, ['Figure ', fig, ...
'. P1 Model for Step in ‘,
HOUSE(hs,1), HOUSE(hs,2), ...
' F2 from Data Set ', num2str(data)l);
set(h, 'HorizontalAlignment', 'center')
h=text(9270, 0.105, pno);
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set(h, 'HorizontalAlignment’, 'right')
else
axis([0 (H+1)*T -0.0501 0.3001]) % for F2 decreases
set(gca, 'FontName', 'Palatino’)
md=(max(ysim1(:,d1(1))))/2;
for j=1:1:9 - o -
text(3200+(j*550), md, ...~ _
[HOUSE(d1(10-j),1), HOUSE(d1(10-j),2)], ...
'VerticalAlignment', top', ...
'HorizontalAlignment','right')
hold on
plot([3200+(j*550) 3700+ (j*550)], ...
[md ysim1(ko+(3700+j*550) /T, d1(10-j))])
text(200, -0.025, ...
[ Flow Step = ', num2str(step),’ g/s'l], ...
"Vertical Alignment','middle’, ...
'HorizontalAlignment','left')
end
fig=input('Enter. P1 model output figure number: ','s")
h=text{4500, -0.126, ...
[ Figure ', fig, !. P1 Model for Step in ', ...
HOUSE(hs,1), HOUSE(hs,2), ...
" F2 from Data Set ', num2str(data)]);
set(h, 'HorizontalAlignment', 'center')
h=text(9270, 0.355, pno);
set(h, 'HorizontalAlignment', 'right')
end
hold off
grid
Y%
% Plot all the P2 models for the step input calculated from loader
% data.
% Sort house names on basis of last value in plot.
[s2,d2]=sort(ysim2(L-kx-ko,1:9)); % d2 has sorted house index
% based on time of last data; 1=smallest
subplot(2,1,2)
set(gca, Position',[0.258, 0.160, 0.625, 0.302])
plot(time(1:H,1),ysim2(ko:ko+H-1,1),'y-", ...
time(1:H,1),ysim2(ko:ko+H-1,2),' m-', ...
time(1:H,1),ysim2(ko:ko+H-1,3},'¢c-", ...
time(1:H,1},ysim2(ko:ko+H-1,4),'r-', ...
time(1:H,1),ysim2(ko:ko+H-1,5),'g-', ...
time(1:H,1),ysim2(ko:ko+H-1,6),'b-", ...
time(1:H,1),ysim2(ko:ko+H-1,7),'w-', ...
time(1:H,1),ysim2(ko:ko+H-1,8),'r-", ...
time(1:H,1),ysim2(ko:ko+H-1,9),"g-")
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ylabel(' Pressure Deviation [psi])
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino')
xlabel("Time {[sec]')
hx=get(gca, 'xlabel");
set(hx, 'FontName', 'Palatino')
if step > 0 % for F2 increases
axis([0 (H+1)*T -0.5 2.5])
set(gca, 'FontName', 'Palatino’)
md=(max(ysim2(:,d2(9)))+ysim2(1600,d2(9})))/2;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d2(10-j),1), HOUSE(d2(10-j),2)], ...
'VerticalAlignment','bottom ', ...
‘HorizontalAlignment', right') .
hold on .
plot([3200+(j*550) 3700+(j*550)], ...
[md ysim2(ko+(3700+j*550)/T, d2(10-j))])
text(200, -0.25, ...
[ Flow Step = ', num2str(step)," g/s'}], ...
"VerticalAlignment','middle’, ...
‘HorizontalAlignment', left’)
end :
fig=input('Enter P2 model output figure number: ','s")
h=text(4500, -1.145, ...
[[Figure ', fig, '. P2 Model for Stepin ', ...
HOUSE(hs,1), HOUSE(hs,2), ...
" F2 from Data Set ', num2str(data)]);
set(h, "HorizontalAlignment', ‘center’)
else
axis([0 (H+1)*T -2.5 0.5]) % for F2 decreases
set(geca, 'FontName', 'Palatino’)
md=(min(ysim2(:,d2(1)))+ysim 2(1600,d2(1)))/2;
for j=1:1:9
text(3200+(j*550), md , ...
[HOUSE(d2(j),1), HOUSE(d2(j},2)], ..
"VerticalAlignment', top’, ..
‘HorizontalAlignment','right')
hold on
plot([3200+(j*550) 3700+ (j*550)], ...
[md ysim2(ko+(3700+j*550) /T, d2(j))])
text(200, 0.25, ...
[Flow Step = ', num2str(step),’ g/s'], ..
'VerticalAlignment', ‘'middle’, ...
" 'HorizontalAlignment', left")
end '
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fig=input('Enter P2 model output figure number: ','s")
h=text(4500, -3.145, ...
[Figure ', fig, '. P2 Model for Stepin ', ...
HOUSE(hs,1), HOUSE(s,2), ...
' F2 from Data Set ', num2str(data)]);
set(h, '"HorizontalAlignment', 'center’)
end o -
hold off
grid
print -dps2
pause
%
% Plot all the P1 models for the unit step input.
% Sort house names on basis of last value in plot.
[s1,d1]=sort(ysim 1(L-kx-ko,10:18)); % d1 has sorted house
- % index
pno=input('Enter all unit step page number: ','s")
figure(4)
set(gcf, 'DefaultTextFontName', 'Palatino’)
orient tall
subplot(2,1,1)
set(gca,' Position',[0.258, 0.630, 0.625, 0.302])
set(gca,' YtickLabelMode',"manual’)
plot(time(1:H,1),ysim1(ko:ko+H-1,10),"y-, ...
time(1:H,1),ysim1(ko:ko+H-1,11),'m-", ...
time(1:H,1),ysim 1(ko:ko+H-1,12),'c-', ...
time(1:H,1),ysim1(ko:ko+H-1,13),'r-', ...
time(1:H,1),ysim1(ko:ko+H-1,14),'g-", ...
time(1:H,1),ysim1(ko:ko+H-1,15),'b-', ...
time(1:H,1),ysim1(ko:ko+H-1,16),'w-', ...
time(1:H,1),ysim1(ko:ko+H-1,17),'r-", ...
time(1:H,1),ysim1(ko:ko+H-1,18),' g-")
ylabel(' Pressure Deviation [psi]')
hy=get(gca, 'ylabel');
set(hy, 'FontName’, 'Palatino’)
xlabel('Time [sec])
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino')
axis([0 (H+1)*T -0.02 0.005}) % F2 increases only

set(gca,' YTickLabels',[-0.020 -0.015 -0.010 -0.005 0 0.005})

md=(min(ysim1(:,d1(9}+9)))/2;
for j=1:1:9
text(3200+(j*550), md, ... |
[HOUSE(d1(j),1), HOUSE(d1{j),2)], ...
'Vertical Alignment’', bottom ', ...
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'‘HorizontalAlignment','right')
hold on
plot([3200+(j*550) 3700+ (j*550)], ...
[md ysim1(ko+(3700+i*550)/T, d1(j)+9)])
end
hold off
fig=input('Enter P1 model output figure number: ','s’)
h=text(4500, -0.0255, ['Figure ', fig, ...
'. P1 Model for Unit Step in ', ...
HOUSE(hs,1), HOUSE(hs,2), ...
' F2 based on Data Set ', num2str(data)l]);
set(h, '"Horizontal Alignment’, 'center’)
h=text(9270, 0.0089, pno);
set(h, "HorizontalAlignment’, 'right')
grid

% Plot all the P2 simulations for the unit step input.
% Sort house names on basis of last value in plot.
[s2,d2)=sort(ysim2(L-kx-ko,10:18}); % d2 has sorted house

% index

subplot(2,1,2)
set(gca,  Position',[0.258, 0.160, 0.625, 0.302])
plot(time(1:H,1),ysim2(ko:ko+H-1,10),"y-", ...

time(1:H,1),ysim2(ko:ko+H-1,11),'m-', ...
time(1:H,1),ysim2(ko:ko+H-1,12),'c-", ...
time(1:H,1),ysim2(ko:ko+H-1,13),'r-', ...
time(1:H,1),ysim2(ko:ko+H-1,14},'g-', ...
time(1:H,1),ysim2(ko:ko+H-1,15),"b-", ...
time(1:H,1),ysim2(ko:ko+H-1,16),'w-', ...
time(1:H,1),ysim2(ko:ko+H-1,17),'r-, ...
time(1:H,1),ysim2(ko:ko+H-1,18),'g-")

ylabel(' Pressure Deviation [psi]')

hy=get(gca, 'ylabel');

set(hy, 'FontName', 'Palatino’)

xlabel('Time [sec]')

hx=get(gca, 'xlabel');

set(hx, 'FontName', 'Palatino')
axis([0 (H+1)*T -0.04 0.16]) % F2 increases only
set(gca, 'FontName', 'Palatino’)
set(gca,'YTick',[-0.040 0 0.040 0.080 0.120 0.160])
set(gca, YTickLabels',[-0.040 0 0.040 0.080 0.120 0.160])
md=(max(ysim2(:,d2(9)+9))+ysim2(1600,d2(9)+9))/2;
for j=1:1:9

text(3200+(j*550), md, ...
[HOUSE(d2(10-j),1), HOUSE(d2(10-j),2)], ...
"VerticalAlignment','bottom ', ...
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hold off
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‘HorizontalAlignment','right')

hold on
plot([3200+(j*550) 3700+ (j*550)], ...

[md ysim2(ko+{(3700+j*550)/T, d2(10-j)}+9)]

fig=input("Enter P2 'model output figure number: ',’s")
h=text(4500, -0.084, ['Figure ', fig, ...

. P2 Model for Unit Step in ', ...

HOUSE(hs,1), HOUSE(hs,2), ...
' F2 based on Data Set’', num 2str(data)]);
set(h, "HorizontalAlignment', 'center’)

grid
print -dps2
%
THI;
TH?2;

% display results summary
% display results summary

% Save information used to set up calculations for INDividual

% data set.
IND(1)=data;
IND(2)=hs;
IND(3)=LSi;
IND(4)=LSf;
IND(5)=Patm;
IND{6)=Plo;
IND(7)=ko;
IND(8)=P;
IND(9)=C1;
IND(10)=kil;
IND(11)=kfl;
IND(12)=C2;
IND(13)=ki2;
IND(14)=kf2;
IND(15)=L;
IND(16)=kx;
IND(17)=H;
IND(18)=kn;
IND(19)=T;
IND(20)=step;
IND(21)=P2o0;

% data set number
% loader house number (A0=1,...F0=8,5Y=9)
% initial LS loader position in percent
% final LS loader position in percent
% atmospheric pressure in psia
% initial P1 pressure at stepped loader
% point prior to step input
% order of the Butterworth data filter
% filter cutoff frequency of 0.002 hz for P1
% initial sample to build extention for P1
% final sample to build extension for P1
% filter cutoff frequency of 0.002 hz for P2
% initial sample to build extention for P2
% final sample to build extension for P2
% total length of data record created
% length of extension of data points
% number of points in final plot
% length of original data record
% sample time in seconds
% flow step size
% averaged initial P2 pressure at hs
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A.2 Matlab Program ModFC.m

% A program to find model of P2 responding to an initial step

% change in inventory flow via a change in valve position.

% For the P2 model, narxl=[na nbnk]is {1 1 1] for arx model with
% one input. Modeling and simulation are done with data

% manipulated to give zero value at first time stamp. To achive
% this, data up to first time stamp is taken as the average of

% values up to that point, and this average is then subtracted

% from all data. The last values of the data are averaged and used
% to extend the data tail.

Yo

% Following information characteristic of an individual data set
% is saved later as the 16 element vector IND. (element 15 holds
% step size calculated below, element 16 has initial P1 pressure)

data=21; % data set number

hs=10; % house number (always 2 for IN)
EVi=56.951; % initial valve position in percent
EVf=61.143; % final valve position in percent
Patm =14.380; % atmospheric pressure in psia
P20=292.13; % initial P2 pressure at valve (B0 P2)
ko=59; % point prior to step input

P=3; % order of the Butterworth data filter
C2=0.004; % P2 filter cutoff frequency 0.002 hz
L=2200; : % total length of data record created
kx=L-size(D,1); "% length of extension of data points
H=1800; % number of points in final plot
kn=size(D,1); % length of data original data record
T=5; % sample time in seconds

Yo

% Find and save P1 pressure at hs, time averaged from data start
% to ko.

Plo=mean(D(1:ko,2)); % average up to step at B0

Yo

% Plotting, identification, and result information.
IND=zeros(16,1); % storage of input parameters
TH2=zeros(9,13); % storage of results for P2
time=0:T:(L-1)*T; % time in seconds
time=time'; % time as a column vector

HOUSE=['AQ"; 'B0'; 'BA"; 'C0'; 'D0'; "E0'; "EA'; 'F0'; 'SY'; 'IN'];
%
% For reference, plot flows, manipulating the data similarly to
% that used for the modeling. Indices must be changed each data
% set. This data is not filtered.
flo=zeros(l.,4); % initialze to zero
flo{1:L-kx,1:3)=[D(:,28) ... '
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D(:,29) (D(:,19)+D(:,20)+D(:,21)+D(:,22) ...
+D(:,23)+D(:,24)+ D(:,25)+ D(:,26)+D(:,27)}]; % raw data
floo(1,1:3)=mean{(flo(1:ko,1:3)); % average up to step
flo(L-kx+1:L,1)=ones(kx,1)*mean(flo(L-kx-20:L-kx,1));
% build an extention
flo(L-kx+1:L,2)=onestkx,1)*mean(flo(L-kx-20:L-kx,2));
flo(L-kx+1:L,3)=ones{kx,1)*mean(flo(L-kx-20:L-kx,3));

flo(:,1)=flo(:,1)-floo(1,1); % subtract initial input
% value from all, FC

flo(:,2)=flo(:,2)-floo(1,2); % and for FD

flo(:,3)=flo(:,3)-floo(1,3); % sum of F2

flo(:,4)=tlo(:,3)-flo(:,1)-flo(:,2); % combine three
% components for plotting only
OA) -
% Plot the flow data.
pno=input('Enter first flow page number: ','s")
figure(l)
set(gef, 'DefaultTextFontName', 'Palatino’ )
orient tall
subplot(2,1,1)
set(gca, Position’,[0.258, 0.630, 0.625, 0.302])
plot(time(1:H), flo(1:H,1), 'y'")
ylabel('Flow Deviation [g/s]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel('Time ([sec]')
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino’)
axis({0 (H+1)*T -20 20])
set(gca, 'FontName', 'Palatino')
fig=input('Enter seperate FC flow figure number: ','s")
h=text(4500, -28.6, ['Figure ', fig, ". ', ...
" FCInventory Flow from Data Set’
num2str(data)]);
set(h, 'HorizontalAlignment', ‘center’)
h=text(9270, 26.2, pno);
set(h, 'HorizontalAlignment', 'right')
grid
subplot(2,1,2)
set(gca, Position',[0.258, 0.160, 0.625, 0.302])
plot(time(1:H), flo(1:H,2), 'b")
ylabel('Flow Deviation [g/s]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec]')
hx=get(gca, 'xlabel');
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set(hx, 'FontName', 'Palatino')
axis([0 (H+1)*T -20 20])
set(gca, 'FontName', 'Palatino’)
fig=input('Enter seperate FD flow figure number:’,'s")
h=text(4500, -28.6, ['Figure ', fig, '. ', ...
"' FD Inventory Flow from Data Set ', ...
num2str(data)l);
set(h, 'HorizontalAlignment', 'center’)
grid
print -dps2
pause
Yo
pno=input('Enter second flow page number: ','s")
figure(2)
set(gef, 'DefaultTextFontName', 'Palatino’)
orient tall ‘
subplot(2,1,1)
set(gca, Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H), flo(1:H,3), 'r")
ylabel('Flow Deviation [g/s])
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino')
xlabel('Time [sec]')
hx=get(gca, 'xlabel");
set(hx, 'FontName', 'Palatino’)
axis([0 (H+1)*T -20 20])
set(gca, 'FontName', 'Palatino')
fig=input( ...
'Enter combined F2 flow figure number: ','s’)
h=text(4500, -28.6, ['Figure ', fig, '. ', ...
"Sum of F2 Flows from Data Set ', ...
num2str(data)]);
set(h, 'HorizontalAlignment', 'center')
h=text(9270, 26.2, pno);
set(h, '"HorizontalAlignment', 'right')
grid
subplot(2,1,2)
set(gca,'Position',[0.258, 0.160, 0.625, 0.302])
plot(time(1:H), flo(1:H,4), 'm")
ylabel('Flow Deviation [g/s]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino')
xlabel('Time ([sec]')
hx=get(gca, 'xlabel’);
set(hx, 'FontName', 'Palatino’)
axis([0 (H+1)*T -20 20])
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set(gca, 'FontName', 'Palatino’)
fig=input( ...
"Enter combined all flow figure number: ,'s")
h=text(4500, -28.6, ['Figure *, fig, ". ', ..
" Net Flow Change into Discharge Header from Data Set '
num2stF(data)]);
set(h, 'HorizontalAlignment', ‘center"')
grid
print -dps2
pause
Yo
% Calculate step size dlrectly from data. Average values up to step
% for initial flow, and skip five sample times for step to settle
% prior to evaluating final flow as an average of 25 values.
step=mean(D(ko+5:ko+30,28))-mean(D(1:ko,28));
% Set up the input. Flow step size taken directly from the data.
u=zeros(L,1);
u(ko+1:L,1)=ones(L-ko,1)*step; % build the step starting at
% point ko+1 :
% Also build a unit step input to simulate all data sets on an
% equal basis.
uu=zeros(L,1); .
uu(ko+1:L,1)=0ones(L-ko,1);
%
% Perform model calculations for P2.
ysim2(:,:)=zeros(L,18);
for i=1:9 % 1 is an index for location.
% Set up the P1 output to plot as reference later.
yl=zeros(L-kx,1);

y1(1:L-kx,1)=D(:,i); % raw data

ylo=mean(yl(1l:ko,1)); % average up to step

y1(1l:ko,1)=ones(ko,1)*ylo; % set all values up to step
% to equal yo

yl=y1l-ylo; % subtract initial value from all output

% Set up the P2 output.
y2=zeros(L-kx,1);

y2(1:L-kx,1)=D(:,i+9); % raw data
y2o=mean(y2(1:ko,1)); % average up to step
y2(1:ko,1)=ones(ko,1)*y2o0; % set all values up to step
% to equal yo

y2=y2-y20; % subtract initial value from all output

%o

% Set up the input/output pair.
z2={y2(:) u(1:L-kx}}; % output and input, above
z2f=idfilt(z2(:,:),P,C2); . % non-causal filter of z

%
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% Compute the P2 model and find the sum of the squared errors.

narx2={111]; % [na nb nk] for arx
tharx2=arx(z2f, narx2, [], T); % calculate w/0 extension
ysim2(:,i)=idsim(u,tharx2); % simulate using input

searx2={ysim2(1:L-kx,1)-z2(:,1)).72; % sum of squared
' % errors between model
ssearx2=sum (searx2); % and unfiltered output
searxf2=(ysim 2(1:L-kx,i)-z2f(:,1)).2; % sum of squared
% errors between model

~ ssearxf2=sum (searxf2); % and filtered output

% Also simulate a unit step input. '
ysim2(:,i+9)=idsim (uu(:,1),tharx2); % uu is a unit step

Yo
% Look at the zero-pole structure.
[zepo2, K2]=th2zp(tharx2); % pole and gain
KP2=K2(2,1); % gain
[ze2, po2]=getzp(zepo2,1,1); % pole

fvarx2=(tharx2(3,2))/(1+tharx2(3,1)); % final value

. ;

Yo

% Save 13 items that characterize the results of the P1 modeling
in matrix THI1.

% First save the parameter values and corresponding gain, zero,
and poles.

TH2(i,1)=tharx2(3,1); % al

TH2(i,2)=tharx2(3,2); % bl

TH2(i,3)=K2(2,1); % K

TH2(i,4)=zepo2(2,3); % p1

% Second, save the standard deviation of above values.
TH2(i,5)=tharx2(4,1); % al

TH2(i,6)=tharx2(5,2); % bl

TH2(i,7)=K2(3,1); % K

TH2(i,8)=zepo2(2,4); % pl

% Third, save miscellaneous values.

TH2(i,9)=tharx2(1,1); % wvariance of the noise
TH2(i,10)=tharx2(2,1); % Akaike's final prediction error
TH2(i,11)=ssearx2; % sum of the squared errors, unfiltered
TH2(i,12)=ssearxf2; % sum of the squared errors, filtered
TH2(i,13)=fvarx?2; % final value to unit step input
Y

% Plot P1 data just for reference.

pno=input( ...

['Enter ', HOUSE(i, 1), HOUSE(i,2), ' page number:'],'s')
tigure(3)
set(gef, 'DefaultTextFontName', 'Palatino’)
orient tall
subplot(2,1,1)
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set(gca, Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1l:ko,1), D(1:ko,i)-ylo, 'g!', time(ko+1:L-kx,1), ...
yl(ko+1:L-kx,1}, "g:")
ylabel('Pressure Deviation [psi]’)
hy=get(gca, "ylabel');
set(hy, "FontName', "Palatino’)
xlabel{'Time [sec]')
hx=get(gca, 'xlabel’);
set(hx, 'FontName', 'Palatino')
axis({0 (H+1)*T -0.1501 0.1501})
set(gca, 'FontName', 'Palatino')
text(ko*5+1000, -0.125, [num2str(step),’ g/s Step'], ...
'Vertical Alignment'," top’, ...
'HorizontalAlignment','left")
text(ko*5+1000, -0.125, ['Data Set ', num2str(data)], ...
'VerticalAlignment','bottom’, ...
'HorizontalAlignment', left")
fig=input(['Enter ', HOUSE(i, 1), HOUSEC(i,2), ...
' P1 figure number: '],'s")
h=text(4500, -0.215, ['Figure ', fig, '. °
HOUSE(i,1), HOUSE(,2), ...
' P1 Data for Step in FC']);
set(h, 'Horizontal Alignment', 'center')
h=text(9270, 0.197, pno);
set(h, "HorizontalAlignment', 'right')
grid
% Plot P2 data and result at individual locations for the flow step.
subplot(2,1,2)
set(gca, Position’,[0.258, 0.160, 0.625, 0.302])
plot(time(1:H,1), ysim2(1:H,i), 'y-', time(1:L-kx,1)}, ...
z2f(1:L-kx,1), 'm--', time(1l:ko,1), D(1:ko,9+i)-y2o0, ...
‘g, time(ko+1:L-kx,1), z2(ko+1:L-kx,1), "g:")
ylabel(' Pressure Deviation [psi]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino")
xlabel('Time [secl')
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino’)
if step < 0 % for FC decreases
axis([0 (H+1)*T -2 16])
set(gca, 'FontName', 'Palatino’)
set(gca, YTick',[-202 46 810 12 14 16])
set{gca, YTickLabels',[-202 4 6 8 10 12 14 16])
text(ko*5+1000, 1.0, [num 2str(step),’ g/s Step'], ...
'VerticalAlignment', top’, ...
'HorizontalAlignment','left")

;o oran



else

end
grid
print -dps2
pause
end
Yo

text(ko*5+1000, 1.0, ['Data Set ', num2str(data)], ...
"VerticalAlignment’,'bottom”, ...
'HorizontalAlignment','left')

fig=input(['Enter ', HOUSE(i, 1), HOUSE(,2), ...

. ' P2 figure number: '],'s")

h=text(4500, -5.90, ['Figure ', fig, . '
HQUSE(i,1), HOUSE(i,2), ...

' P2 Data, Filtered Data, and Model for Step in FC']);

set(h, 'HorizontalAlignment', 'center"')

o

axis{[0 (H+1)*T -16 2] % for FC increases

set(gca, 'FontName', 'Palatino’)

set(gca,' YTick',[-16 -14 -12 -10 -8 -6 -4 -2 0 2])

set(gca, YTickLabels',[-16 -14 -12 -10 -8 -6 -4 -2 0 2])

text(ko*5+1000, -1.0, [num2str(step),' g/s Step'], ...
‘Vertical Alignment'," top’', ...
'"HorizontalAlignment',' left')

text(ko*5+1000, -1.0, ['Data Set ', num2str(data)], ...
'VerticalAlignment','bottom’, ...
'HorizontalAlignment','left")

fig=input([ Enter ', HOUSE(i, 1), HOUSE(,2), ...

' P2 figure number: "},'s")
h=text(4500, -19.90, ['Figure ', fig, '. '
HOUSE(i,1), HOUSE(i,2), ...

' P2 Data, Filtered Data, and Model for Step in FC']);

set(h, 'HorizontalAlignment', 'center')

FEEERY

% required to see result
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% Plot all the P2 simulations for step input calculated from data.
% Sort house names on basis of last value in plot.
[s2,d2]=sort(ysim2(ko+H-1,1:9));

pno=input('Enter all P2 models and unit step page number:

figure(4)

; 8

set(gcf, 'DefaultTextFontName', 'Palatino’)

orient tall
subplot(2,1

f]')

set(gca, Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H,1),ysim2(ko:ko+H-1,1},'y-', ...

time(1:H,1),ysim2(ko:ko+H-1,2),'m-", ...
time(1:H,1),ysim2(ko:ko+H-1,3), ¢-'
time(1:H,1),ysim2(ko:ko+H-1,4),"r-'
time(1:H,1),ysim2(ko:ko+H-1,5),' g-'

!
Fonrt
r

's')



ylabel('Pressure Deviation [psi])
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time(1:H,1),ysim2(ko:ko+H-1,6),'b-', ...
time(1:H,1),ysim2(ko:ko+H-1,7),'w-", ...
time(1:H,1),ysim2(ko:ko+H-1,8), r-',
time(1:H,1),ysim2(ko:ko+H-1,9),' g-")

set(hy, 'FontName', 'Palatino')
xlabel('Time {[sec]')

hx=get(gca, 'xlabel');

set(hx, 'FontName', 'Palatino') _
if step < 0 % for FC decreases

axis({0 (H+1)*T -2 16])
set(gca, 'FontName', 'Palatino’)
set(gca,' YTick',[-20246 810 12 14 16])
set(gca,' YTickLabels',[-2 02 4 6 810 12 14 16])
md=(max(ysim2(:,d2(9))))/2;
for j=1:1:9
text(3200+(j*550), md , ...
[HOUSE(d2(10-j),1), HOUSE(d2(10-j),2)], -..
‘Vertical Alignment',"top', ...
'HorizontalAlignment','right")
hold on
plot([3200+(j*550) 3700+ (j*550)], ..
[md ysim2(ko+(3700+j*550) /T, d2(10-j))])
text(200, -1, ...
[ Flow Step = ', num2str(step),’ g/s'}], ...
"Vertical Alignment','middle’, ...
'HorizontalAlignment’,'left")
end
fig=input('Enter P2 model output figure number: ','s’")
h=text(4500, -5.90, ['Figure ', fig, ...
". P2 Model for Step in FC from Data Set ', ...
num2str(data)));
set(h, 'HorizontalAlignment', 'center')

h=text(9270, 18.8, pno);
set(h, 'HorizontalAlignment', 'right’)

else

axis([0 (H+1)*T -16 2]) % for FC increases
set(gca, 'FontName', 'Palatino’)
set(gca,' YTick',[-16 -14 -12 -10 -8 -6 -4 -2 0 2])
set(gca," YTickLabels',[-16 -14 -12 -10 -8 -6 -4 -2 0 2])
md=(min(ysim2(:,d2(9))))/2;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d2(j),1), HOUSE(d2(j),2)], ...
"Vertical Alignment','bottom ', ...
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'HorizontalAlignment', right’)
hold on
plot([3200+(j*550) 3700+ (j*550)], ...
[md ysim2(ko+(3700+j%550)/T, d2(j))D)
text(200, 1, ...
[Flow Step ="', num2str(step),’ g/s'}], ...
'VerticalAlignment','middle’,
'HorizontalAlignment','left')

end
fig=input{'Enter P2 model output figure number: ','s")
h=text(4500, -19.90, ['Figure ', fig, ...
". P2 Model for Step in FC from Data Set ',
nusttr(data)])
set(h, 'HorizontalAlignment’, center)
h= text(9270 4.8, pno);
set(h, "HorizontalAlignment', 'right')
end '
hold off
grid
%
% Plot all the P2 simulations for the unit step input.
% Sort house names on basis of last value in plot.
[s2,d2]=sort(ysim 2(ko+H-1,10:18));
subplot(2,1,2)
set(gca,' Position',[0.258, 0.160, 0.625, 0.302])
plot{time(1:H,1),ysim2(ko:ko+H-1,10)," y-',
time(1:H,1),ysim2(ko:ko+H-1,11),'m-',
time(1:H,1),ysim2(ko:ko+H-1,12),'c-,
time(1:H,1),ysim2(ko:ko+H-1,13),'r-',
time(1:H,1),ysim2(ko:ko+H-1,14),'g-',
time(1:H,1),ysim2(ko:ko+H-1,15),'b-",
time(1:H,1),ysim2(ko:ko+H-1,16),"w-',
time(1:H,1),ysim2(ko:ko+H-1,17), r-,
time(1:H,1),ysim2(ko:ko+H-1,18),'g-")
ylabel(' Pressure Deviation [psi]')
hy=get(gca, 'ylabel');
set(hy, 'FontName", 'Palatino’)
xlabel('Time [sec])
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino’)
axis{[0 (H+1)*T -2 0.4]) % for FC increases
set(gca, 'FontName', 'Palatino’)
set(gca,' YTick',[-2.0 -1.60 -1.20 -0.80 -0.40 0 0.40])
set(gca,' YTickLabels', [-2.0 -1.60 -1.2 -0.80 -0.40 0 0.40])
md= (m1n(ys1m2( ,d2(9)+9)))/2;
e for j=1:1:9



end
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text(3200+(j*550), md, ...
[HOUSE(d2(j),1), HOUSE(A2(j),2)], --.
'VerticalAlignment','bottom"’, ...
'HorizontalAlignment',' right')

hold on

plot([3200+(j*550) 3700+ (j*550)], ...

[md ysim2(ko+{3700+j%550) /T, d2(j)+9)])

fig=input('Enter P2 model output figure number: ','s’)
h=text(4500, -2.53, [ Figure ', fig, ...

‘. P2 Model for Unit Step in FC Based on Data Set ', ...
num 2str(data)]);

set(h, '"HorizontalAlignment', 'center’)

hold off

grid
print -dps2
%
IND(1)=data;
IND(2)=hs;
IND(3)=EVi;
IND(4)=EVf{;
IND(5)=Patm;
IND(6)=P20;
IND(7)=ko;
IND(8)=P;
IND(9)=C2;
IND(10)=L;
IND(11)=kx;
IND(12)=H;
IND(13)=kn;
IND(14)=T;
IND(15)=step;
IND(16)=Plo;

Yo
%
%
Yo
Yo
%
%
%o
%
Yo
%o
%
Yo
%
%
%

data set number

valve house number (always IN=10)
initial valve position in percent
final valve position in percent
atmospheric pressure in psia
initial P2 pressure at valve (B0 P2)
point prior to step input

order of the Butterworth data filter
P2 filter cutoff frequency 0.002 hz
total length of data record created
length of extension of data points
number of points in final plot
length of data original data record
sample time in seconds

flow step size calculated from data
averaged initial P1 pressure at B0
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A .3 Matlab Program SimF2.m

% A program to simulate system response using models

% developed for compressor flow changes. A data set is used for
% comparision, with an initial flow step size being the only item
% calculated from that data set. Model coefficients in matrix C are
% assumed to be loaded into the session, and the P1 and P2 data
% come from matrix D.

%o
data=25; % data set number
hs=8&; % loader house no (A0=1,...F0=8,5Y=9)
LSi=100; % initial LS loader position in percent
L5f=0; % final LS loader position in percent
Patm =14.468; % atmospheric pressure in psia

" Plo=1.3776; % initial P1 pressure at stepped ioader
ko=121; % point prior to step input
L=2400; % total length of data record created
kx=L-size(D,1); % length of simulation beyond data
H=1800; % number of points in final plot
kn=size(D,1); % length of data original data record
T=5; % sample time in seconds

% Find and save P2 pressure at hs, time averaged from data start
% to ko.

P2o=mean(D(1:ko,9+hs}); % average up to step

%

% Plotting, identification, and result information.
IND=zeros(14,1); % storage of input parameters and sse
time=0:5:(L-1)*5; % time in seconds

time=time'; % time as a column vector
SSE=zeros(9,2); : % storage of sum of squared errors

HOUSE=['A0'; 'B0'; '"BA'; 'C0'; 'DQ'; "EQ"; '"EA'; 'FO'; 'SY'; 'IN'[;
%

% Map BA and EA locations to use the model coefficients for B0
% and EOC.

% SY is not modeled as an input house.

if hs == 1 inloc=1;

elseif hs == 2 iloc=2;

elseif hs == 3 iloc=2;

elseif hs == 4 iloc=3;

elseif hs == 5 iloc=4;

elseif hs == 6 iloc=5;

elseif hs == 7 iloc=5;

elseif hs == 8 iloc=6;

end

%

% For reference, plot flows, manipulating the data similarly to
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% that used for the modeling. Indices must be changed each data
% set. This data is not filtered. Note that inventory flows are
% subtracted because their positive change value effect on P2 is
% opposite to that of positive compressor flow changes.
flo=zeros(L,3); % initialze to zero
flo(1:L-kx,1:2)=[D(: hs+18)
(D(:,19)+D(:,20)+D(: 21)+D( 22)+D( ,23)+ ..
D(:,24)+D(:,25)+ D(:,26)+ D(:,27)-D(:,hs+18)-D(:,28)- ...
D(:,29)]; % raw data
floo(1,1:2)=mean(flo(1:ko,1:2)); % average up to step
flo(L-kx+1:L,1)=ones(kx,1)*mean(flo(L-kx-20:L-kx,1));

% build an extention
flo(L-kx+1:L,2)=ones(kx,1)*mean{flo(L-kx-20:L-kx,2));
flo(:,1)=flo(:,1)-floo(1,1); % subtract initial input

%value from all
flo(:,2)=flo(:,2)-floo(1,2);
flo(:,3)=flo(:,1)+flo(:,2); % add the two components

% for plotting only

%
% Plot the flow data.
pno=input('Enter flow page number: ','s')
flgure(l)
set(gef, 'DefaultTextFontName’, Palatlno )
orient tall
subplot(2,1,1)
set(gca, Position’,[0. 258 0.630, 0.625, 0.302])
plot(time(1:H), flo(1:H,1), 'y', time(1:H), flo(1:H,2), ‘'m")
ylabel('Flow Deviation [g/s]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xtabel('Time [sec]')
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino')
axis([0 (H+1)*T -60 60))
set(gca, 'FontName', 'Palatino’)
fig=input('Enter seperate flow figure number: ','s')
h=text(4500, -85.8, ['Figure ', fig, '. ', ...
HOUSE(hs,1), HOUSE(hs,2), ...
" F2 Flow and Secondary Flow from Data Set ',
num2str(data)]);
set(h, '"HorizontalAlignment', 'center')
h= text(9270 78.6, pno);
set(h, HorlzontalAhgnment 'right')
grid
subplot(z 1,2)
set(gca, Position"',[0.258, 0.160, O 625, 0.302])
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plot(time(1:H), flo(1:H,3), 'c')
Y ylabel(' Flow Deviation [g/s])
""" hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec]')
hx=get(gca, 'xlabel’);
set(hx, 'FontName', 'Palatino')
axis(I0 (H+1)*T -60 601)
set(gca, 'FontName', 'Palatino’)
fig=input('Enter combined flow figure number: ','s")
h=text(4500, -85.8, ['Figure ', fig, '. Sum of ', ...
- HOUSE(hs,1), HOUSE(hs,2), ...
' F2 Flow and Secondary Flow from Data Set ', ...
num 2str(data)]);
set(h, 'HorizontalAlignment', ‘center’)
grid
print -dps2
pause
%
% Flow step size calculation used for loader changes.
Pc=15.9;
a=0.0015928689;
b=-0.40467791;
c=34.59480361;
d=-958.9842469;
e=5.371698113;
f=-482.3767296;
% for initial loader position:
if LSi < 80 % if loader is less than 80
F2i=0; % assume compressor turn on
elseif LSi < 98
F2i=a*LSiN3+b*LSiN2+c*LSi+d;
F2i=(F2i*(Plo+Patm)/Pc);

else
Fi=e*LSi+f;
F2i=(F2i*{Plo+Patm)/Pc);
end
% for final loader position:
if LSf < 80 % if loader is less than 80%

F2£=0; % assume compressor furn off
elseif LSf < 98
F2f=a*LS{f"3+b*LSf 2+ c*LSf+d;
F2f=(F2£*(Plo+Patm)/Pc);
else
F2f=e*LSf+f;

\ )

. F2f=(F2f*(Plo+Patm)/Pc);
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end
simstep=F2f-F2i % initial step size in flow,
u=zeros(L, 1); % set up the input by building

u{ko+1:L,1)=ones(L-ko,1)*simstep; % the step starting at ko+1

% Create model theta from previously determined coefficients

% residing in matrix C.

ysimPl=zeros(L,1);

ysim P2=zeros(L,1);

for i=1:9
Plal=C(6* (iloc-1)}+1,1);

P1bi=C(6* (iloc-1)+2,i);
P2a1=C(6*(iloc-1)+3,i);
P2a2=C(6* (iloc-1}+4,i);
P2b1=C(6* (iloc-1)+5,1);
P2b2=C(6*(iloc-1)+6,i);
Al1=[1 Plal]j;

B1=[0 P1b1};

A2=[1 P2al P2a2];
B2=[0 P2b1 P2b2];
thPl=poly2th(A1,B1);
thP2=poly2th(A2,B2); .

% Detrend pressure to the average of values prior to flow step.
yPlo=mean{(D(1:ko,i)); % average up to step for P1
yP1(:,i)=D(:,i)-yPlo; % subtract initial value from output
yP2o=mean(D(1:ko,i+9)); % average up to step for P2
yP2(:,1)=D(:,1+9)-yP20; % subtract initial value from output:

% Simulate the P1 response to a step.
ysimP1(:,i)=idsim (u,thPl); % simulate P1 using input
seP1=(ysim P1(1:L-kx,i)-yP1(1:L-kx,1}).72; % sum of

% squared errors between model
SSE(i,1)=sum (seP1); % and unfiltered input, P1

% Simulate the P2 response to a step.
ysim P2(:,i)=idsim (u,thP2); % simulate P2 using input
seP2=(ysim P2(1:L-kx,i)-yP2(1:L-kx,i))."2; % sum of

% squared errors between model
SSE(i,2)=sum (seP2); % and unfiltered output, P2

%

% Plot P1 and P2 data and simulation at individual locations for

% the flow step.

pno=input( ...

['Enter ', HOUSE(i, 1), HOUSE(4,2), ' page number: '},'s")
figure(2) '

set(gctf, 'DefaultTextFontName’, 'Palatino’)

orient tall

% Plot P1 result.
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subplot(2,1,1)
set(gca, Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H,1), ysim P1(1:H,i), 'y-', ...
time(1:L-kx,1), D(1:L-kx,i)-yPlo, 'g:")
ylabel(' Pressure Deviation [psi]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel(' Time [sec]')
hx=get(gca, 'xlabel’);
set(hx, 'FontName', 'Palatino')
if simstep > 0
axis([0 (H+1)*T -0.800 0.100]) % for F2 increases
set(gca, 'FontName', 'Palatino')
set(geca,"YTick', ...
{-0.8 -0.7 -0.6 -0.5-0.4 -0.3 -0.2 -0.1 0.0 0.1}
set(geca," YTickLabels', ...
{-0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1])
text(ko*5+500, 0.05, [num2str(simstep),’ g/s Step'], ...
'Vertical Alignment', top’,
'HorizontalAlignment', 'left")
text(ko*5+500, 0.05, [ Data Set ', num2str(data)], ...
'Vertical Alignment','bottom ', ...
'HorizontalAlignment','left')
fig=input(['Enter ', HOUSE(i,1), HOUSE(,2), ...
" P1 figure number: '],'s")
h=text(4500, -0.995, ['Figure ', fig, '. ', ...
HOUSE(i,1), HOUSE(,2), ..
' P1 Data and Simulation for Stepin ', ...
HOUSE(hs,1), HOUSE(hs,2), ' E2']);
set(h, 'HorizontalAlignment', 'center’)
h=text(9270, 0.241, pno); .
set(h, 'HorizontalAlignment', 'right')
else
axis([0 (H+1)*T -0.100 0.800]) % for F2 decreases
set(gca, 'FontName', 'Palatino’)
set(gca,"YTick’, ... ,
[-0.10.00.10.20.30.40.50.6 0.7 0.8])
set(gea,' YTickLabels', ... .
[(0.10.00.10.20.30.40.50.60.70.8)
text(ko*5+500, -0.05, [num 2str(simstep),’ g/s Step'], ...
'VerticalAlignment', top’, ..
'HorizontalAlignment’', left')
text(ko*5+500, -0.05, [ Data Set ', num2str(data)], ...
"VerticalAlignment','bottom ', ..
'HorizontalAlignment','left’)
fig=input(['Enter ', HOUSE(i, 1), HOUSE(i,2), ...
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" P1 figure number: '],'s")
h=text(4500, -0.290, ['Figure ', fig, '. ', ...
HOUSE(i,1), HOUSE(,2), -..
' P1 Data and Simulation for Step in ', ...
HOUSE(hs,1), HOUSE(hs,2), ' F2']);
set(h, "HorizontalAlignment', 'center')

h=text(9270, 0.941, pno);
set(h, 'HorizontalAlignment', 'right')

end
grid

% Plot P2 result.

subplot(2,1,2)

set(gca, Position',[0.258, 0.160, 0.625, 0.302])
plot{time(1:H,1), ysimP2(1:H,i), 'y-', ...

time(1l:L-kx,1), D(1:L-kx,9+1)-yP20, 'g:")

ylabel('Pressure Deviation [psi])
hy=get(gca, 'ylabel');

set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec])

hx=get(gca, 'xlabel");

set(hx, 'FontName', 'Palatino')
if simstep > 0

else

axis([0 (H+1)*T -2 7)) % for F2 increases
set(gca, 'FontName', 'Palatino’)
set(gca,'YTick',[-2-101234567))
set(geca,' YTickLabels',[-2-101234567])
text(ko*5+500, -0.5, [num 2str(simstep),’ g/s Step'], ...
"VerticalAlignment', top’, ...
'HorizontalAlignment','left’)
text(ko*5+500, -0.5, ['Data Set ', num2str(data)}, ...
"VerticalAlignment', bottom’, ...
'"HorizontalAlignment','left')
fig=input({'Enter ', HOUSE(i, 1), HOUSE(i,2), ...
' P2 figure number: '],'s")
h=text(4500, -3.95, ['Figure ', fig,'. ', ...
HOUSE(i, 1), HOUSE(,2), ...
" P2 Data and Simulation for Step in ', ...
HOUSE(hs,1), HOUSE(hs,2), ' F2']);
set(h, 'HorizontalAlignment', 'center')

axis([0 (H+1)*T -7 2]) % for F2 decreases

set(gca, 'FontName', 'Palatino’)

set(gca,'YTick',[-7 -6 -5-4-3-2-101 2])

set(gca,' YTickLabels',[-7 -6 -5 -4 -3 -2 -1 0 1 2]})

text(ko*5+500, 0.25, [num 2str(simstep),’ g/s Step'], ...
'Vertical Alignment', top’, ...
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"HorizontalAlignment','left")
text(ko*5+500, 0.25, ['Data Set ', num 2sfr(data)], ...
"VerticalAlignment','bottom’, ...
'HorizontalAlignment', left')
fig=input([' Enter ', HOUSE(i,1), HOUSE(,2), ...
' P2 figure number: '],'s")
h=text(4500, -8.90, ['Figure ', fig, '. '
HOUSE(i,1), HOUSE(,?2), ...
' P2 Data and Simulation for Step in ', ...
HOUSE(hs,1), HOUSE(hs,2), ' F2'));
set(h, '"Horizontal Alignment', 'center’)

PR

end
grid
pause % required to see result
print -dps2
end
% Plot all the P1 simulations for the step input calculated from
% loader data. Sort house names on basis of last value in plot.
[s1,d1]=sort(ysim P1(L-kx-ko,1:9)); % d1 has sorted house
| % index based on last data; 1=smallest
pno=input('Enter all models page number:','s’
figure(3)
set(gef, 'DefaultTextFontName', 'Palatino’)
orient tall
subplot(2,1,1)
set(gca,' Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H,1),ysimPi(ko:ko+H-1,1),"y-', ...
time(1:H,1),ysimPl(ko:ko+H-1,2),'m-', ...
time(1:H,1),ysimP1(ko:ko+H-1,3),'c-', ...
time(1:H,1),ysimP1l(ko:ko+H-1,4),'r-", ...
time(1:H,1),ysimP1(ko:ko+H-1,5),'g-', ...
time(1:H,1),ysimP1(ko:ko+H-1,6),'b-", ...
time(1:H,1),ysimPl(ko:ko+H-1,7),'w-', ...
time(1:H,1),ysimP1(ko:ko+H-1,8),'r-', ...
time(1:H,1),ysimPl(ko:ko+H-1,9),' g-')
ylabel(' Pressure Deviation [psi]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino')
xlabel('Time [sec]')
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino’)
if simstep > 0 _
axis([0 (H+1)*T -0.800 0.100]) % for F2 increases
set(gca, 'FontName', 'Palatino’)
set(geca, YTick', ...
' [-0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1])
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set(gca,' YTickLabels', ...
[-0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1])
md=(min(ysimP1(:,d1(9))))/2;
for j=1:1:9
text(3200+(j*550), md, ... _ -
~ '[HOUSE(d1(j),1), HOUSE(d1(j},2)], ...
'VerticalAlignment','bottom ", ...
'HorizontalAlignment', right')
hold on ‘
plot{[3200+(j*550) 3700+ (j*550)], ...
md ysimP1(ko+(3700+j*550)/T, d1(j))])
text(200, 0.05, ...
[Flow Step = ', num2str(simstep),” g/s'], ...
'Vertical Alignment','middle’, ...
'HorizontalAlignment', left')
end
fig=input('Enter P1 model output figure number: ','s")
h=text(4500, -0.995, ...
[Figure ', fig, '. P1 Simulation for Stepin ', ...
HOUSE(hs,1), HOUSE(hs,2), ...
- 'F2 from Data Set ', num2str(data)]);
set(h, 'HorizontalAlignment’, 'center')
h=text(9270, 0.241, pno);
set(h, "HorizontalAlignment', 'right')
else
axis{[0 (H+1)*T -0.100 0.800]) % for F2 decreases
set(gca, 'FontName', 'Palatino’)
set(gca,' YTick', ...
[-0.10.00.10.20.30.40.50.60.70.8))
set(geca,’ YTickLabels', ...
[-0.10.00.10.20.3040.50.60.70.8))
md=(max(ysimP1(:,d1(1))))/2;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d1(10-j),1), HOUSE(d1(10-j),2)], ...
'VerticalAlignment', top', ...
'HorizontalAlignment','right')
hold on ‘
plot([3200+(j*550) 3700+ (j*550)], ...
. {md ysimP1(ko+(3700+j*550)/T, d1(10-j )]
text(200, -0.05, ...
['Flow Step = ', num2str(simstep),” g/s'], ...
'VerticalAlignment','middle’, ...
'HorizontalAlignment', left")
end
fig=input('Enter P1 model output figure number: ','s’)
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% Plot all the P2 simulations for the step input calculated from

h=text(4500, -0.395, ...
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[[Figure ', fig, '. P1 Simulation for Step in ', ...

HOUSE(hs,1), HOUSE(hs,2), .
' F2 from Data Set ', num2str(data)]);
set(h, 'HorizontalAlignment', 'center')
h=text(9270, 0.941, pno);
set(h, 'HorizontalAlignment', 'right')
end
hold off
grid

loader data.
% Sort house names on basis of last value in plot.

[s2,d2]=sort(ysim P2(L-kx-ko,1:9));
% index based on time of last data; 1=smallest

% d2 has sorted house

subplot(z 1,2)
set(gca, Position',[0.258, 0.160, 0.625, C. 302])
plot(time(1:H,1),ysimP2(ko:ko+H-1,1),'y-',

time(l:H,l),ysimPZ(ko:ko+H—1,2),'m-’,
time(1:H,1),ysimP2(ko:ko+H-1,3),'¢c-", ...
time(1:H,1),ysimP2(ko:ko+H-1,4),'r-', ...
time(1:H,1),ysimP2(ko:ko+H-1,5}," g-', ...
time(1:H,1),ysimP2(ko:ko+H-1,6),' b-", ..
time(1:H,1),ysimP2(ko:ko+H-1,7),' w-',
time(1:H,1),ysimP2(ko:ko+H-1,8),'r-',
time(1:H,1),ysimP2(ko:ko+H-1,9), g-')
ylabel(' Pressure Deviation [psi]')
hy=get(gca, "ylabel');
set(hy, 'FontName', 'Palatino')
xlabel('Time [sec])
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino")
if simstep > 0
axis([0 (H+1)*T -2 7]) % for F2 increases
set(gca, 'FontName’', 'Palatino')
set(gca,‘YTick',[-2 -101234567))
set(gca,'YTickLabels',[-2-101234567])
md=(max{ysimP2(: d2(9)))+ys1mP2(1600 d2(9)))/2;
for j=1:1:9
text(3200+(j*550), md,

[HOUSE(d2(10),1), HOUSE(dZ(lO i),2)1 ...

"VerticalAlignment','bottom ', ...
'HorizontalAIignment' 'right')
hold on-
plot([3200+(j*550) 3700+()*550)]



else

end

hold

grid
print -dps2
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[Imd ysimP2(ko+(4000+j*600)/T, d2(10-j))])
text(200, -0.50, ...
['Flow Step = ', num2str(simstep),' g/s'], ...
'VerticalAlignment','middle’, ...
L 'HorizontalAlignment','left'). .
end . _ .
fig=input('Enter P2 model output figure number: ','s")
h=text(4500, -3.95, ['Figure ', fig, ...
. P2 Simulation for Step in ', ...
HOUSE(hs,1), HOUSE(hs,2), ...
' F2 from Data Set ', num 2str(data}]);
set(h, "HorizontalAlignment', 'center')

axis([0 (H+1)*T -7 2]) % for F2 decreases
set(gca, 'FontName', 'Palatino’)
set(gca,' YTick',[-7 -6 -5-4-3-2-1012))
set(gca, YTickLabels',[-7 -6 -5-4-3-2-101 2}
md=(min{ysimP2(:,d2(1)})+ysimP2(1600,d2(1)))/2;
for j=1:1:9
text(3200+(j*550), md , ...
[HOUSE(d2(j),1), HOUSE(d2(j),2)], ---
'VerticalAlignment', top', ...
'HorizontalAlignment','right')
hold on
plot([3200+(j*550) 3700+ (j*550}], ...
[md ysimP2(ko+(3700+j%550)/T, d2G))])
text(200, 0.50, ...
[[Flow Step = ', num2str(simstep),’ g/s'], ...
'VerticalAlignment','middle’, ...
'"HorizontalAlignment', left')
end
fig=input('Enter P2 model output figure number: ','s")
h=text(4500, -9.95, [ Figure ', fig, ...
". P2 Simulation for Stepin ', ..
HOUSE(hs,1), HOUSE(hs,2), ...
" F2 from Data Set ', num2str(data)]);
set(h, 'HorizontalAlignment’, 'center')

off
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A .4 Matlab Program SimFC.m

% An program to simulate system response using models

% developed for inventory flow changes. A data set is used for
% comparision, with an initial flow step size being the only item
% taken from that data set. Model coefficients in matrix C are

% assumed to be loaded into the session, and the P2 data come

% from matrix D.

Yo

data=28; % data set number

hs=10; % loader house no (always 10 for IN)
EVi=59.335; % initial valve position in percent
EV{=56.997; % final valve position in percent
Patm=14.438; % atmospheric pressutre in psia
P20=285.25; % initial P2 pressure at valve (B0 P2)
ko=68; % point prior to step input

L=2400; % total length of data record created
kx=L-size(D,1); % length of simulation beyond data
kn=size(D,1); . % length of data original data record
H=1800; % number of points in final plot
T=5; % sample time in seconds

%

% Find and save P1 pressure at hs, time averaged from data start
0/o to kO.

Plo=mean(D(1:ko,2)); % average up to step at B0

%

% Plotting, identification, and result information.
IND=zeros(14,1); % storage of input parameters and sse
time=0:5:(L-1)*5; % time in seconds

time=time'; % time as a column vector
S55E=zeros(9,2); % storage of sum of squared errors

HOUSE=["AQ'; 'B0'; 'BA"; 'C0'; 'D0'; "E0Q"; "EA"'; 'FO'; 'SY'; 'IN'];
%
% For reference, plot flows, manipulating the data similarly to
% that used for the modeling. Indices must be changed each data
% set. This data is not filtered.
flo=zeros(L,4); % initialze to zero
flo(1:L-kx,1:3)=[D(:,28) ...
D(:,29) (D(:,19)+D(:,20)+ D(:,21)+ D(:,22)+ D(:,23) ...
+D(:,24)+D(:,25)+D{(:,26)+D(:,27))}; % raw data
floo(1,1:3)=mean(flo(1:ko,1:3)); % average up to step
flo(L-kx+1:L,1)=ones(kx,1)*mean(flo{L-kx-20:L-kx,1});

% build an extention
flo(L-kx+1:L,2)=ones(kx,1)*mean (flo{L-kx-20:L-kx,2)});
flo(L-kx+1:L,3)=ones(kx,1)*mean(flo(L-kx-20:1-kx,3));
flo(:,1)=flo(:,1)-floo(1,1); % subtract initial value from FC
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flo(:,2)=flo(:,2)-floo(1,2); % and from FD
flo(:,3)=flo(:,3)-floo(1,3); % sum of F2
flo(:,4)=flo(:,3)-flo(:,2}-flo(:,1); % net flow INTO discharge
%
% Plot the flow data.
~ pno=input('Enter first flow page number: ','s")
figure(1)
set(gcf, 'DefaultTextFontName', 'Palatino')
orient tall
subplot(2,1,1)
set(gca, Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H), flo(1:H,1), 'y")
ylabel(' Flow Deviation [g/s])
hy=get(gca, 'ylabel");
set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec])
hx=get(gca, 'xlabel’);
set(hx, 'FontName', 'Palatino’)
axis([0 (H+1)*T -60 60])
set(gca, 'FontName', 'Palatino’)
fig=input('Enter seperate FC flow figure number: ','s")
h=text(4500, -85.8, ['Figure ', fig, '. ', ...
' FC Inventory Elow from Data Set ', ...
num2str{data)]);
set(h, "HorizontalAlignment', ‘center')
h=text(2270, 78.6, pno);
set(h, 'HorizontalAlignment', 'right')
grid
subplot(2,1,2)
set(gca,' Position',[0.258, 0.160, 0.625, 0.302])
plot(time(1:H), flo(1:H,2), 'b")
ylabel('Flow Deviation [g/s]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec] )
hx=get(gca, 'xlabel’);
set(hx, 'FontName', 'Palatino’)
axis({0 (H+1)*T -60 60])
set(gca, 'FontName', 'Palatino')
fig=input('Enter seperate FD flow figure number: ','s")
h=text(4500, -85.8, ['Figure ', fig, '. ', ... -
" FD Inventory Flow from Data Set ', ...
num2str(data)]);
set(h, 'HorizontalAlignment', 'center’)
grid
print -dps2
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pause
pno=input('Enter second flow page number: ','s’)
figure(2)
set(gcf, 'DefaultTextFontName', 'Palatino’)
orient tall
subplot(2,1,1)
set(gca,' Position',{0.258, 0.630, 0.625, 0.302})
plot{time(1:H), flo(1:H,3), 'r'")
ylabel('Flow Deviation [g/s]')
hy=get(gca, 'ylabel’);
set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec]')
hx=get(gca, 'xlabel’);
set(hx, 'FontName', 'Palatino’)
axis([0 (I—I+1)*T -60 60])
set(gca, 'FontName', 'Palatino’)
fig=input('Enter seperate flow flgure number: ',’s')
h=text(4500, -85.8, [ Figure ', fig, '. ', ...
"Sum of F2 Flows from Data Set ',
num2str{data)}]);
set(h, "HorizontalAlignment', 'center’)
h=text(9270, 78.6, pno); -
set(h, '"HorizontalAlignment', 'right')
grid
subplot(2,1,2)
set(gca,'Position',[0.258, 0.160, 0.625, 0.302])
plot(time(1:H), flo(1:H,4), 'm")
ylabel(' Flow Deviation [g/s])
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel("Time [sec])
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino')
axis([0 (H+1)*T -60 60])
set{gca, 'FontName', 'Palatino’)
fig=input('Enter seperate flow figure number: ','s')
h=text(4500, -85.8, ['Figure ', fig, '. ', ..
' Net Flow Change into Dlscharge Header from Data Set '
num2str{data}]);
set(h, '"HorizontalAlignment', 'center')
grid '
print -dps2
pause
%o
% Calculate step size directly from data. Average values up to step
% for initial flow, and skip five sample times for step to settle
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% prior to evaluating final flow as an average of 25 values.
simstep=mean (D(ko+5:ko+30,28})-mean(D(1:ko,28))
% Set up the input. Flow step size taken directly from the data.
u=zeros(L,1);
u(ko+1:L,1)=ones(L-ko,1)*simstep; % build the step
o ' ) % starting at point ko+1
%
% Create theta from previously determined coefficients residing
in matrix C.
ysimP2=zeros(L,1);
Yo
for i=1:9
P2a1=C(37,i);
P2b1=C(38,i);
A2=[1 P2al];
B2=[0 P2bl};
thP2=poly2th(A2,B2);
% Detrend pressure data to the average of values prior to step.

yPlo=mean(D(1:ko,i)); % average up to step for P1
yP1(:,i)=D(:,i)-yPlo; % subtract initial value

% from all output
yP2o=mean(D(1l:ko,i+9)); . % average up to step for P2
yP2(:,1)=D(:,i+9)-yP20; % subtract initial value

: % from all output
% Simulate the P2 response to a step.
ysim P2(:,i)=idsim (u,thP2); % simulate P2 using input
seP2=(ysimP2(1:L-kx,i)-yP2(1:L-kx,i))."2; % sum of
% squared errors between model
SSE(i,2)=sum (seP2); % and unfiltered output, P2
% note that SSE(i,1) is empty
% Plot P1 and P2 data, and P2 simulation at individual locations
% for the flow step.
% Plot P1 data just for reference.
pno=input( ...
[Enter ', HOUSE(i, 1), HOUSE(,2), ' page number: '],'s")
figure(3)
set(gcf, 'DefaultTextFontName', 'Palatino')
orient tall
subplot(2,1,1)
set(gca, Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:L-kx,1), yP1(1:L-kx,i), 'g:")
ylabel('Pressure Deviation [psi]')
hy=get(gca, "ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec]’)
hx=get(gca, 'xlabel');
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set(hx, 'FontName', 'Palatino')
o axis([0 (H+1)*T -0.1501 0.1501])
""""""""" set(gca, 'FontName', 'Palatino’)
text(ko*5+1000, -0.125, [num 2str(simstep), ...
' g/s Step'], 'VerticalAlignment', 'top’, ...
'HorizontalAlignment','left')
text(ko*5+1000, -0.125, ['Data Set ', num2str(data)], ...
'VerticalAlignment', bottom’, ...
"HorizontalAlignment', left’)
fig=input(['Enter ', HOUSE(i, 1), HOUSE(i,2), ...
" P1 figure number: '],'s")
h=text(4500, -0.215, ['Figure ', fig, ". '
HOUSE(i,1), HOUSE(,2), ...
' P1 Data for Step in FC']);
set(h, 'HorizontalAlignment', 'center")
h=text(9270, 0.197, pno);
set(h, 'HorizontalAlignment', 'right')
grid
% Plot P2 data and result at individual locations for the flow step.
subplot(2,1,2)
set(gca, Position',{0.258, 0.160, 0.625, 0.302])
plot(time(1:H,1), ysim P2(1:H,i), 'y-', ...
time(1:L-kx,1), D(1:L-kx,9+i)-yP20, 'g:')
ylabel(' Pressure Deviation [psi]')
hy=get(gca, 'ylabel');
set(hy, '"FontName', 'Palatino')
xlabel('Time [sec]')
hx=get(gca, 'xlabel');
set(hx, '"FontName', Palatmo )
if simstep < 0
axis([0 (H+1)*T -4 28)) % for FC decreases
set(gca, 'FontName', 'Palatino’)
set(gca, YTick',[-4 04 8 12 16 20 24 28])
set(gca,’ YTickLabels',[-4 0 4 8 12 16 20 24 28])
text(ko*5+500, 2.0, [num 2str(simstep),’ g/s Step'], ...
'VerticalAlignment', top’, ..
'HorizontalAlignment', left’)
text(ko*5+500, 2.0, [ Data Set ', num 2str(data}}, ..
'VerticalAlignment', bottom’,
'HorizontalAlignment','left')
fig=input(['Enter ', HOUSE(i,1), HOUSE(,2), ...
' P2 figure number: '],'s")
h=text(4500, -11.0, ['Figure ', fig, '. '
' HOUSE(,1), HOUSE(,2), .
' P2 Data and Simulation for Step in FC ])
== set(h, 'HorizontalAlignment’, ‘center’)

PR
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else
axis([0 (H+1)*T -28 4]) % for FC increases
set(gca, 'FontName', 'Palatino’)
set(gca,'YTick',[-28 -24 -20 -16 -12 -8 -4 0 4])
set(geca,' YTicklLabels' [-28 -24 -20 -16 -12 -8 -4 0 4])
text(ko*5+1000, -2.0, [num 2str(simstep),” g/s Step'}], ...
'VerticalAlignment'," top’, ..
'HorizontalAlignment', left")
text(ko*5+1000, -2.0, [ Data Set ', num 2str(data)], ...
'VerticalAlignment','bottom’, ...
'HorizontalAlignment','left’)
fig=input([ Enter ', HOUSE(i, 1), HOUSEC(,2), ...
' P2 figure number: '],'s")
h=text(4500, -35.0, ['Figure ', fig,’. ', ...
HOUSE(i,1), HOUSE(,2), ...
' P2 Data and Simulation for Step in FC']);
set(h, 'HorizontalAlignment', 'center’)
end
grid
pause % required to see result
print -dps2
end
%
% Plot all the P2 simulations for the step input calculated from
% data. Sort house names on basis of last value in plot.
[s2,d2}=sort(ysimP2(ko+H-1,1:9));
pno=input('Enter all P2 models page number: ','s")
figure(4)
set(gcf, 'DefaultTextFontName', 'Palatino')
orient tall

subplot(2,1,1)
set(gca,' Position',[0.258, 0.630, 0.625, 0.302])
%subplot(2,1,2) % alternative positioning

%set(gca,' Position',[0.258, 0.160, 0.625, 0.302])

plot(time(1:H,1),ysimP2(ko:ko+H-1,1),'y-", ...
time(1:H,1),ysimP2(ko:ko+H-1,2),'m-', ...
time(1:H,1),ysimP2(ko:ko+H-1,3)," ¢c-'
time(1:H,1),ysimP2(ko:ko+H-1,4),'r-'
time(1:H,1),ysimP2(ko:ko+H-1,5),' g-'
time(1:H,1),ysimP2(ko:ko+H-1,6), b-'
time(1:H,1),ysimP2(ko:ko+H-1,7),'w-", ...
time(1:H,1),ysimP2(ko:ko+H-1,8),'r-", ...
time(1:H,1),ysimP2(ko:ko+H-1,9), g-")
ylabel('Pressure Deviation [psil')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palating’)

!

!
;o
’

L
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xlabel('Time [sec]')

hx=get(gca, 'xlabel");

set(hx, 'FontName', "Palatino’)

if simstep < 0
axis([0 (H+1)*T -4 28)) % for FC decreases
set(gca, 'FontName', 'Palatino')
set(geca,' YTick’,[-4 0 4 8 12 16 20 24 28])
set(geca,' YTickLabels',[-4 0 4 8 12 16 20 24 28])
md=(max(ysimP2(:,d2(9))))/2;
for j=1:1:9

text(3200+(j*550), md , ...

' [HOUSE(d2(j),1), HOUSE(d2(j),2)}, ...
'VerticalAlignment', top', ...
'HorizontalAlignment','right')

hold on
plot([3200+(j*550) 3700+ (j*550)], ..
[md ysimP2(ko+(3700+j*550)/T, d2(j )]
text(200, -2, .
[ Flow Step ="', num2str(simstep),' g/s'], ...
'Vertical Alignment', middle’, ...
'HorizontalAlignment','left")

end
fig=input('Enter P2 model output figure number: ','s')
h=text(4500, -11.0, ['Figure ', fig, ...
". P2 Model for Step in FC from Data Set '
numzstr(data)]),
set(h, "HorizontalAlignment', 'center')
h=text(9270, 33.0, pno);
set(h, '"HorizontalAlignment’, 'right')
else
axis([0 (H+1)*T -28 4]) % for FC increases
set(gca, 'FontName', 'Palatino')
set(gca,' YTick',[-28 -24 -20 -16 -12 -8 -4 0 4])
set(gca," YTickLabels', [-28 -24 -20 -16 -12 -8 -4 0 4])
md=(min(ysimP2(:,d2(9))))/2;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d2(10-j),1), HOUSE(d2(10-j),2)], -..
'VerticalAlignment’,'bottom’, ..
'HorizontalAlignment',' right')
hold on
plot([3200+(j*550) 3700+ (j*550)], .
[md y51mP2(ko+(3700+]*550)/T d2(10-j)h -
text(200, 2,
[ Flow Step =", nusttr(51mstep), g/s'], ...
e 'VerticalAlignment','middle’, ...
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'HorizontalAlignment', left')
end
fig=input('Enter P2 model output figure number: ','s")
h=text(4500, -35.0, ['Figure ', fig, ...
'. P2 Model for Step in FC from Data Set ', ...
num2str(data)]);
set(h, "HorizontalAlignment', "center’)
h=text(9270, 9.0, pno);
set(h, '"HorizontalAlignment', 'right’)
end
hold off
grid
print -dps2
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A.5 Matlab Program Microlmod.m

Yo
%
Y%
%
Yo
%o
Yo
Yo
Yo

A program to model P1 responding to compressor flows.

For P1, noel of both [{2][2][1]] and [[2 2][2 2][1 1]] are used to see
differences in 1 input and 2 input results. Initialization using
oe [[2] [2] [1]] is used. Use the perturbed house flow as one input
and the sum of all other flows as a second input. This gives all
flows, except the perturbed one, equal weighting. Modeling and
simulation are done with data manipulated to give zero value
at first time stamp. To achive this, data up to first time stamp
is taken as the average of values up to that point, and this

% average is then subtracted from all data. The last values of the
% data are averaged and used to extend the data tail.

Yo

data=5; % data set number

hs=2; % loader house no (A0=1,...F0=8,5Y=9)
L5i=100; % initial LS loader position in percent
LS£=92.30; " % final LS loader position in percent
Patm=14.537; % atmospheric pressure in psia
Plo=1.467; % initial P1 pressure at stepped loader
ko=240; % point prior to step input

ki1=800; % initial sample to build P1 extention
kf1=960; % final sample to build P1 extension
L=2400; % total length of created data record
kx=L-size(D,1); % length of an extension of data
H=1800; % number of points in final plot
kn=size(D,1); % length of data original data record
T=5; % sample time in seconds

Y

IND=zeros(15,1); % storage of input parameters
TH1l=zeros(9,54);

time=0:5:(L-1)*5; % in seconds

time=time';
HOUSE=['AQ"; 'B0"; 'BA'; 'C0'; 'D0'; "E0'; "EA'; 'FO'; 'SY'];
INPUT2=['1 PRIMARY'; 'SECONDARY"'];

%
%
Yo

Manipulate the input, for use with P1, to smooth initial
conditions and add tail.
zoel=zeros(L,4); % initialze to zero
zoel(1:L-kx,2:3)=[D(:,20) (D(:,19)+D(;,21)+D(;,22)+D(:,23) ...
+D(:,24)+D(:,25)+ D(:,26)+ D(:,27)-D(:,28)-D(:,29)}];
% raw data
zooel(1,2:3)=mean(zoel(l:ko,2:3)); % average up to step
zoel(1l:ko,2)=ones(ko,1)*zooel(1,2); % set all values up to
% the step to equal xo
zoel(l:ko,3)=ones(ko,1)*zoo0el(1,3);
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zoel(L-kx+1:L,2)=ones{kx,1)*mean(zoel(kil:k{1,2));

% build an extention
zoel(L-kx+1:L,3)=ones(kx,1)*mean(zoel(kil:kf1,3});
zoel(:,2)=zoel(:,2)-zooel(1,2); % subtract initial
' %_input value from all

z0el1(;3)=20e1(;3)z00el(1,3); | |
zoel(:,4)=z0el(:,2)+z0el(:,3); % add the two inputs for
% plotting

%

% Plot the flow input data.

pno=input(' Enter flow page number: ','s')

figure(1)

set(gcf, 'DefaultTextFontName', 'Palatino')

orient tall

subplot(2,1,1)

set(gca, Position',[0.258, 0.630, 0.625, 0.302])

plot(time(1:H), zoel(1:H,2), 'y', time(1:H), zoel(1:H,3), 'm")
ylabel('Flow Deviation [g/s]')
hy=get(gca, 'ylabel’);
set(hy, "FontName', 'Palatino’})
xlabel('Time [sec]')
hx=get(gca, 'xlabel"); -
set(hx, '"FontName', 'Palatino')
axis([0 (H+1)*T -20 20])
set(gca, 'FontName', 'Palatino’) ‘
fig=input('Enter separate flow figure number: ','s")
h=text(4500, -28.6, ['Figure ', fig, ..

. Primary Flow and Secondary Flow from Data Set ', ...

num2str(data)]);

set(h, 'HorizontalAlignment', 'center’)
h=text(6000, zoel1{6000/5,2)-2, ['Primary Flow']);
set(h, '"HorizontalAlignment', 'left')
h=text(6000, zoel(6000/5,3)-2, [ Secondary Flow']);
set(h, 'HorizontalAlignment', 'left')
grid
h=text(9270, 26.2, pno);
set(h, 'HorizontalAlignment’, 'right’)

subplot(2,1,2) ‘

set(gca,' Position',[0.258, 0.160, 0.625, 0.302])

plot{time(1:H), zoel1(1:H,4), 'c')
ylabel('Flow Deviation [g/s]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino')
xlabel('Time [sec]')
hx=get(gca, 'xlabel’);
set(hx, 'FontName', 'Palatino’)
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axis([0 (H+1)*T -20 200)
set(gca, 'FontName', 'Palatino’)
fig=input('Enter combined flow figure number: ','s")
h=text(4500, -28.6, [ Figure ', fig, ...
. Sum of Primary Flow and Secondary Flow from Data Set ', ...
num2str{data)]);
set(h, 'HorizontalAlignment', 'center’)
h=text(6000, zoel(6000/5,4)-2, [ Sum of Flows']);
set(h, 'HorizontalAlignment', 'left’)

~grid
print -dps2
pause
%
% Flow step size calculation for loader changes.
Pc=15.9; % base pressure for loader/flow calibration

C(1:6)=[0.0015928689 -0.40467791 34.59480361 -958.9842469
5.371698113 -482.3767296];
% for initial loader position
if LSi < 98
F2i=C(1)*LSiN3+C(2)*LSir2+C(3)*LSi+C(4);
F2i=(F2i*(Plo+Patm)/Pc);
else '
F2i=C(5)*LSi+C(6);
F2i=(F2i*(Plo+Patm)/Pc);
end
% for final loader position
if LSf < 98
F2f=C(1)*LSfA3+C(2)*LSf"2+C(3)*LSf+C(4);
F2f=(F2f*(Plo+Patm)/Pc);
else
F2f=C(5)*LSf+C(6);
F2f=(F2f*(Plo+Patm)/Pc);
end
step=F2{-F2i % initial flow step size
% ‘
% Calculate initialization parameter values using a single input
% oe model.

%
i=1; % index for the P1 output location
% used for initiallization
noell=[[2] [2] [11]; % one second order output, one input

% with one delay
% Manipulate the outputs similarly to the input.
zoel(1:L-kx,1)=D(:,i); % raw P1 data
zooel(l,1)=mean(zoel(l:ko,1)), % average up to step
zoel(l:ko,1)=ones(ko,1)*zooel(1,1); % set all values up to
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% step to equal yo
zoel(L-kx+1:L,1)=ones(kx,1)*mean(zoel(kil:kf1,1});
% build the extension
zoel(:,1)=zoel(:,1)-zooel(1,1); % subtract initial
% output value from all
Compute the combined single input model for parameter
initialization purposes.
thoelci=oe([zoel(:,1) zoel(:,4)], noell);% c=combined,
% i=initial
thoelt=oe([zoel(:,1} zoel(:,4)], noell); % t=temporary -
Use combined inputs parameter results as initialization for
separate inputs model.
noel2=[[2 2][2 2] [1 1]]; % one second order output,
% two inputs w/ one delay
Calculate a two input model for purpose of getting two input
theta tem plate.
thoelsi=oe([zoel(:,1) zoel(:,2) zoel(:,3)], noel2);
% s=single, i=initial
Replace sometimes unstable parameters with the single input
initialization values.

thoelsi(3,1)=thoelci(3,1); % blp
thoelsi(3,2)=thoelci(3,2); % b2p
thoelsi(3,3)=thoelci(3,1); % blo
thoelsi(3,4)=thoelci(3,2); % b20
thoelsi(3,5)=thoelci(3,3); % flp
thoelsi{3,6)=thoelci(3,4); % f2p
thoelsi(3,7)=thoelci(3,3); % flo
thoelsi(3,8)=thoelci(3,4); % f20

Calculate a better initial two input model, using the above
initialization.
thoelsi=oe([zoel(:,1) zoel(:,2) zoel(:,3)], thoelsi); % use later

Calculate parameter values for all houses using one and two
input initializations.

noell=[[2] [2] [1]]; % one second order output,
% one input with one delay
yoelll=zeros(L,9); % matrix holds individual input
% 1 simulation, single input
yoe2ll=zeros(L,9); % matrix holds individual input
% 2 simulation, single input
yoeS1ll=zeros(L,9); % matrix holds sum of inputs 1
% and 2 simulation, single
noel2=[f2 2] [2 2] [1 1]}); % one second order output, one

% input with one delay
yoell2=zeros(L,9); % matrix holds individual input
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%1 simulation, two inputs

yoe2l2=zeros(L,9); % matrix holds individual input
% 2 simulation, two inputs
yoeS12=zeros(L,9); % matrix holds sum of inputs 1
% and 2 simulation, single
%o
for i=1:9 % index for P1 output location

% used for initiallization
% Manipulate the outputs similarly to the input.
zoel(1:L-kx,1)=D(:,i); % raw P1 data
zooel(l,1)=mean(zoel(l:ko,1)); % average up to step
zoel(l:ko,1)=ones(ko,1)*zooel(1,1); % set all values up to
% step to equal yo
zoel(L-kx+1:L,1)=ones(kx,1)*mean(zoel(kil:kfl,1));
' : % build the extension
zoel(:,1)=zo0el(:,1)-zooel(1,1); % subtract initial
% output value from all
Yo
% Calculate the combined flow input model using initialization
% from above, and simulate.
thoelc=oe([zoel(:,1) zoel(:,4)], thoelci);
yoel(:,i)=idsim ([zoel(:,4)],thoelc); % combined input
% model output result
seoell=(yoel(1l:L-kx,i)-zoel(1:L-kx,1)).72; % sum of
% squared errors between

sseoell=sum (seoell); % model and data
% Look at the zero-pole structure. '
[zepoll, K11]=th2zp(thoelc); % zero, poles, and gain

% Save 19 items that characterize the results of the combined flow
% model in THI.

% First save the parameter values and corresponding gain, zero,
% and poles.

TH1(i,1)=thoelc(3,1); % bl
TH1(i,2)=thoelc(3,2); % b2
TH1(i,3)=thoelc(3,3); % f1
TH1(i,4)=thoelc(3,4); % f2
THI1(i,5)=K11(2,1); % K (static gain, NOT transfer function gain)
THI1(i,6)=zepo11(2,1); % z
THI1(i,7)=zepo11(2,3); % pa
THI1(i,8)=zepo11(3,3); % pb

% Second, save the standard deviation of above values.
THI1(i,9)=thoelc(4,1); % bl
TH1(i,10)=thoelc(5,2); % b2
THIi(i,11)=thoelc(6,3); % f1
THI1(i,12)=thoelc(7,4); ' % 2

TH1(i,13)=K11(3,1); % K
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TH1(i,14)=zepol1(2,2); % z

THI1(i,15)=zepo11(2,4); % pa

TH1(i,16)=zepol11(3,4); % pb

% Third, save miscellaneous values.

TH1(i,17)=thoelc(1,1); % wvariance of the noise ,
TH1(i,18)=thoelc(2,1); - % Akaike's final prediction error

TH1(i,19)=sseocell; % sum of the squared errors, unfiltered
%
% Calculate the portions of the P1 output made up by the
% individual inputs using the parameters from combined input
% oe model.
Yo Simulate model output for single primary flow input.
zoell=zeros(L,2);
zoell(:,1:2)=[zoel(:,1) zoel(:,2)];
yoelll(:,i)=idsim (zoel1(:,2), thoelc); % portion of output
% due to primary flow
Yo Simulate model output for single secondary flow input.
zoe2l=zeros(L,2);
zoe21(:,1:2)=[zoel(:,1) zoel(:,3)];
yoe2l1l1(:,i)=idsim(zoe21(:,2), thoelc); % portion of output
% due to secondary flow
% Sum all the components to see it represents whole response.
yoeS11(:,i)=yoelll(:,i)+yoe2l1(:,i); % sum of two
% separate output parts
%
% Calculate a separate flow input model, using the above
% initialization parameters.
thoels=oe([zoel(:,1) zoel(:,2) zoel(:,3)], thoelsi);
yoel(:,i)=idsim ([zoel(:,2) zoel(:,3)],thoels); % two input
% model output result
seoe12 (voel(1l:L-kx,i)-zoel(1:L-kx,1))."2; % sum of
%o squared errors between

sseoe12=sum(seoe12); % model and data
% Look at the zero-pole structure. '
[zepo12, K12]=th2zp(thoels); % zero, poles, and gain

% Save 35 items that characterize the results of the separate flow
% model in THI.

% Save the parameter values and corresponding gain, zero, and
poles for primary input.

THI1(i,20)=thoels(3,1); % b1l
TH1(i,21)=thoels(3,2); % b21
TH1(i,22)=thoels(3,5); % £11
TH1(i,23)=thoels(3,6); % £21

TH1(i,24)=K12(2,1); % K1 (static gain, NOT transfer function gain)
TH1(i,25)=zepo12(2,1); % z1

TH1(i,26)=zepo12(2,3); = % pal



THI1(i,27)=zepol12(3,3);
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O/o pbl

% Second, save the standard deviation of above values.

TH1(i,28)=thoels(4,1);
TH1(i,29)=thoels(5,2);
TH1(i,30)=thoels(8,5);
TH1(i,31)=thoels(9,6);
TH1(i,32)=K12(3,1);

THI1(i,33)=zepo12(2,2);
TH1(i,34)=zepo12(2,4);
TH1(i,35)=zep012(3,4);

% bll
% b21
% f11
Y% £21
% K1
% z1

% pal
% pbl

% Save the parameter values and corresponding gain, zero, and

% poles for secondary input.
THI1(i,36)=thoels(3,3);
THI1(i,37)=thoels(3,4);

" TH1(i,38)=thoels(3,7);

TH1(i,39)=thoels(3,8);

% b12
% b22
% f12
% £22

TH1(i,40)=K12(2,2); % K2 (static gain, NOT transfer function gain)

TH1(i,41)=2epo12(2,5);
TH1(i,42)=zepo12(2,7);
TH1(i,43)=zep012(3,7);

0/0 z2
(yo pa2
% pb2

% Second, save the standard deviation of above values.

TH1(i,44)=thoels(6,3);
TH1(i,45)=thoels(7,4);
THI1(i,46)=thoels(10,7);
TH1(i,47)=thoels(11,8);
TH1(i,48)=K12(3,2);
TH1(i,49)=zepo012(2,6);
TH1(i,50)=zepo12(2,8);
TH1(i,51)=zepo12(3,8);

% Third, save miscellaneous values.

THI1(i,52)=thoelc(1,1);
TH1(i,53)=thoelc(2,1);
TH1(i,54)=sseoel?2;

%o

% b12
% b22
% f12
% 22
% K2
% z2

% pa2
(yo sz

% variance of the noise

% Akaike's final prediction error
% sum of the squared errors, unfiltered

% Calculate and plot the portions of the P1 output made up by
% individual inputs using the oe parameters from the separate

% input model.

Yo Simulate model output for single primary flow input.

thoelt(3,1)=thoels(3,1);
thoelt(3,2)=thoels(3,2);
thoelt(3,3)=thoels(3,5);
thoelt(3,4)=thoels(3,6);
zoell=zeros(L,2);

zoell(:,1:2)=[zoel(:,1) zoel(:,2)];

Y% blp
% b2p
% f].P
% fZP

yoell2(:,i)=idsim(zoell(:,2), thoelt); % portion of output

% due to primary flow
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% Simulate model output for single secondary flow input.
thoelt(3,1)=thoels(3,3); % blo
thoelt(3,2)=thoels(3,4); % b20
thoelt(3,3)=thoels(3,7); % flo
thoelt(3,4)=thoels(3,8); % f20

zoe2l=zeros(L,2);
zoe21(:,1:2)=[zoel(:,1) zoel(:,3)];
yoe212(:,i}=idsim{zoel(:,3), thoelt); % portion of output
% due to secondary flow
Yo Sum all the components.
yoeS12(:,i)=yoell2(:,i)+yoe212(:,i); % sum of two
% separate output parts
% .
% Plot both combined input and two input model outputs, along
% with data. '
pno=input(['Enter ', HOUSE(i, 1), HOUSE(i,2), ' both model page
number: '],'s")
figure(2)
set(gef, 'DefaultTextFontName', 'Palatino’)
orient tall
% Plot for the combined flow input model
subplot(2,1,1)
set(gca,' Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H,1), yoeS11(1:H,i), 'y-', ...
time(1l:ko,1), D(1:ko,i)-zooel(1,1), "g', ...
time(ko+1:L-kx,1), zoel(ko+1:L-kx,1), 'g:")
ylabel{' Pressure Deviation [psi]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino')
xlabel(' Time [sec])
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino’)
if step >0 :
axis([0 (H+1)*T -0.3001 0.0501]) % for F2 increases
set(gca, 'FontName', 'Palatino’)
fig=input(['Enter *, HOUSE(i,1), HOUSE({,2), ...
" P1 combined figure number: '],'s'")
h=text(4500, -0.376, ['Figure ', fig, '. ', ...
HOUSE(i,1), HOUSE(,2), ...
' P1 Data and P1 Combined Flow Model from Data Set’, ...
num2str(data)]);
set(h, 'HorizontalAlignment', "center')
h=text(9270, 0.105, pno);
set(h, 'HorizontalAlignment', 'right')
else
axis{[0 (H+1)*T -0.0501 0.3001]) % for F2 decreases



set{gca, 'FontName’, 'Palatino')

fig=input(['Enter ', HOUSEC(, 1), HOUSE(,2), ...
' P1 combined figure number: '],'s")

h=text(4500, -0.126, ['Figure ', fig, '. ', ...
HOUSE(i,1), HOUSE(],2), ...
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" P1 Data and P1 Combined Flow Model from Data Set ', ...

num 2str(data)]);
set(h, 'HorizontalAlignment', 'center’)
h=text(9270, 0.355, pno);
set(h, 'HorizontalAlignment', 'right')
end
grid
% Plot for the separate flow input model
subplot(2,1,2)
set(gca, Position’,[0.258, 0.160, 0.625, 0.302})
plot(time(1:H,1), yoeS12(1:H,i), 'm-', ...
time(l:ko,1}, D(1:ko,i)-zooel(1,1), 'g:", ...
time(ko+1:L-kx,1), zoel(ko+1:L-kx,1), "'g:')
ylabel('Pressure Deviation [psi})
hy=get(gca, 'ylabel’);
set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec])
hx=get{gca, 'xlabel’);
set{hx, 'FontName', 'Palatino’)
if step > 0 :
axis([0 (H+1)*T -0.3001 0.0501]) % for F2 increases
set(gca, 'FontName', 'Palatino')
fig=input(['Enter ', HOUSE(i, 1), HOUSE(,2), ' P1
separate figure number: '],'s")
h=text(4500, -0.376, |'Figure ', fig, ". ', ...
HOUSE(,1), HOUSE(4,2), ...
' P1 Data and P1 Separate Flow Model from Data Set ', ...
num 2str(data)l);
set(h, 'HorizontalAlignment', "center')
h=text(9270, 0.105, pno);
set(h, "HorizontalAlignment', 'right')
else
axis([0 (H+1)*T -0.0501 0.3001]) % for F2 decreases
set(gca, 'FontName', 'Palatino')
fig=input({'Enter ', HOUSE(i,1), HOUSE(,2), ...
' P1 separate figure number: '],'s")
h=text(4500, -0.126, ['Figure ', fig, '. ', ...
HOUSE(,1), HOUSE(i,2), ...
' P1 Data and P1 Separate Flow Model from Data Set ', ...
num2str(data)]);
set(h, '"HorizontalAlignment', 'center')
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end
grid
pause
print -dps2
Yo . - o
% Plot both combined input and two input model output
% components and sum
pno=input(['Enter ', HOUSE(i, 1), HOUSE(i,2), ' components page
number: '],'s")
figure(3)
set(gcf, 'DefaultTextFontName', 'Palatino’)
orient tall
% Plot for the combined flow input model
subplot(2,1,1)
set(gca, Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H,1), yoelll(ko:ko+H-1,i), 'y-', ..
time(1:H,1), yoe211{ko:ko+H-1,i), 'm"', ...
time(1:H,1), yoeS1ll(ko:ko+H-1,i), 't")
ylabel(' Pressure Deviation [psi]’)
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino')
xlabel('Time [sec]')
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino')
axis([0 (H+1)*T -1.5 1.5]) % for both F2 flow
% increases and decreases
set(gca, "FontName', 'Palatino')
fig=input(['Enter ', HOUSE(i,1), HOUSEC(,2), ...
" P1 figure number: '],'s") _
h=text(4500, -2.13, ['Figure ', fig, '. ', ...
' HOUSEC(i,1), HOUSE(i,2), ...
' P1 Combined Flow Model Components from Data Set ', ...
num2str(data)]);
set(h, 'HorizontalAlignment', 'center')
h=text(4500, yoell11(5500/5,i)-0.1, ...
[Primary Component']);
set(h, 'HorizontalAlignment’', 'left')
h=text(4500, yoeS11(5500/5,i)-0.1, ...
[[Sum of Components']);
set(h, '"HorizontalAlignment', 'left’)
h=text(4500, yoe211(5500/5,i)-0.1, ...
[[Secondary Component']);
set(h, 'Horizontal Alignment', 'left')
h=text(9270, 1.94, pno);
set(h, '"HorizontalAlignment', 'right')
grid



227

% Plot for the separate flow input model
subplot(2,1,2)
set{gca, Position',[0.258, 0.160, 0.625, 0.302])
plot(time(1:H,1), yoell2(ko:ko+H-1,i), 'y-',
time(1:H,1), yoe212(ko:ko+H-1,i), 'm'
time(1:H,1), yoeS12(ko:ko+H-1,i), 't")
ylabel('Pressure Deviation [psi]’)
hy=get(gca, 'ylabel');
set(hy, 'FontName’', 'Palatino"')
xlabel('Time [sec]')
hx=get(gca, 'xlabel’);
set(hx, 'FontName', 'Palatino’)
axis(f0 (H+1)*T -1.5 1.5]) % for both F2 flow
% increases and decreases
set(gca, 'FontName', 'Palatino")
fig=input({'Enter ', HOUSE(i,1), HOUSE(,2), ...
' P1 figure number: '],"s")
h=text(4500, -2.13, ['Figure ', fig, '. ', ...
HOUSE(4,1), HOUSEC(,2), ...
" P1 Separate Flow Model Components from Data Set ', ...
num2str{data)]);
set(h, 'HorizontalAlignment’, 'center’)
h=text(4500, yoe112(4500/5,i)-0.1, ...
[[Primary Component']);
set(h, '"HorizontalAlignment', 'left')
h=text(4500, yoe512(4500/5,i)-0.1, ...
[[Sum of Components'}]);
set(h, 'HorizontalAlignment', 'left')
h=text(4500, yoe212(4500/5,i)-0.1, ...
[Secondary Component'});
set(h, 'HorizontalAlignment', 'left')
grid
pause
print -dps
end
Y%
% Plot all the P1 simulations for the combined flow model type.
% First, plot the primary flow components for the combined flow

;o

% model.
% Sort house names on basis of last value in plot.
[s1,d1]=sort(yoelll(L-kx-ko,1:9}); % d1 has sorted house

% index based on last data; 1=smallest
pno=input('Enter all models page number: ','s")
figure(4)
set(gcf, 'DefaultTextFontName', 'Palatino’)
— orient tall .



subplot(2,1,1)

set(gca, Position',[0.258, 0.630, 0.625, 0.302])

plot(time(l:H,l),yoel11(ko:ko+H-1,1),'y—', .
time(1:H,1),yoelll(ko:ko+H-1,2), m- y e
time(1:H,1),yoelll(ko:ko+H-1,3),'¢c-', ...

“time(1: Hm'l) yoelll(ko:ko+H-1,4), r-' e

time(1:H,1),yoelll(ko:ko+H-1,5),'g-', ...
time(1:H,1),yoellli(ko:ko+H-1,6),'b-", ...
time(1:H,1},yoelll(ko:ko+H-1,7),'w-', ...
time(1:H,1),yoelll(ko:ko+H-1,8),'r-', ...
time(1:H,1),yoelll(ko:ko+H-1,9),'g-")
ylabel(' Pressure Deviation [psi])
hy=get(gca, 'ylabel');
set(hy, 'FontName’', 'Palatino’)
xlabel("Time [sec]')
hx=get(gca, 'xlabel");
set(hx, 'FontName', 'Palatino')
if step >0

axis([0 (H+1)*T -1.5001 0.501]) % for F2 increases

set(gca, 'FontName', 'Palatino’)
md=(min(yoelll(:,d1(9)}))/2;
for j=1:1:9

text(3200+(j*550), md,

[HOUSE(d1(j),1), I—IOUSE(dl(]) 2)},

" "Vertical Alignment',' bottom’,

'HorlzontaIAhgnment right')

hold on
plot([3200+(j*550) 3700+(j*550)], ...

[md yoelll(ko+(3700+j*550)/T, d1(j})])

end
fig=input( ...
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"Enter combined model P1 primary component figure number:’, ...

s')
h=text(4500, -1.92, ['Figure ', fig, ...

".P1 Primary Components for Combined Model from Data Set ',

num2str{data)l);
set(h, '"HorizontalAlignment', 'center')
h=text(9270, 0.82, pno);
set(h, "HorizontalAlignment', 'right')
else

axis([0 (H+1)*T -0.5001 1.5001]) % for F2 decreases

set(gca, 'FontName', 'Palatino’)
md=(max(yoel11(:,d1(1))))/2;
for j=1:1:9

text(3200+(j*550), md, ...

[HOUSE(d1(10-j),1), HOUSE(d1(10-j),2)], ...
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"VerticalAlignment','top’, ...
'HorizontalAlignment','right')

hold on

plot([3200+(j*550) 3700+(j*550)), ...
[md yoelll(ko+(3700+j*550)/T, d1(10-j))1)

end
fig=input( ...
'Enter combined model P1 primary component figure number:’,
's')
h=text(4500, -0.92, ['Figure ', fig, ...
. P1 Primary Components for Combined Model from Data Set '
num2str(data)]);
set(h, 'HorizontalAlignment', 'center')
h=text(9270, 1.82, pno);
set(h, 'HorizontalAlignment’, 'right’)
end
hold off
grid
% Second, plot the secondary flow components for the combined
% flow model.
% Sort house names on basis of last value in plot.
[s2,d2]=sort(yoe211(L-kx-ko,1:9)); % d2 has sorted house index
subplot(2,1,2)
set(gca,' Position',[0.258, 0.160, 0.625, 0.302])
plot(time(1:H,1),yoe211(ko:ko+H-1,1),"y-',
time(1:H,1),yoe211(ko:ko+H-1,2),'m-’,
time(1:H,1),yoe211(ko:ko+H-1,3),'c-', ...
time(1:H,1),yoe211(ko:ko+H-1,4),'r-', ..
time(1:H,1},yoe211(ko:ko+H-1,5),'g-", ...
time(1:H,1),yoe211(ko:ko+H-1,6),'b-", ...
time(1:H,1),yoe211(ko:ko+H-1,7),'w-',
time(1:H,1),yoe211(ko:ko+H-1,8),'r-", ...
time(1:H,1),yoe211(ko:ko+H-1,9),'g-")
ylabel(' Pressure Deviation [psi]’)
hy=get(gca, 'ylabel');
set{hy, 'FontName', 'Palatino’)
xlabel('Time [sec])
hx=get(gca, 'xlabel'});
set(hx, 'FontName', 'Palatino')
if step>0
axis([0 (H+1)*T -.5001 1.501]) % for F2 increases
set(gca, 'FontName', 'Palatino’)
md=(max(yoe211(:,d1(9))))/2;
for j=1:1:9
: _ text(3200+(j*550), md, ...
= [HOUSE(d1(j),1), HOUSE(d1(j),2)], ...
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'Vertical Alignment', top', ...
"HorizontalAlignment', ' right')
hold on
plot([3200+(j*550) 3700+ (j*550}], ...
[md yoe211(ko+(3700+j*550)/T, d1(j )]
end
fig=input( ...
"Enter combined model P1 secondary component fig number:’, ...
IR
h=text(4500, -0.92, ['Figure ', fig, ...
. P1 Secondary Components for Combined Model from Data S', ...
num2str(data)]);
set(h, '"HorizontalAlignment', 'center’)
else
axis{[0 (H+1)*T -1.5001 0.5001]) % for F2 decreases
set(gca, 'FontName', 'Palatino')
md={min(yoe211(:,d1(1))))/2;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d1(10-j),1), HOUSE(d1(10-j),2)], ...
'"VerticalAlignment', bottom’, ...
'HorizontalAlignment','right')
hold on
plot([3200+(j*550) 3700+ (j*550}], ...
- [md yoe211(ko+(3700+j*550)/T, d1(10-j))])

end :
_ fig=input('Enter combined model P1 secondary
component figure number: ','s")
h=text(4500, -1.92, ['Figure ', fig, ...
. P1 Secondary Components for Combined Model from Data §’, ...

T

num 2str{data}]);
set(h, "HorizontalAlignment', 'center')

end

hold off

grid
pause
print
%

% Plot all the P1 simulations for the separate flow model type.

% First, plot the primary flow components for the separate flow

% model.

% Sort house names on basis of last value in plot.

[s1,dl}=sort(yoell2(L-kx-ko,1:9)); % d1 has sorted house index
Y%based on last data; 1=smallest

pno=input('Enter all models page number: ','s")

figure(3) o
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set(gcf, 'DefaultTextFontName’, 'Palatino’)
orient tall
subplot(2,1,1)
set(gca,'Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H,1),yoell2(ko:ko+H-1,1),"y-', ...
time(1:H,1),yoell2(ko:ko+H-1,2),'m-',
time(1:H,1),yoell2(ko:ko+H-1,3),'c-', ...
time(1:H,1),yoell2(ko:ko+H-1,4),'r-", ...
time(1:H,1),yoell2(ko:ko+H-1,5),'g-", ...
time(1:H,1),yoell2(ko:ko+H-1,6)},'b-", ...
time(1:H,1),yoell2(ko:ko+H-1,7),'w-', ...
time(1:H,1),yoell2(ko:ko+H-1,8), -, ...
time(1:H,1),yoell2(ko:ko+1-1,9)," g-")
ylabel(' Pressure Deviation [psi]’)
hy=get(gca, 'ylabel’);
set(hy, 'FontName', 'Palatino')
xlabel('Time [sec]')
hx=get(gca, 'xlabel’);
set(hx, 'FontName', 'Palatino')
if step >0 -
axis([0 (H+1)*T -1.5001 0.501}]) % for F2 increases
set(gca, 'FontName', 'Palatino’)
md=(min(yoel12(:,d1(9))))/2+0.1;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d1(j),1), HOUSE(d1(j),2})], ...
"Vertical Alignment','bottom ', ...
'HorizontalAlignment', right')
hold on
plot([3200+(j*550) 3700+ (j*550}], -..
fmd yoell2(ko+(3700+j*550)/T, d1(j )]

end
fig=input( ..
"Enter separate model P1 primary component figure number ,'s')
h=text(4500, -1.92, ['Figure ', fig, ...
. P1 Primary Components for Separate Model from Data Set ', ...
numZStr(data)]);
set(h, 'HorizontalAlignment', 'center’)
h= text(9270 0.82, pno);
set(h, Hor1zonta1A11gnment , 'right')
else

axis([0 (H+1)*T -0.5001 1.5001]) % for F2 decreases
set(gca, 'FontName', 'Palatino')
md=(max(yoell2(:,d1(1))))/2-0.1;

o for j=1:1:9

— text(3200+(j*550), md, ...
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[HOUSE(d1(10-j),1), HOUSE(d1(10-}),2)], ...
‘Vertical Alignment',"top’, ...
'HorizontalAlignment','right’)

hold on
plot([3200+(j*550) 3700+(j*550)], .
[md yoell2(ko+(3700+] *550)/T dl(lO ))])
end
fig=input( ..
'‘Enter separate model P1 primary component figure number ,'s')
h=text(4500, -0.92, [ Figure ', fig, ...
. P1 Primary Components for Separate Model from Data Set ',
num?2str(data)]);
set(h, "Horizontal Alignment', 'center')
h=text(9270, 1.82, pno);
set(h, "HorizontalAlignment', 'right")
end
hold off
grid
% Second, plot the secondary flow components for the separate
% flow model.
% Sort house names on basis of last value in plot.
[s2,d2}=sort(yoe212(L-kx-ko,1:9)); % d2 has sorted house index
subplot(2,1,2)
set(gea, Position’,[0.258, 0.160, 0.625, 0.302])
plot(time(1:H,1),yoe212(ko:ko+H-1,1),"y-",
time(1:H,1),yoe212(ko:ko+H-1,2),'m-',
time(1:H,1),voe212(ko:ko+H-1,3},'c-', ...
time(1:H,1),yoe212(ko:ko+H-1,4),'r-', ...
time(1:H,1),yoe212(ko:ko+H-1,5),"g-", ...
time(l:I—I,l),yoe212(ko:ko+H-1,6),‘b—',

time(1:H,1),yoe212(ko:ko+H-1,7)," w-',

time(1:H,1),yoe212(ko:ko+H-1,8),'r-'

time(1:H,1},yoe212(ko:ko+H-1,9), g- )

ylabel('Pressure Deviation [psi]')

hy=get(gca, 'ylabel’);

set(hy, 'FontName', 'Palatino’)

xlabel{' Time [sec])

hx=get(gca, 'xlabel");

set(hx, 'FontName', 'Palatino')

if step > 0

axis{[0 (H+1)*T -.5001 1.501]) % for F2 increases
set(gca, 'FontName', 'Palatino’)
md=(max(yoe212(:,d1(9))))/2-0.1;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d1(j),1}), HOUSE(d1(j),2)], ...
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'VerticalAlignment', top’, ...
'HorizontalAlignment', right')
hold on
plot([3200+(j*550) 3700+(j*550)], ...
[md yoe212(ko+(3700+j*550) /T, d1(iND
end
fig=input( ...
'Enter separate model P1 secondary component fignumber: ', ...
's)
h=text(4500, -0.92, ['Figure ', fig, ...
'. P1 Secondary Components for Separate Model
from Data Set ', ...
num2str{data)]);
set(h, 'HorizontalAlignment', 'center’)
else
axis(f0 (H+1)*T -1.5001 0.5001}) % for F2 decreases
set(gca, 'FontName', 'Palatino’)
md=(min(yoe212(:,d1(1))))/2+0.1;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d1(10-j),1), HOUSE(d1(10-j),2)], ...
'VerticalAlignment’,' bottom’, ...
'HorizontalAlignment','right')
hold on
plot([3200+(j*550) 3700+ (j*550)], ...
[md yoe212(ko-+{3700+j*550)/T, d1(10-j))])
end
fig=input( ...
'Enter separate model P1 secondary component fig number: '
ISI)
h=text(4500, -1.92, ['Figure ', fig, ...
. P1 Secondary Components for Separate Model from Data S ', ...

e

L]

num2str(data)));
set(h, 'HorizontalAlignment', 'center’)
end
hold off
grid
pause
print -dps2

Yo .
% Save information used to set up calculations for individual
% data set.

IND(1)=data; % data set number
IND(2)=hs; % loader house no (A0=1,...F0=8,5Y=9)
IND(3)=L5i; © % initial LS loader position in percent

IND(4)=LSf; % final LS loader position in percent



IND(5)=Patm;
IND(6)=Plo;
IND(7)=ko;
IND(8)=kil;
IND(9)=kf1;
IND(10)=L;
IND(11)=kx;
IND(12)=H;
IND(13)=kn;
IND(14)=T;
IND(15)=step;
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% atmospheric pressure in psia

% initial P1 pressure at stepped loader
% point prior to step input

% initial sample to build P1 extention

~ % final sample to build P1 extension-

% total length of data record created
% length of extension of data points
% number of points in final plot
% length of original data record

% sample time in seconds
- % flow step size



A.6 Matlab Program Micro2mod.m

% A program to model P2 responding to compressor flows. For P2,
% noe of both [[3]1[3][1]] and {[[3 31[3 3][1 1]] are used to see

% differences between 1 input and 2 input results. Initialization
% using arx [[3] [3] [1]] is used on sum of primary and secondary

% flows to come up with initial values for parameters. Use the

% perturbed house flow as one input and the sum of all other

% flows as a second input. This gives all flows, except the

% perturbed one, equal weighting. Modeling and simulation are
% done with data manipulated to give zero value at first time

% stamp. To achive this, data up to first time stamp is taken as

% the average of values up to that point, and this average is then
% subtracted from all data. The last values of the data are

% averaged and used to extend the data tail.

%

data=3; % data set number

hs=2; % loader house no (A0=1,...F0=8,5Y=9)
L5i=92.437; % initial LS loader position in percent
LS£=100; % final LS loader position in percent
Patm=14.557; % atmospheric pressure in psia
Plo=1.700; % initial P1 pressure at stepped loader
ko=60; : % point prior to step input

ki2=680; % initial sample to build P2 extention
kf2=720; % final sample to build P2 extension
L=2400; % total length of created data record
kx=L-size(D,1); % length of an extension of data
H=1800; % number of points in final plot
kn=size(D,1); % length of data original data record
T=5; % sample time in seconds

%o

IND=zeros(15,1); % storage of input parameters
TH2=zeros(9,54);

time=0:5:(L-1)*5; % in seconds
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time=time’;
HOUSE=['AQ0'; 'B0'; 'BA"; "C0'; 'D0'; "EQ'; '"EA"; 'FO'; 'SY'];
INPUT2=["1 PRIMARY"; 'SECONDARY"];

Yo
Y%

Manipulate the input, for use with P2, to smooth initial

conditions and add tail.

zoe2=zeros(L,4); % initialze to zero
zoe2(1:L-kx,2:3)=[D{(:,20) (D(:,19)+D(:,21)+D(:,22)+D(:,23) ...
+D(:,24)+D(:,25)+D(:,26)+ D(:,27)-D(:,28)-D(:,29))];
’ % raw data
zooe2(1,2:3)=mean(zoe2(1l:ko,2:3)); % average up to step
zoe2(1:ko,2)=ones(ko,1)*zo00e2(1,2); % set all values up to
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% the step to xo value
zoe2{1l:ko,3)=ones(ko,1}*zo00e2(1,3);
zoe2(L-kx+1:L,2)=ones{kx,1)*mean{zoe2(ki2:kf2,2});

% build an extention
zoe2(L-kx+1:L,3)=ones(kx,1)*mean(zoe2(ki2:kf2,3)); .
z0e2(:,2)=z0e2(:,2)-zo0e2(1,2); % subtract initial

% input value from all
zoe2(:,3)=zoe2(:,3)-zoo0e2(1,3);
zoe2(:,4)=z0e2(:,2)+z0e2(:,3); % add the two inputs
% for plotting
%
% Plot the flow input data.
pno=input('Enter flow page number: ','s")
flgure(l)
set(gef, 'DefaultTextFontName', 'Palatino')
orient tall
~ subplot(2,1,1)
set(gca,' Position',[0.258, 0.630, 0.625, 0.302}])
plot(time(1:H), zoe2(1:H,2), 'y', time(1:H), zoe2(1:H,3}, ‘'m")
ylabel(’ Flow Deviation [g/s] )
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec]')
hx=get(gca, 'xlabel');
set(hx, '"FontName', 'Palatino')
axis({0 (H+1)*T -20 20})
set{gca, 'FontName', 'Palatino’)
fig=input('Enter separate flow figure number: ','s")
h=text(4500, -28.6, ['Figure ', fig, .....
. Primary Flow and Secondary Flow from Data Set ',
num 2str{data)]);
set(h, "HorizontalAlignment', 'center’)
h=text(6000, zoe2(6000/5,2)-2, [ Primary Flow']);
set(h, '"HorizontalAlignment', 'left')
h=text(6000, zoe2(6000/5,3)-2, ['Secondary Flow'}]);
set(h, '"HorizontalAlignment', 'left')
grid
h=text(9270, 26.2, pno);
set(h, 'HorizontalAlignment', 'right')
subplot(2,1,2})
set(gca, Position',[0.258, 0.160, 0.625, 0.302])
plot(time(1:H), zoe2(1:H,4), 'c")
ylabel('Flow Deviation [g/s]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino')
xlabel('Time [sec])

1
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hx=get(gca, 'xlabel');

set(hx, "FontName', 'Palatino’)

axis([0 (FH+1)*T -20 20})
set(gca, '"FontName', 'Palatino’)
fig=input('Enter combined flow figure number: ','s")
h=text(4500, -28.6, ['Figure ', fig, ...

. Sum of Primary Flow and Secondary Flow from Data Set ',

num2str(data)l);

set(h, 'HorizontalAlignment', 'center’)
h=text(6000, zoe2(6000/5,4)-2, ['Sum of Flows']);
set(h, 'HorizontalAlignment’, 'left')

grid
print -dps2
pause
5
% Flow step size calculation for loader changes.
Pc=15.9; % base pressure for loader/flow calibration

C(1:6)=[0.0015928689 -0.40467791 34.59480361 -958.9842469
5.371698113 -482.3767296];
% for initial loader position
if LSi < 98
F2i= C(1)*L81’\3+C(2)*L81A2+C(3)*LS1+C(4),
F2i=(F2i*{Plo+Patm)/Pc);
7 else
F2i=C(5)*LSi+C(6);
F2i=(F2i*(Plo+Patm)/Pc);
end
% for final loader position
if LSf < 98
F2f=C(1)*LSE{Ar3+C(2)*LS{A2+C(3)*LSf+C(4);
F2f=(E2f*(Plo+Patm)/Pc);
else
F2f=C(5)*LS{+C(6);
F2f=(F2f* (Plo+Patm)/Pc});

end
step=F2f-F2i % initial flow step size
Yo
% Calculate parameter values for all houses using one input
initialization.
yoel2l=zeros(L,9); % matrix to hold individual
%input 1 simulation, single input
yoe22l=zeros(L,9); % matrix to hold individual
% input 2 simulation, single input
yoeS2l=zeros(L,9); % matrix to hold sum of inputs 1

y - % and 2 simulation, single
— yoel22=zeros(L,9); % matrix to hold individual
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% input 1 simulation, two inputs

yoe222=zeros(L,9); % matrix to hold individual
% input 2 simulation, two inputs
yoeS22=zeros(L,9); % matrix to hold sum of inputs 1
N y % and 2 simulation, single
narx21=[[3] [3] [1]1}; % one third order output, one
‘ % input with one delay
noe2l=[[3][3] 1]} % one third order output, one
% input with one delay
noe22=[[3 3] [3 3]I1 1]]; % one third order output, two

% input with one delay
%o
i=1; %index for the P1 output location used for initiallization
% Manipulate the outputs similarly to the input.
zoe2(1:L-kx,1)=D{(:,9+1); % raw P2 data
zooe2(1,1)=mean(zoe2(1:ko,1)); % average up to step
zoe2(1l:ko,1}=ones(ko,1)*zooe2(1,1); % set all values up to
% step to equal yo
zoe2(L-kx+1:L,1)=ones(kx,1)*mean(zoe2(ki2:kf2,1));
% build the extension
zoe2(:,1)=zoe2(:,1)-zooe2(1,1); % subtract initial output
% value from all
%
% Compute the combined single input arx model for parameter
% initialization purposes.
tharx2ci=arx([zoe2(:,1) zoe2(:,4)], narx21); % c=combined,
% i=initial
% Use the arx result in an initial theta built for an oe model with
% one input
thoe2ci=oe([zoe2(:,1) zoe2(:,4)], noe2l); % get single
% input theta form

thoe2ci(3,1)=tharx2ci(3,4); % b1l
thoe2ci(3,2)=tharx2ci(3,5); % b2
thoe2ci(3,3)=tharx2ci(3,6); % b3
thoe2ci(3,4)=tharx2ci(3,1); % f1
thoe2ci(3,5)=tharx2ci(3,2); % f2
thoe2ci(3,6)=tharx2ci(3,3); % £3

% Use the arx result in an initial theta built for oe model with
% two inputs :
thoe2si=oe([zoe2(:,1) zoe2(:,2) zoe2(:,3)], noe22); % get oe
% theta form

thoe2si(3,1)=tharx2ci(3,4); % b1l
thoe2si(3,4)=tharx2ci(3,4); % bl12
thoe2si(3,2)=tharx2ci(3,5); % b21
thoe2si(3,5)=tharx2ci(3,5); % b22

thoe2si(3,3)=tharx2ci(3,6); % b31
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thoe2si(3,6)=tharx2ci(3,6); % b32
thoe2si(3,7)=tharx2ci(3,1); % f11
thoe2si(3,10)=tharx2ci(3,1); % 12
thoe2si(3,8)=tharx2ci(3,2); % £21
thoe2si(3,11)=tharx2ci(3,2); % £22
thoe2si(3,9)=tharx2ci(3,3); % £31
thoe2si(3,12)=tharx2c¢i(3,3}); % £32

Yo

for i=1:9 %index for the P2 output location

% Manipulate the outputs similarly to the input.

%

zoe2(1:L-kx,1)=zeros(L-kx,1);
zoe2(1:L-kx,1)=D(:,9+1); % raw P2 data
zooe2(1l,1)=mean(zoe2(l:ko,1)); % average up to step
zoe2(1'ko 1)=ones(ko,1)*zooe2(1,1); % set all values up to
% step to equal yo
zer(L kx+1:L,1)=ones(kx,1)*mean{zoe2(ki2:kf2,1));
% build the extension
zoe2(:,1)=zoe2(:,1)-zooe2(1,1); % subtract initial output
Y%value from all

% Compute a combined single input arx model for parameter
% initialization purposes. Use the arx result in an initial theta
% built for an oe model with one input

thoe2ci=oe([zoe2(:,1) zoe2(:,4)], noe2l); % get single
% input theta form
thoe2ci(3,1)=tharx2ci(3,4); "% bl
thoe2ci(3,2)=tharx2ci(3,5); % b2
thoe2ci(3,3)=tharx2ci(3,6); % b3
thoe2ci(3,4)=tharx2ci(3,1); % f1
thoe2ci(3,5)=tharx2ci(3,2); % £2
thoe2ci(3,6)=tharx2ci(3,3); % {3

% Calculate the combined flow input model using initialization
from above, and simulate.

thoe2c=o0e([zoe2(:,1) zoe2(:,4)], thoe2ci); % obtain the model
yoe2(:,i)=idsim([zoe2(:,4)],thoe2c); % combined input

% model output result
seoe2l=(yoe2(1:L-kx,i)-zoe2(1:L-kx,1))./2; % sum of

% squared errors between
sseoe2l=sum(seoel); % model and data

% Look at the zero-pole structure.

[zepo2l, K21]=th2zp(thoe2c);

% zero, poles, and gain

% Save 27 items that characterize the results of the combined flow
% model in TH2.

% First save the param eter values and corresponding gain, zero,
% and poles. ,

TH2(i,1)=thoe2c(3,1); - % bl
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TH2(i,2)=thoe2c(3,2); % b2
TH2(i,3)=thoe2c(3,3); % b3
TH2(i,4)=thoe2c(3,4); % f1
TH2(i,5)=thoe2c(3,5); % £2
TH2(i,6)=thoe2¢(3,6); _ % f3
TH2(i,7)=K21(2,1); % K (static gain, NOT transfer function gain)
TH2(i,8)=zepo21(2,1); % za
TH2(i,9})=zepo21(3,1); % zb
TH2(i,10)=zep021(2,3); % pa
TH2(i,11)=zepo21(3,3); % pb
TH2(i,12)=zepo21(4,3); % pc

% Second, save the standard deviation of above values.
TH2(i,13)=thoe2c(4,1); % b1l
TH2(i,14)=thoe2¢(5,2); % b2
TH2(i,15)=thoe2c(6,3); % b3
TH2(i,16)=thoe2¢(7,4); % f1
TH2(i,17)=thoe2c(8,5); % 2
TH2(i,18)=thoe2c(9,6); % 3
TH2(i,19)=K21(3,1); % K
TH2(i,20)=zepo021(2,2); % za
TH2(i,21)=zepo21(3,2); % zb
TH2(i,22)=zepo021(2,4); % pa
TH2(i,23)=zep021(3,4); % pb
TH2(i,24)=zepo21(4,4); % pc

% Third, save miscellaneous values.

TH2(i,25)=thoe2c¢(1,1); % variance of the noise
TH2(i,26)=thoe2c(2,1); % Akaike's final prediction error

TH2(i,27)=sse0e2l; % sum of the squared errors, unfiltered
%
% Calculate the portions of the P2 output made up by the
% individual inputs using the parameters from combined input
oe model.
Yo Simulate model output for single primary flow input.
zoel2=zeros(L,2);
zoel2(:,1:2)=[zoe2(:,1) zoe2(:,2)];
yoel2l(:,i}=idsim(zoe12(:,2), thoe2c); % portion of output
' % due to primary flow
" % Simulate model output for single secondary flow input.
zoe22=zeros(L,2);
z0e22(:,1:2)=[zoe2(:,1) zoe2(:,3)];
yoe221(:,i)=idsim (zoe22(:,2), thoe2c); % portion of output
% due to secondary flow
% Sum all the components to see that it represents whole
%o response.
yoeS21(:,i)=yoel21(:,i)+yoe221(:,i); % sum of two ‘
% separate output parts
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% Plot these results later, after the two input model is made.

%o

% Calculate a separate flow input model, using the above

% initialization parameters. Use the arx result in an initial theta

% built for oe model with two inputs. Note this is still the

% tharx2ci computed prior to entering this loop.
thoe2si=oe([zoe2(:,1) zoe2(:,2) zoe2(:,3)], noe22); % get oe

% theta form

thoe2si(3,1)=tharx2ci(3,4); % bll
thoe2si(3,4)=tharx2ci(3,4); % bl2
thoe2si(3,2)=tharx2ci(3,5); % b21
thoe2si(3,5)=tharx2ci(3,5); % b22
thoe2si(3,3)=tharx2ci(3,6); % b31
thoe2si(3,6)=tharx2ci(3,6); % b32
thoe2si(3,7)=tharx2ci(3,1); % f11
thoe2si(3,10)=tharx2ci(3,1); % f12
thoe2si(3,8)=tharx2ci(3,2); % 21
thoe2si(3,11)=tharx2ci(3,2); % £22
thoe2si(3,9)=tharx2ci(3,3); % £31
thoe2si(3,12)=tharx2ci(3,3); % £32

%
thoe2s=o0e([zoe2(:,1) zoe2(:,2) zoe2(:,3)], thoe2si);
yoe2(:,i)=idsim([zoe2(:,2) zoe2(:,3)],thoe2s); % two input

% model output result
seoe22=(yoe2(1:L-kx,i)-zoe2(1:L-kx,1)).72; % sum of
% squared errors between

sseoe22=sum (seoe22); % model and data

% Look at the zero-pole structure.

[zepo22, K22]=th2zp(thoe2s); % zero, poles, and gain

% Save 51 items that characterize the results of the separate flow
% model in TH2.

% Save the parameter values and corresponding gain, zero, and
poles for primary input.

TH2(i,28)=thoe2s(3,1); % b1l
TH2(i,29)=thoe2s(3,2); % b21
TH2(i,30)=thoe2s(3,3); % b31
TH2(i,31)=thoe2s(3,7); % fi1
TH2(i,32)=thoe2s(3,8); % 21
TH2(i,33)=thoe2s(3,9); % £31
TH2(i,34)=K22(2,1); % K1 (static gain, NOT transfer function gain)
TH2(i,35)=zep022(2,1); % zal
TH2(i,36)=zep022(3,1); - % zbl
TH2(i,37)=zep022(2,3); % pal
TH2(i,38)=zep022(3,3); % pbl
TH2(i,39)=zep022(4,3); % pcl

% Second, save the standard deviation of above values.
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TH2(i,40)=thoe2s(4,1); % bl1l
TH2(i,41)=thoe2s(5,2); % b21
TH2(i,42)=thoe2s(6,3); % 031
TH2(i,43)=thoe2s(10,7); % f11

TH2(i,44)=thoe2s(11,8); . _ e % 21
TH2(i,45)=thoe2s(12,9); _ . % f31

TH2(i,46)=K22(3,1); % K1

TH2(i,47)=zep022(2,2); % zal
TH2(i,48)=zepo022(3,2); % zbl
TH2(i,49)=zepo22(2,4); % pal
TH2(i,50)=zep022(3,4); % pbl
TH2(i,51)=zep022(4,4); % pcl

% Save the parameter values and corresponding gain, zero, and
% poles for secondary input.

TH2(i,52)=thoe2s(3,4); . % bl12
TH2(i,53)=thoe2s(3,5); % b22
TH2(i,54)=thoe2s(3,6); % b32
TH2(i,55)=thoe2s(3,10); % f12
TH2(i,56)=thoe2s(3,11); % {22
TH2(1,57)=thoe2s(3,12); % £32
TH2(i,58)=K22(2,2); % K2 (static gain, NOT transfer function gain)
TH2(i,59)=zep022(2,5); . % za2
TH2(i,60)=zep022(3,5); % zb2
TH2(i,61)=zepo0?22(2,7); % pa2
TH2(i,62)=zepo022(3,7); % pb2
TH2(i,63)=zep022(4,7); % pc2

% Second, save the standard deviation of above values.
TH2(i,64)=thoe2s(7,4); % bl2
TH2(i,65)=thoe2s(8,5); % b22
TH2(i,66)=thoe2s(9,6); % b32
TH2(i,67)=thoe2s(8,5); % f12
TH2(i,68)=thoe2s(9,6); % £22
TH2(i,69)=thoe2s(9,6); % £32
TH2(i,70)=K22(3,1); % K2
TH2(i,71)=zep022(2,6); % za2
TH2(i,72)=zepo22(3,6); % zb2
TH2(i,73)=zep022(2,8); % pa2
TH2(i,74)=zepo22(3,8); % pb2
TH2(i,75)=zepo022(4,8); , % pc2

% Third, save miscellaneous values.

TH1(i,76)=thoe2s(1,1); % variance of the noise
THI1(i,77)=thoe2s(2,1); % Akaike's final prediction error

TH1(i,78)=sse0e22; % sum of the squared errors, unfiltered
%o

% Calculate the portions of the P2 output made up by

% individual inputs using the oe parameters from the separate
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% input model.
% Simulate model output for single primary flow input.
thoeZt=0e([zoe2(:,1), zoe2(:,2)], noe2l); % a temporary one
%input theta form filled with parameter values

thoe2t(3,1)=thoe2s(3,1); % bll
thoe2t(3,2)=thoe2s(3,2); % b21
thoe2t(3,3)=thoe2s(3,3); % b31
thoe2t(3,4)=thoe2s(3,7); % f11
thoe2t(3,5)=thoe2s(3,8); % f21
thoe2t(3,6)=thoe2s(3,9); % £31

zoe2l=zeros(L,2);

zoe21(:,1:2)=[z0e2(:,1) zoe2(:,2)];

yoel22(:,i)=idsim(zoe21(:,2), thoe2t); % portion of output
% due to primary flow

%o Simulate model output for single secondary flow input.
thoe2t(3,1)=thoe2s(3,4); % bl2
thoe2t(3,2)=thoe2s(3,5); % b22
thoe2t(3,3)=thoe2s(3,6); % b32
thoe2t(3,4)=thoe2s(3,10); % £12
thoe2t(3,5)=thoe2s(3,11); % 22
thoe2t(3,6)=thoe2s(3,12); % 32

zoe22=zeros(L,2);
zoe22(:,1:2)=[zoe2(:,1) zoe2(:,3)];
yoe222(:,i)=idsim (zoe22(:,2), thoe2t); % portion of output
% due to secondary flow
Yo Sum all the components.
yoeS22(:,i)=yoel22(:,i)+yoe222(:,i); % sum of two
% separate output parts
Yo
% Plot both combined input and two input model outputs, along
with data.
pno=input(['Enter ', HOUSE(i, 1), HOUSE(,2), .
' both model page number: '},'s")
figure(2)
set(gef, 'DefaultTextFontName', 'Palatino’)
orient tall
% Plot for the combined flow input-model
subplot(2,1,1)
set{gca, Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H,1), yoeS21(1:H,i),
time(l:ko,1), D(1:ko,i+9)- zoer(l 1), .
time(ko+1:L-kx,1), zoe2(ko+1:L-kx 1), g )
ylabel(' Pressure Deviation [psi]')
hy=get(gca, "ylabel');
e . set(hy, 'FontName', 'Palatino')
— xlabel(' Time [sec]')



hx=get(gca, 'xlabel");

set(hx, 'FontName', 'Palatino')
axis([0 (H+1)*T -4 4]
set(gca, 'FontName', 'Palatino')

fig=input(['Enter ', HOUSE(i,1), HOUSE(i,2), ... ...

' P2 figure number: '],'s")
h=text(4500, -5.7, ['Figure ', fig, '. ', ...
HOUSE(i,1), HOUSE(,2), .
' P2 Data and P2 Combined Flow Modei from Data Set'
num2str{data)]);
set(h, 'HorizontalAlignment', 'center’)
h=text{(9270, 5.17, pno);
set(h, 'HorizontalAlignment’, 'right')
grid
% Plot for the separate flow input model
subplot(2,1,2)
set(gca, Position',[0.258, 0.160, 0.625, 0. 302])
plot(time(1:H,1), yoeS22(1:H,i),
time(l:ko,1), D(1:ko,i+9)- zoer(l 1), g', ...
time(ko+1:L-kx,1), zoe2(ko+1:L-kx,1), "'g:")
ylabel(' Pressure Deviation [psi])
hy=get(gca, 'ylabel");
- set(hy, 'FontName', 'Palatino’)
xlabel(' Time [sec])
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino')
axis([0 (H+1)*T -4 4))
set(gca, 'FontName', 'Palatino’)
fig=input(['Enter ', HOUSE(i,1), HOUSE(,2), ...
' P2 figure number: '],'s")
h=text(4500, -5.7, ['Figure ', fig, ". '
HOUSE(i,1), HOUSE(,2), ...

FAREE]

' P2 Data and P2 Separate Flow Model from Data Set’,

numZstr(data)]);
set(h, 'HorizontalAlignment', 'center')

grid
pause
print -dps2
%
% Plot both combined input and two input model output
components and sum
pno=input{['Enter ', HOUSE(i,1), HOUSE(,2), ...

' components page number: '],'s")
figure(3)
set(gcf, 'DefaultTextFontName', 'Palatino’)
orient tall
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% Plot for the combined flow input model
iy subplot(2,1,1)
' set(gca,' Position',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H,1), yoel2l(ko:ko+H-1,i), 'y-', ...
time(1:H,1}, yoe221(ko:ko+H-1,i), ‘'m", ...
time(1:H,1), yoeS21(ko:ko+H-1,i}, 'r')
ylabel('Pressure Deviation [psi]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel(' Time [sec]')
hx=get(gca, "xlabel’);
. set(hx, 'FontName', 'Palatino’) .
axis([0 (H+1)*T -4 4]) % for F2 increases and decreases
set(gca, 'FontName', 'Palatino’)
fig=input(['Enter ', HOUSE(i,1), HOUSE({,2), ...
' P2 figure number: '],'s")
h=text(4500, -5.7, [ Figure ', fig, '. '
HOQUSE(i,1), HOUSE(i,2), -..
' P2 Combined Flow Model Components from Data Set ', ...
num2str(data)l);
set(h, "HorizontalAlignment', 'center’)
h=text(6000, yoel21(6000/5,i)-0.3, ...
[Primary Component']};
set(h, 'HorizontalAlignment', 'center’)
h=text(6000, yoeS521(6000/5,i)-0.3, ...
[[Sum of Components']);
set(h, 'HorizontalAlignment', 'center’)
h=text(6000, yoe221(6000/5,i}-0.3, ...
['Secondary Component']);
set(h, 'HorizontalAlignment', 'center’)
h=text(9270, 5.17, pno);
set(h, 'HorizontalAlignment', 'right’)
grid
% Plot for the separate flow input model
subplot(2,1,2)
set(gca, Position’,[0.258, 0.160, 0.625, 0.302]}
plot(time(1:H,1), yoel22(ko:ko+H-1,1), "y-', ...
time(1:H,1), yoe222(ko:ko+H-1,i), 'm’, ...
time(1:H,1), yoeS22(ko:ko+H-1,i), '1')
ylabel('Pressure Deviation [psi]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel(' Time |[sec]')
hx=get(gca, 'xlabel’);
= set(hx, 'FontName", 'Palatino') :
—  axis([0 (H+1)*T -4 4]) % for F2 increases and decreases

YRR
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set(gca, 'FontName’, 'Palatino')
fig=input(['Enter ' HOUSE(; 1), HOUSEC(4,2), -
' P2 figure number ‘1.'s")
h=text(4500, -5.7, ['Figure ', fig, '. ', ...
HOUSE(i,1), HOUSE(l 2), .
" P2 Separate Flow Model Components from Data Set
num2str{data)]);
set(h, 'HorizontalAlignment', 'center’)
h=text(6000, yoe122(6000/5,i)-0.3, ...
[Primary Component']);
set(h, 'HorizontalAlignment', 'center’)
h=text(6000, yoeS522(6000/5,i)-0.3, ...
[Sum of Components']);
set(h, 'HorizontalAlignment', 'center')
h=text(6000, yoe222(6000/5,i)-0.3, ...
[Secondary Component'});
set(h, 'HorizontalAlignment', 'center’)
grid
pause
print -dps
end
%
% Plot all the P2 simulations for the combined flow model type.
o .
% First, plot the primary flow components for the combined flow
model.
% Sort house names on basis of last value in plot.
fs1,d1]=sort(yoel21(L-kx-ko,1:9)); % d1 has sorted house index
% based on last data; 1=smallest
pno=input('Enter all models page number: ','s")
figure(4)
set(gcf, 'DefaultTextFontName', 'Palatino')
orient tall
subplot(2,1,1)
set(gca, Position’',[0.258, 0.630, 0.625, 0.302])
plot(time(1:H,1),yoel21(ko:ko+H-1,1),"y-',
time(1:H,1),yoel21(ko:ko+H-1,2),'m-', ...
time(1:H,1),yoel21(ko:ko+H-1,3), c-', ...
time(1:H,1),yoel21(ko:ko+H-1,4),'r-', ...
time(1:H,1),yoel21(ko:ko+H-1,5),'g-', ...
time(1:H,1),yoel21(ko:ko+H-1,6),'b-", ...
time(1:H,1),yoel21(ko:ko+H-1,7),'w-", ...
time(1:H,1),yoe121(ko:ko+H-1,8),'r-', ...
time(1:H,1),yoel21(ko:ko+H-1,9),'g-")
ylabel(' Pressure Deviation [psi]')
hy=get(gca, 'ylabel');
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set(hy, 'FontName', 'Palatino’)
xlabel{' Time [sec])
hx=get(gca, 'xlabel');
set(hx, ‘FontName', 'Palatino')
if step >0
axis([0 (H+1)*T -1 4]) % for F2 increases
set(gca, 'FontName', 'Palatino’)
md=(max(yoel21(:,d1(9))))/2;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d1(j},1), HOUSE(d1(j),2)], --.-
'VerticalAlignment','top’, ...
'HorizontalAlignment','right')
hold on '
plot([3200+(j*550) 3700+ (j*550)], ...
[md yoel21(ko+(3700+j*550)/T, d1(j))D

end
fig=input( ...
"Enter combined model P2 primary component fignumber: ', 's’)
h=text(4500, -2.073, ['Figure ', fig, ...
'. P2 Primary Component for Combined Model from Data Set ', ...
num 2str{data)]);
_\ set(h, '"HorizontalAlignment', 'center’)
) h=text(9270, 4.732, pno);
set(h, 'HorizontalAlignment', 'right')
else
axis([0 (H+1)*T -4 1]) % for F2 decreases
set(gca, 'FontName', 'Palatino')
md={min(yoel21(:,d1(1))})/2;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d1(10-j),1), HOUSE(d1(10-j),2)], -..
"Vertical Alignment','bottom’, ...
'HorizontalAlignment',' right')
hold on
plot([3200+(j*550) 3700+ (j*550}], ...
[md yoel21(ko+(3700+j*550)/T, d1(10-j))})
end
fig=input( ...
"Enter combined model P2 primary component fignumber: ', 's")
h=text(4500, -5.073, ['Figure ', fig, ...
. P2 Primary Component for Combined Model from Data Set ', ...
num2str(data)l);
set(h, 'HorizontalAlignment', "center’)
- h=text(9270, 1.732, pno);
set(h, 'HorizontalAlignment', 'right')



end
hold off
grid
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% Second, plot the secondary flow components for the combined

% flow model.

% Sort house names on basis of last value in plot.

[s2,d2]=sort(yoe221(L-kx-ko,1:9)); % d2 has sorted house index

subplot(2,1,2)

set(gca, Position',[0.258, 0.160, 0.625, 0.302})

plot(time(1:H,1),yoe221(ko:ko+H-1,1)," y-, ...
time(1:H,1),yoe221(ko:ko+H-1,2},'m-", ...
time(1:H,1),yoe221(ko:ko+H-1,3),'¢c-', ...
time(1:H,1),yoe221(ko:ko+H-1,4),'r-", ...
time(1:H,1),yoe221(ko:ko+H-1,5),'g-', ...
time(1:H,1),yoe221(ko:ko+H-1,6),'b-', ...
time(1:H,1),yoe221(ko:ko+H-1,7),"w-', ...
time(1:H,1),yoe221(ko:ko+H-1,8),'r-", ...
time(1:H,1),yoe221(ko:ko+H-1,9),"g-")
ylabel('Pressure Deviation [psi]')
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’)
xlabel('Time [sec])
hx=get(gca, 'xlabel");
set(hx, 'FontName', 'Palatino')
if step >0

axis([0 (H+1)*T -4 1)) % for F2 increases

set(gca, 'FontName’, 'Palatino’)
md=(min(yoe221(:,d2(9))))/2;
for j=1:1:9

text(3200+(j*550), md, .

[HOUSE(d2(10-j),1), HOUSE(d2(10),2)], ...

‘'VerticalAlignment','bottom ',
'HorizontalAlignment', right'}

hold on
plot([3200+(j*550) 3700+ (j*550)], ..

[md yoe221(ko+(3700+j*550) /T, d2(10-j))])

end
fig=input( ..

‘Enter combined model P2 secondary component fig number:

h=text(4500, -5.073, ['Figure ', fig, ..
num2str(data)]);
set(h, 'HorizontalAlignment’, 'center’)
else , .
axis([0 (H+1)*T -1 4]) % for F2 decreases
set(gca, 'FontName', 'Palatino’)

T |Sr)

. P2 Secondary Component for Combined Model from Data S ",



"Enter combined model P2 secondary component fig number:
h=text(4500, -2.073, ['Figure ', fig, ...
. P2 Secondary Component for Combined Model from Data § ', ...

T

num2str(data)]);
set(h, 'HorizontalAlignment', 'center')
end
hold off
grid
pause
print

Yo

md=(max(yoe221(:,d2(1))))/2;
for j=1:1:9
text(3200+(j*550), md, ...

[HOUSE(d2(j),1), HOUSE(d2(j),2)], ...
'VerticalAlignment', top’, ...

'HorizontalAlignment','right')

hold on

plot([3200+(j*550) 3700+ (j*550)], ...
Imd yoe221(ko+(3700+j*550) /T, d2(j))])

end
fig=input( ...

% Plot all the P2 simulations for the separate flow model type.
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g

% First, plot the primary flow components for the separate flow
model. ‘

% Sort house names on basis of last value in plot.
[s1,d1]=sort(yoel22(L-kx-ko,1:9)});

pno=input('Enter all models page number: ','s’

% d1 has sorted house

% index based on last data; 1=smallest

figure(5)
set(gcf, 'DefaultTextFontName', 'Palatino’)

~orient tall

subplot(2,1,1)
set(gca, Position',[0.258, 0.630, 0.625, 0.302])

plot(time(1:H,1),yoel22(ko:ko+H-1,1),"y-', ...
time(1:H,1),yoel22(ko:ko+H-1,2),'m-', ...
time(1:H,1),yoel22(ko:ko+H-1,3),'c-', ...
time(1:H,1),yoel22(ko:ko+H-1,4},'r-', ...
time(1:H,1),yoel22(ko:ko+H-1,5),"g-*, ...
time(1:H,1),yoel22{ko:ko+H-1,6),'b-", ...
time(1:H,1),yoel22(ko:ko+H-1,7),'w-', ...
time(1:H,1),yoel22(ko:ko+H-1,8),'r-", ...

time(1:H,1),yoel122(ko:ko+H-1,9),"g-")
ylabel(' Pressure Deviation [psil')
hy=get(gca, 'ylabel');

set(hy, ‘'FontName', 'Palatino’)
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xlabel{'Time [sec])
hx=get(gca, 'xlabel');
set(hx, 'FontName', 'Palatino')
if step > 0
axis({[0 (H+1)*T -1 4]) % for F2 increases
set(gca, 'FontName', 'Palatino’)
md=(max(yoel22(:,d1(9))))/2;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d1(10-j),1), HOUSE(d1(10-j),2)], ...
"Vertical Alignment',’top’, ...
'HorizontalAlignment', right')
hold on ‘ .
plot([3200+(j*550) 3700+ (j*550)], ... ‘
[md yoel22(ko+(3700+j*550)/T, d1(10-j))])
end
fig=input( ...
"Enter separate model P2 primary component figure number: ','s’)
h=text(4500, -2.073, ['Figure °, fig, ...
. P2 Primary Components for Separate Model from Data Set ', ...
num 2str(data)]); ‘
set(h, 'HorizontalAlignment', 'center')
h=text(9270, 4.732, pno);
set(h, 'HorizontalAlignment’, 'right')
else
axis([0 (H+1)*T -4 1]) % for F2 decreases
set(gca, 'FontName', 'Palatino’)
md=(min(yoel22(:,d1(1))))/2;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d1(j),1), HOUSE(d1(j),2)], ...
'"VerticalAlignment’,'bottom ', ...
'"HorizontalAlignment', right')
hold on
plot([3200+(j*550) 3700+(j*550)], ...
[md yoel22(ko+(3700+j*550)/T, d1(iND

1

end
fig=input( ...
"Enter separate model P2 primary component figure number: ','s")
h=text(4500, -5.073, ['Figure ', fig, ...
. P2 Primary Components for Separate Model from Data Set ', ...
num2str(data)]);
set(h, "HorizontalAlignment', 'center’)
h=text(9270, 1.732, pno);
set(h, 'HorizontalAlignment', 'right')
end

t
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hold off
grid
% Second, plot the secondary flow components for the separate
% flow model.
% Sort house names on basis of last value in plot.
[s2,d2]=sort(yoe222(L-kx-ko,1:9)}); % d2 has sorted house index
subplot(2,1,2)
set(gca, Position',[0.258, 0.160, 0.625, 0.302])
plot(time(1:H,1),yoe222(ko:ko+H-1,1),'y-", ...
time(1:H,1),yoe222(ko:ko+H-1,2),'m-", __.
time(1:H,1),yoe222(ko:ko+H-1,3),'c-", ...
time(1:H,1),yoe222(ko:ko+H-1,4), -, ...
time(1:H,1),yoe222(ko:ko+H-1,5), g-', ...
time(1:H,1),yoe222(ko:ko+H-1,6),'b-", ...
time(1:H,1),yoe222(ko:ko+H-1,7),'w-', ...
time(1:H,1),yoe222(ko:ko+H-1,8),'r-", ...
time(1:H,1),yoe222(ko:ko+H-1,9)," g-")
ylabel{' Pressure Deviation [psi])
hy=get(gca, 'ylabel');
set(hy, 'FontName', 'Palatino’})
xlabel('Time [sec]')
hx=get(gca, 'xlabel’);
set(hx, 'FontName', 'Palatino')
if step > 0
axis([0 (H+1)*T -4 1]) % for F2 increases
set{gca, 'FontName', 'Palatino’)
md=(min(yoe222(:,d1(9))))/2;
for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d2(j),1), HOUSE(d2(j),2)], ...
‘VerticalAlignment','bottom’, ...
'HorizontalAlignment', right')
hold on
plot{[3200+(j*550) 3700+ (j*550)], ...
[md yoe222(ko+(3700+j*550) /T, d2(j N} ])
end
fig=input( ...
"Enter separate model P2 secondary component fig number: ','s")
h=text(4500, -5.073, ['Figure ', fig, ...
. P2.Secondary Components for Separate Model from Data 5 ', ...
num?2str{data)l]);
set(h, '"HorizontalAlignment', 'center’)

T

else
axis([0 (H+1)*T -1 4]) % for F2 decreases
set(gca, 'FontName', 'Palatino')
md=(max(yoe222(:,d2(1))))/2;
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for j=1:1:9
text(3200+(j*550), md, ...
[HOUSE(d2(10-j),1), HOUSE(d2(10-j),2)], ...
'Vertical Alignment',' top', ...
‘HorizontalAlignment','right')
hold on
plot{[3200+(j*550) 3700+(j*550)], ...
[md yoe222(ko+(3700+j*550)/T, d2(10-j)])
end
fig=input( ...
‘Enter separate model P2 secondary component fig number: ','s")
h=text(4500, -2.073, ['Figure ', fig, ...
". P2 Secondary Components for Separate Model from Data S ', ...

num2str(data)]);
set(h, 'HorizontalAlignment', 'center')
end
hold off
grid
print -dps2

Yo
% Save information used to set up calculations for individual
data set.

IND(1)=data; % data set number

IND(2)=hs; % loader house no (A0=1,...F0=8,5Y=9)
IND(3)=L5i; % initial LS loader position in percent
IND(4)=LSf{; % final LS loader position in percent
IND(5)=Patm; % atmospheric pressure in psia
IND(6)=P1o0; % initial P1 pressure at stepped loader
IND(7)=ko; % point prior to step input
IND(8)=ki2; % initial sample to build P2 extention
IND(9)=k{2; % final sample to build P2 extension
IND(10)=L; % total length of data record created
IND(11)=kx; % length of extension of data points
IND(12)=H; % number of points in final plot
IND(13)=kn; % length of original data record
IND(14)=T; % sample time in seconds

IND(15)=step; % flow step size
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