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UPGRADE

The original design goal of the LHC was to operate at 1× 1034 cm-2s-1 with 25 ns
bunch spacing, where approximately 25 simultaneous inelastic collisions per crossing
(“pile-up”) occur. With the upgrade of the accelerators, the luminosity and pile-up will
more than double. The current pixel detector is crucial to charged particle tracking, but
was not designed to perform effectively in such collision conditions and the physics
program of CMS would suffer as a result. We propose to replace the current pixel
tracker with a new high efficiency and low mass detector with four barrel layers and
three forward/backward disks to provide four-hit pixel coverage out to pseudorapidities
of ±2.5. This new detector will meet or exceed the original design specifications in
these high luminosity environments. In this report, we provide details on the design,
construction and installation of the upgraded pixel detector as well as estimates of its
expected performance.
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H. Kirschenmann, R. Klanner, J. Lange, T. Lapsien, M. Matysek, F. Nowak, T. Peiffer,
N. Pietsch, D. Rathjens, C. Sander, H. Schettler, P. Schleper, E. Schlieckau, A. Schmidt,
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20: Also at Eötvös Loránd University, Budapest, Hungary
21: Also at Tata Institute of Fundamental Research - HECR, Mumbai, India
22: Now at King Abdulaziz University, Jeddah, Saudi Arabia

xvi



23: Also at University of Visva-Bharati, Santiniketan, India
24: Also at Sharif University of Technology, Tehran, Iran
25: Also at Isfahan University of Technology, Isfahan, Iran
26: Also at Shiraz University, Shiraz, Iran
27: Also at Plasma Physics Research Center, Science and Research Branch,
Islamic Azad University, Tehran, Iran
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Chapter 1

Introduction

The proposed upgrade of the CMS pixel detector will support full performance of the CMS
experiment at the high instantaneous luminosities and total integrated doses which are now
predicted based on the strong performance of the LHC accelerator. It will also address and
mitigate many of the weaknesses that have been identified in the current systems.

1.1 Performance and Schedule of the LHC
The physics program at the Large Hadron Collider (LHC) began in 2010 with pp collisions
at a center of mass (CM) energy of 7 TeV. By the end of 2011, a data sample with integrated
luminosity of 6 fb−1 was collected by CMS. The CM energy was increased to 8 TeV and at the
time of writing (August 2012) a further 11 fb−1 integrated luminosity has been delivered, with
instantaneous peak luminosities approaching 7× 1033cm−2s−1. The excellent performance of
LHC through this period of operation is summarized in Figure 1.1. Throughout this period,
the LHC has operated with bunch trains with 50 ns bunch spacing.

Current planning for the LHC and injector chain foresees a series of three long shutdowns, des-
ignated LS1, LS2, and LS3. In LS1 (in the period 2013-2014), the CM energy will be increased to
14 TeV (or slightly lower). In the period through LS2 (2018), the injector chain will be improved
and upgraded to deliver very bright bunches (high intensity and low emittance) into the LHC.
In LS3 (2022), the LHC itself will be upgraded with new low-β triplets and crab-cavities to
optimize the bunch overlap at the interaction region. The original performance goal for the
LHC, to operate at an instantaneous luminosity of 1× 1034 cm−2s−1 with 25 ns bunch spacing,
is likely to be achieved soon after LS1. Under these conditions, CMS will experience an average
of about 25 inelastic interactions per bunch crossing (referred to as event pile-up). This is the
operating scenario for which the CMS experiment was designed. Based on the excellent LHC
performance to date, and the upgrade plans for the accelerators, it is anticipated that the peak
luminosity will be close to 2× 1034 cm−2s−1 before LS2, and perhaps significantly higher after
LS2. Delivering high bunch brightness will be more challenging with 25 ns bunch spacing than
with 50 ns. While the plan is to operate at 25 ns after LS1, further 50 ns operation cannot be
ruled out at this time.

As a result, CMS must be prepared to operate for the rest of this decade with average event
pile-up ( PU) of 50 as a baseline, with the possibility that it may be significantly higher at the
beginning of LHC fills. Higher PU causes increased fake rates in tracking, reduced resolution
in calorimetry with contamination due to overlapping signals. The total integrated luminosity
prior to LS2 will reach of order 200 fb−1, with 500 fb−1 achieved by LS3. The goal for the
High Luminosity LHC program (HL-LHC) is to deliver a further 2500 fb−1 beyond LS3. In this
period PU will be well over 100 for the entire fill, with luminosity leveling employed. With
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2 Chapter 1. Introduction

Figure 1.1: Luminosity performance of LHC over the period 2010-2012.

the higher CM energy and very high luminosities beyond LS1, and with the recent discovery
of a boson at a mass of 125 GeV [1], the CMS physics program will include both searches for
new physics and at the same time measuring the couplings of the new boson in many de-
cay modes. The detector performance, with good reconstruction efficiency at relatively low
transverse energy, must be maintained even at a PU several times higher than the original de-
sign specification. This is the goal of the CMS upgrade program. Through LS2, three major
upgrades are planned: a replacement of the pixel detector with a four-layer high-data-rate de-
sign, improvement to the L1-Trigger system with higher granularity and additional processing
capabilities, and an upgrade to the photo-detectors and electronics for the hadron calorimeters
(HCAL) to reduce background signals and improve measurement of jets and missing-energy
at high PU. The pixel detector upgrade is the subject of this report.

The pixel detector is a crucial component of the all-silicon CMS tracker [2, 3]. The present de-
tector was designed to record efficiently and with high precision the first three space-points
near the interaction region, out to pseudorapidities of ±2.5, in operating conditions up to the
nominal instantaneous luminosity of 1× 1034 cm−2s−1 and 25 ns colliding bunch spacing. Un-
der these conditions, an average of about 25 simultaneous overlapping events, or pile-up, are
expected per bunch crossing.

In this technical design report, we are proposing to replace the present system with a four-
layers/three-disks, low mass silicon pixel tracker capable of delivering high performance track-
ing in the high luminosity environment of the LHC through LS3 (referred as phase 1). CMS has
been designed to allow relatively easy access to the central detectors and the pixel system is
likewise designed to be serviceable during a year-end technical stop, capable of being quickly
removed and reinstalled in CMS. We are preparing to replace the present detector if necessary
before LS2, targeting the year-end technical stop of 2016/17. This strategy of decoupling from
the long-shutdown puts CMS in a strong position, with the potential to profit fully from en-
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hancements of the LHC performance and the large amount of integrated luminosity expected
to be delivered before LS2. As described above, a sizable fraction of the integrated luminosity
will be delivered between LS1 and LS2. If LS2 is delayed to 2019 or later, this fraction would
be even larger. Installation of a higher performance pixel detector as soon as it is ready would
maximize the physics potential by taking advantage of as large a fraction of this integrated
luminosity as possible.

1.2 Current Performance of the Pixel Detector
Before describing the proposed upgrade of the pixel detector and its expected performance,
it is instructive to review the excellent performance of the current pixel detector in operation
since 2009. During collisions, more than 95% of the pixel channels have been active during data
taking. Due to its high segmentation, the pixel detector not only forms high quality seeds for
the track reconstruction algorithm offline, but is also used to do fast tracking online in the high
level trigger (HLT) for primary vertex reconstruction, electron/photon identification, muon
reconstruction, tau identification and b-tagging.

A schematic view of the current CMS tracker, including the pixel detector, is shown in Fig-
ure 1.2. The current pixel detector consists of three barrel layers (BPIX) at radii of 4.4 cm, 7.3 cm
and 10.2 cm, and two forward/backward disks (FPIX) at longitudinal positions of ±34.5 cm
and ±46.5 cm and extending in radius from about 6 cm to 15 cm. The BPIX contains 48 million
pixels covering a total area of 0.78 m2 and the FPIX has 18 million channels covering an area of
0.28 m2. These pixelated detectors produce 3-D measurements along the paths of the charged
particles with single hit resolutions between 10− 20 µm.
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Figure 1.2: Cross section of the current CMS tracker, showing the nomenclature used to identify
different sections. Each line represents a detector module. Double lines indicate back-to-back
modules which deliver stereo hits in the strip tracker.

Figure 1.3 shows the average single hit efficiency for the various layers of the pixel detector
in collisions during 2010 and 2011 [4]. This hit efficiency depends on several factors. The
leading effect is a dynamic inefficiency which increases with instantaneous luminosity and
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Figure 1.3: Pixel tracking performance measurements from 2010 and 2011 data. Left: Average
module hit efficiency per layer/disk in the pixel detector once modules excluded from the
readout are excluded from the measurement. Right: Average module hit efficiency as a function
of the instantaneous luminosity.

trigger rate due to limits in the internal readout chip buffers. The next main effect comes from
single event upsets which cause the temporary loss of a module. These dynamic inefficiencies
become significant for the inner layers when PU reaches 50 or more.

The track reconstruction efficiency has also been measured in 2011 data where a Z boson decays
into a pair of muons. A “tag-and-probe” method is employed to measure this efficiency as a
function of the number of primary vertices and pseudorapidity of the probe muon [4], which
is illustrated in Figure 1.4. The tracking efficiency is high and well described in the simulation,
but slowly degrades as the number of pile-up events increases until it reaches about 40 when it
begins to rapidly degrade due to filling buffers on the readout chip. There is also a noticeable
dip in the efficiency in the pseudorapidity region near η = ±1.5 where the bulkhead with
services from BPIX meets the FPIX.

Passive material in the tracking region is dominated by mass outside the pixel volume, but a
significant portion of it is found in the overlap region between the BPIX and FPIX near |η| ∼
1.5, as can be seen in Figure 1.5. The BPIX bulkhead has services in this region, which in the
upgrade will be moved further out in the longitudinal direction outside the active tracking
volume.

The passive material in the tracking volume plays a visible role for tracks with intermediate
momenta, as illustrated in Figures 1.6 and 1.7, which show the impact parameter resolutions
as measured in 2010 collision data, compared to simulation, versus track η and φ [5]. At low
momenta the transverse impact parameter resolution worsens at higher η due to the material
traversed by the track. The impact of the 18 cooling pipes in the BPIX is clearly visible for lower
momentum tracks versus φ.

The current pixel readout electronics were designed and optimized for the data rates and pixel
occupancies expected up to the LHC design luminosity of 1× 1034 cm−2s−1 with 25 ns bunch
spacing. There will be a dynamic inefficiency of about 4% from the current readout chip,
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Figure 1.4: Results of the tag-and-probe fit for the tracking efficiency as a function of the muon
η and the number of reconstructed primary vertices in the event for 2011 data (black) and
simulation (blue).

PSI46v2, at this luminosity in the innermost layer. These losses are shown in Figure 1.8 as a
function of the level-1 trigger accept (L1A) rate as measured in test beam runs with particle
fluxes as expected for LHC design luminosity [6]. At the nominal L1A accept rate of 100 kHz,
the data loss will increase to 16% in the innermost layer as the luminosity goes up by a factor of
two (for 25 ns bunch crossing) to 2× 1034 cm−2s−1. These losses are understood by simulations
and characterizations of the PSI46v2 readout chip to be coming from two sources: the column
drain dead time (0.8%) and readout-related losses (3.0%). Hit pixels are transferred using col-
umn drain readout to the chip periphery where the hits are stored in buffers during the L1
trigger latency (3.9 µs). If instead the LHC runs with 50 ns bunch spacing at 2× 1034 cm−2s−1,
then the data losses continue to increase almost exponentially, with losses on the order of 50%
for the innermost layer for example.

Figure 1.9 illustrates the impact on the performance of charged particle tracking from these data
losses. In these simulated tt̄ events at instantaneous luminosities up to 2× 1034 cm−2s−1 with
25 ns and 50 ns bunch spacing, we see substantial decreases in the tracking efficiency and in-
creases in the fake rate. The degradation with 50 ns bunch spacing would be catastrophic. The
conclusion is that the current readout chip is not able to cope with these rates in the innermost
layers of the pixel detector.

1.3 Overview of the Planned Pixel Detector Upgrade
The goal of the Phase 1 upgrade is to replace the present pixel detector with one that can main-
tain a high tracking performance at luminosities up to 2 × 1034 cm−2s−1 and PU up to and
exceeding 50. As mentioned previously, due to data losses in the read out chip (ROC), the
present system will not sustain the extreme operating conditions expected in Phase 1. The
replacement is therefore planned in the year-end technical stop of 2016/2017. A view of the
upgraded four-layer pixel detector can be seen in Figure 1.10 and Figure 2.1. The modularity
allows a fast installation and is a key design feature. The figure should help understanding
descriptions in the following chapters.
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Figure 1.5: Material budget in units of radiation length (left) and hadronic interaction lengths
(right) as a function of pseudo-rapidity η, for the various sub-detectors that make up the CMS
tracker [4].
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Figure 1.6: Measured resolution of the track transverse (a) and longitudinal (b) impact parame-
ter as a function of the track η for transverse momenta in 1.0± 0.1 GeV (circles), in 3.0± 0.2 GeV
(squares) and in 8.0± 1.0 GeV (triangles). Filled and open symbols correspond to results from
data and simulation, respectively [5].

The overriding design specification of the new pixel detector is that it should function at high
luminosities (2× 1034 cm−2s−1) with the same or better performance as the current pixel detec-
tor does at low luminosities. This general specification leads to the following design choices,
requirements and constraints:

• In running with 50 or more pile-up, maintain the high efficiencies and low fake rates
of the current pixel detector which is operating in relatively low pile-up;

• New pixel readout chip (ROC) to minimize data loss due to latencies and limited
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Figure 1.7: Measured resolution of the track transverse (a) and longitudinal (b) impact pa-
rameter as a function of the track φ for transverse momenta in 1.0± 0.1 GeV (circles) and in
3.0± 0.2 GeV (squares). Filled and open symbols correspond to results from data and simu-
lation, respectively [5]. The 18 peaks correspond to the 18 cooling structures in the BPIX as
described in the text.

buffering in high luminosity running;

• Minimize degradation due to radiation damage;

• Optimized detector layout for 4-pixel-hit coverage over the η range with minimal
innermost layer radius improving pattern recognition and track reconstruction;

• To reduce material, adopt two-phase CO2 cooling and light-weight mechanical sup-
port, moving the electronic boards and connections out of the tracking volume;

• To reuse the current patch panel and off-detector services, cooling pipes, cables and
fibers, adopt DC-DC power converters and higher bandwidth electronics;

• Reduce number of module types and interfaces simplifying production and mainte-
nance;

• New smaller diameter beam pipe to accommodate the placement of the inner pixel
layer closer to the interaction region.

If the new detector is to be installed in the relatively short period of time during a slightly
extended year-end technical stop, then both the new beam pipe and the new CO2 cooling plant
need to be ready in advance of such a shutdown. Because of this constraint, the new beam pipe
is planned to be installed during LS1 beginning in 2013. The CO2 cooling system will also be
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Figure 1.8: Data losses as a function of the L1 accept rate of the innermost layer of the current
pixel detector [6]. The instantaneous luminosity is 1× 1034 cm−2s−1 and the bunch spacing is
25 ns. CMS has been designed for maximum average L1 trigger rates of 100 kHz. The data
points beyond this rate in the plot simply illustrate the linear nature of this data loss at this
particular instantaneous luminosity with the PSI46v2 readout chip.
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Figure 1.9: Performance of the current pixel detector in simulated tt̄ events: a) efficiency; b)
fake rate. Results are shown for the current pixel detector with zero pileup (blue squares),
an average pileup of 25 (red dots), an average pileup of 50 (black diamonds), and an average
pileup of 100 (magenta triangles).

installed and commissioned in advance of the installation of the new pixel detector.

1.4 Expected Performance of the Upgraded Pixel Detector
Improvements from the new detector cannot be summed up by one number, but are charac-
terized by higher efficiencies, lower fake rates, lower dead-time/data-loss, and an extended
lifetime of the detector. This leads to better muon ID, b-tagging, photon/electron ID, and tau
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Figure 1.10: Exploded view of the upgraded pixel detector. The figure shows the positions of
the different partitions FPIX and BPIX and their respective service cylinders. The necessary
services, namely connections, optical links and DC-DC converters are located at high η regions
outside the tracking volume.

reconstruction, both offline and in the HLT. Missing energy reconstruction in the offline could
also improved since “particle flow” has become an important tool in CMS. Good track recon-
struction forms the foundation for the vast majority of our physics analyses, whatever they
may be in the future.

In Figure 1.11, we see the expected tracking efficiency and fake rate of the upgraded pixel
detector in various pile-up scenarios ( PU = 0, 50 and 100) in simulated tt̄ events. The very
large losses in efficiency with the current detector at high luminosities as seen in Figure 1.8
have largely been recovered. This leads to improvements in higher-level reconstructed objects
like b-tagged jets, which can be seen in Figure 1.12. For example, the 15% absolute gain in
efficiency for a fake rate of 1% translates into large gains in physics analyses that require more
than one b-tag, such as the ZH → µ+µ−bb̄ analysis discussed later. In addition to the gains in
offline reconstruction, improvements in single track reconstruction play a beneficial role in the
high-level trigger, when Level-1 objects are reconfirmed by tracks made from pixel hits alone.
A gain in Higgs signal efficiency corresponds to greater sensitivity with the same amount of
integrated luminosity.

Finally, besides improving pattern recognition, increasing efficiencies and lowering fake rates,
the addition of the fourth outer layer of the new pixel detector plays another role. In the case
that the inner layers of the TIB are compromised, the fourth layer largely offsets such losses,
especially at high pile-up.

1.5 Changes since the Technical Proposal
Substantial progress has been made in specifying designs of the various components of the
upgrade. The first version of the new ROC has been received from the fab, the CO2 cooling
system has been designed with prototypes in operation, the DC-DC power converters have
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Figure 1.11: Performance of the upgraded pixel detector in simulated tt̄ events: a) efficiency; b)
fake rate. Results are shown for the upgraded pixel detector with zero pileup (blue squares),
an average pileup of 25 (red dots), an average pileup of 50 (black diamonds), and an average
pileup of 100 (magenta triangles).

been designed with prototypes currently being characterized, the optical readout system has
also advanced, components have been chosen and prototypes are in operation. Progress has
also been made in breaking down the costs and clearly specifying the contributions from each
institution and country collaborating on the project.

We continue to improve the track reconstruction algorithms of both the current detector and the
upgrade. This has led to a better understanding of how to best reconstruct tracks and higher
level objects like b-tagged jets in high luminosities. The CMS management structure has been
substantially changed in such a way that physics studies for the Phase-1 (and Phase-2) up-
grades are integrated in each of the physics analysis and physics object groups. This important
change has allowed us to estimate the relative gains in physics from an upgraded detector and
are key to preparing us to be ready on the first day of operation of the new detectors. In this re-
port, we have estimated the improvements from an upgraded pixel detector in a representative
set of physics analyses that depend on the pixel detector.

1.6 Outline of the Technical Design Report
An overview of the timeline and milestones of the upgrade construction project is shown in
Figure 1.13. Estimates of the gains in tracking and physics performance are made immediately
in the following chapter. Subsequent chapters deal in-depth with the construction, testing and
installation activities outlined in Figure 1.13. The organization of the project, costs and institu-
tional responsibilities are spelled out in Chapter 12. Future research and development related
to the next steps of the pixel upgrade project are discussed in Appendix A. Finally, a glossary
of acronymns used in this report is given in Appendix B.
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Figure 1.12: Performance of the Combined Secondary Vertex b-tagging algorithm for jets with
pT > 30 in a tt̄ sample with PU = 50. The performance for the standard geometry is shown by
the open points while the solid points are for the Phase 1 geometry. The triangular points are
for c-jets while the circle and square points are for uds jets.
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Figure 1.13: Overview of the construction schedule for the Pixel Phase 1 Upgrade project.



Chapter 2

Expected Performance & Physics Capabilities

We report on simulation studies of the proposed Phase 1 upgrade pixel detector operating at a
luminosity of 2× 1034 cm−2s−1. We compare the upgrade tracking and b-tagging performance
with those for the present pixel detector, and show the gain for important physics channels.

The key limitations of the current pixel detector that should be addressed by the upgrade are
summarized below:

• Data loss at high occupancy and trigger rate. The current pixel detector was designed
for a peak luminosity of 1 × 1034 cm−2s−1 with a crossing time of 25 ns. Beyond
this the pixel readout chip (ROC) suffers from significant dynamic data loss. This
loss of data depends on both the occupancy and trigger rates and comes primarily
from two sources, buffer size and readout speed. Between L1 triggers pixel hits
are stored in a finite sized buffer before being readout at the next L1 trigger, if this
buffer is full the ROC cannot record any more hits and subsequent hits are lost.
When a L1 triggers the readout, double columns that are being read out are blocked
from having hits recorded and the buffer is cleared after the readout; thus, data can
be lost if the readout is slow or the L1 trigger rate is high. Using a simulation of
pp collisions and an emulation of the pixel readout, for the current pixel detector
running at 1× 1034 cm−2s−1 with a crossing time of 25 ns (50 ns) we expected a hit
inefficiency of 4% (16%) for the inner pixel barrel layer. At 2× 1034 cm−2s−1 and a
crossing time of 25 ns (50 ns) the expected dynamic inefficiency raises to 15% (50%)
for ROCs in the inner region. A new ROC for the upgrade pixel detector will largely
eliminate this dynamic data loss.

• Lower tracking efficiency or higher fake rates at high pileup. With more interactions per
crossing giving rise to addition hits in the tracking detectors, the pattern recognition
becomes more difficult. At high pileup the processing of the tracking algorithms
is one of the dominant contributions to the CPU time in both the High Level Trig-
ger (HLT) and the offline processing. The offline processing time is one of the main
limits to our data-taking rate in 2012 so the CPU time for tracking must be kept
under control as the pileup increases. Additionally to keep the same level of track-
ing efficiency we would suffer from a higher level of fake tracks; alternatively, we
can tune the tracking for lower fake rate at the expense of reduced efficiency. At
2× 1034 cm−2s−1 to keep both the CPU time and fake rate under control we expect
to have to tune the tracking to have generally lower efficiency that at lower lumi-
nosities. Requiring hits in all 3 pixel layers leads to lower tracking efficiencies [7].

With an extra pixel layer negative effects of pileup can be partly mitigated with the
upgrade pixel detector.

• Degradation in performance due to radiation damage. Due to reduced charge collection,

13
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hit detection efficiency and resolution for the pixel detector is expected to deteriorate
with irradiation. Although the degradation can initially be mitigated mostly with in-
crease in voltage, and modification of the pixel cluster hit templates, eventually the
reduced collected charge cannot be compensated. The hit efficiency is expected to
be less affected but the reduced charge sharing and eventual breaking up of clusters
will degrade the hit resolution. A radiation fluence of 1.2× 1015 neq/cm2 is expected
to be exceeded during the Phase 1 run of the LHC. After this exposure, according
to simulations, the detector’s hit resolution deteriorates by roughly a factor of two
in the transverse plane. Although the upgrade pixel sensor will suffer similar radi-
ation damage, the new ROC will have a much lower charge threshold for pixel hits,
which largely mitigates the effects of reduced collected charge, so degradation in hit
resolution should be much reduced comparing to the same radiation fluence.

• Degradation in performance due to material. Particularly in the higher η part of the
tracking region the pixel detector contains a sizable amount of material. Photons
and pions can be lost in this material due to conversion and nuclear interactions re-
spectively, electrons will lose energy through bremsstrahlung, and charged particles
will suffer scattering effects close to the main pp interaction point which can affect
vertexing. These effects may contribute to additional confusion for track pattern
recognition in a high pileup environment. The upgrade pixel detector, even with
an extra layer has less material in the tracking volume, due to a new lightweight
construction, cooling, and relocation of passive material out of the tracking region.

The limitations of the current pixel detector were studied using a detailed simulation of the
detector and the results are presented in this chapter. The mitigation of the degradation in
tracking performance by the proposed upgrade detector replacement is illustrated with de-
tailed simulation studies. The tracking algorithm is not optimized for the new geometry to
allow a direct comparison.

Although the limitations of the current pixel detector mentioned above are not expected to
cause a catastrophic failure of the tracking when running at 2× 1034 cm−2s−1, the loss of pixel
hits and the worsening of hit resolutions coupled with the higher occupancies at high pileup
leads to degradations in a number of tracking performance metrics. It is the combination of all
the degradations that lead to unacceptable loss in sensitivity or physics reach. The proposed
upgrade pixel detector not only suffers less from dynamic data loss and high pileup but will
provide improvement even at moderate pileup, and in addition will improve the robustness of
the tracking when the outer tracking starts degrading due to radiation damage.

2.1 Simulation Setup and Reconstruction
The performance studies were done using a slightly modified version of the CMS simulation
software Geant 4 [8, 9]. Besides implementing a Geant 4 description of the Phase 1 upgrade
detector, other modifications of the simulation code, the standard Monte Carlo production
configuration, and the reconstruction code were made for a more representative comparison
with the current pixel geometry. The modifications made to the 2012 CMS simulation are listed
below.

1. Geometry. Beam pipe radius; Pixel detector geometry and material, including descriptions
for the support and services.



2.1. Simulation Setup and Reconstruction 15

2. Beam conditions. 14 TeV center-of-mass energy; Gaussian beam spot; four pileup scenar-
ios: zero pileup PU = 0, an average pileup of PU = 25 (for 1× 1034 cm−2s−1 with 25 ns
crossing time), an average pileup of PU = 50 (for 2× 1034 cm−2s−1 with 25 ns crossing
time)), and an average pileup of PU = 100 (for 2 × 1034 cm−2s−1 with 50 ns crossing
time).

3. Detector conditions. Ideal conditions, with no dead detector elements in the pixel detector.
Pixel dynamic data loss simulation (see below).

4. Local reconstruction. The CPE (cluster position error) pixel templates are not used for the
final pixel rechit positions and errors, instead the “generic” algorithm is used leading to
slightly worse hit resolutions.

5. Track reconstruction. Reduced and modified the iterative tracking steps (see below).

Modification 1 is obviously needed to simulate the Phase 1 upgrade pixel detector, and 2 is to
simulate the expected conditions during the latter part of the Phase 1 period, where a Gaussian
beam spot of 15 µm in the transverse plane and 5.3 cm in the longitudinal direction is assumed.

Table 2.1: Values of dynamic data loss used in the simulations of the current and upgrade pixel
detector operating at 1× 1034 cm−2s−1 (25 ns crossing time) and 2× 1034 cm−2s−1 (25 ns and
50 ns crossing time) for each barrel layer and forward disk and for particular bunch crossing
intervals.

Detector Radius % Data loss for (cm−2s−1 @ ns)

(cm) 1× 1034 @ 25 2× 1034 @ 25 2× 1034 @ 50

Current detector

BPIX1 4.4 4.0 16.0 50.0

BPIX2 7.3 1.5 5.8 18.2

BPIX3 10.2 0.7 3.0 9.3

FPIX1 and 2 0.7 3.0 9.3

Upgrade detector

BPIX1 3.0 1.19 2.38 4.76

BPIX2 6.8 0.23 0.46 0.93

BPIX3 10.2 0.09 0.18 0.36

BPIX4 16.0 0.04 0.08 0.17

FPIX1–3 0.09 0.18 0.36

To compare the performance of the upgrade pixel detector with the current one we imple-
mented the configurations 3 and 4. Simulation of the expected data loss in the pixel detector
due to the ROC and readout is implemented with the data loss values given in Table 2.1. Since
we do not yet have the pixel CPE templates implemented for the upgrade pixel detector we
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used non-template pixel positions and errors for the simulation studies of both detectors. Note
that this causes the pixel hit position resolutions in this simulation study to be slightly worse
for the current detector than what is currently achievable with the 2011/2012 data. Details for
the configuration of the track reconstruction used is given in Section 2.1.2.

2.1.1 Pixel Detector Geometry

Figure 2.1 shows a conceptual layout for the Phase 1 upgrade pixel detector. The current 3-layer
barrel (BPIX), 2-disk endcap (FPIX) system is replaced with a 4-layer barrel, 3-disk endcap
system for four hit coverage. Moreover the addition of the fourth barrel layer at a radius of
16 cm provides a safety margin in case the first silicon strip layer of the Tracker Inner Barrel
(TIB) degrades more rapidly than expected, but its main role is in providing redundancy in
pattern recognition and reducing fake rates with high pile-up.

=0 =1.0=0.5 =1.5
=2.0

=2.5

=2.5

=2.0
=1.5=1.0=0.5=0

50.0 cm

Upgrade

Current

Outer rings

Inner rings

Current

Upgrade
4 barrel layers

3 barrel layers

Figure 2.1: Left: Conceptual layout comparing the different layers and disks in the current and
upgrade pixel detectors. Right: Transverse-oblique view comparing the pixel barrel layers in
the two detectors.

Since the extra pixel layer could easily increase the material of the pixel detector, the upgrade
detector, support, and services are redesigned to be lighter than the present system, using an
ultra-lightweight support with CO2 cooling, and by relocating much of the passive material,
like the electronic boards and connections, out of the tracking volume.

Table 2.2 shows a comparison of the total material mass in the simulation of the present pixel
detector and of the Phase 1 upgrade pixel detector. Since significant mass reduction was
achieved by moving material further out in z from the interaction point, the masses are given
for a limited range in η that covers most of the tracking region.

Also shown in Table 2.2 is the mass of the carbon fiber tube that sits outside of the pixel de-
tector and is needed by the Tracker Inner Barrel (TIB) and for bakeout of the beampipe. By
convention, the material for this tube is usually included as part of the pixel system “material
budget”; this tube is expected to remain unchanged for the Phase 1 upgrade.

Another comparison of the “material budget” for the current and Phase 1 pixel detectors was
done using the standard CMS procedure of simulating neutrinos in the detector and summing
the radiation length and nuclear interaction length along a straight line at fixed values of η
originating from the origin. Figure 2.2 shows a comparison of the radiation length and nuclear
interaction length of the present and upgrade pixel detectors as a function of η. The green
histogram are for the current pixel detector while the Phase 1 upgrade detector is given by the
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Table 2.2: Total material weight for the pixel barrel and forward pixel detectors, and for the car-
bon fiber tube outside of the pixel barrel that is needed for the TIB and for beam pipe bakeout.

Volume Mass (g)

Present Detector Phase 1 Upgrade Detector

BPIX |η| < 2.16 16801 6686

FPIX |η| < 2.50 8582 7040

Barrel Outer Tube |η| < 2.16 9474 9474

black points. Note that the “barrel outer tube” mentioned above and in Table 2.2 is included in
the material budget for both present and upgrade pixel detectors for the comparisons shown
in Figure 2.2.
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Figure 2.2: The amount of material in the pixel detector shown in units of radiation length (left),
and in units of nuclear interaction length (right) as a function of η; this is given for the current
pixel detector (green histogram), and the Phase 1 upgrade detector (black points). The shaded
region at high |η| is outside the region for track reconstruction.

2.1.2 Pattern Recognition and Track Reconstruction

The normal pattern recognition and track reconstruction use an iterative procedure [10] con-
sisting of a number of steps where the idea is that better tracks are reconstructed first and their
hits removed before other tracks are reconstructed from the remaining hits. The “best” tracks
are those that are less likely to be fake tracks. Each of the tracking steps starts with a collection
of “seeds” formed from 2 (a pair seed) or 3 (a triplet seed) pixel hits consistent with some mini-
mum track pT, and coming from some region of the beam spot. The first step uses triplet seeds
and higher minimum track pT, these are followed by steps using pair seeds and/or lower pT.
The later steps use seeds that contain or only consists of hits from the silicon strip detector to
find detached tracks, e.g. from decay products of K0

s mesons or Λ0 baryons. For the studies
presented in this chapter the later steps used to reconstruct detached tracks have been omitted
to speed up the reconstruction and reduce memory usage that can be an issue for the largest
pileup scenario studied.

With the additional barrel layer and end cap disks, the upgraded pixel detector will have excel-
lent four-hit coverage over its whole η range. This allows for the creation of four-hit (“quadru-
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plet”) track seeds with an intrinsically lower fake rate than that of three-hit (“triplet”) seeds.
For the upgrade detector the first tracking step uses quadruplet seeds, before triplet seeds are
used. Other than that the tracking step procedure for the upgrade detector proceeds in the
same fashion as for the current detector.

2.1.3 B-tagging Algorithms

A number of b-jet tagging algorithms are used in the analyses of 2010 and 2011 CMS data
[11]. For the studies presented in this chapter the algorithms have not yet been tuned for the
maximal pileup conditions expected when running at a luminosity of 2×1034 cm−2s−1 (25 ns
crossing time) but have been used “as-is”. In addition no tuning of the b-tagging algorithms
was performed for use with the upgrade pixel detector, so the b-tagging performance could in
the future be improved for the upgrade detector compared to those presented in this chapter.
One of the algorithms found to perform well in MC studies “as-is” for these pileup conditions
for both the current and upgrade detectors is the “Combined Secondary Vertex” (CSV) method
[12], this is the tagging algorithm used for the associated Higgs and MT2b analyses described
in this chapter.

The Combined Secondary Vertex b-tagging algorithm makes use of secondary vertices, to-
gether with other lifetime information, like the impact parameter (IP) significance and decay
lengths. The use of a combination of information increases the likelihood that a useful tag can
be made even in the highest pileup scenario. If a secondary vertex cannot be reconstructed,
tracks with higher IP significances (> 2) can be used to form a “pseudo vertex” for which a
subset of vertex based quantities can be computed even without an actual vertex. When there
are not enough tracks reconstructed with high enough IP significances, selected tracks in the
jet are used to compute the probability for the jet to be compatible with the primary vertex.

The b-tagging performance plots shown in this chapter were obtained in a MC study of jets
reconstructed in a tt̄ sample with pT > 30 GeV and |η| < 2.4. Charged and neutral hadrons,
photons, and leptons are reconstructed using the CMS particle-flow algorithm [13] before they
are clustered to form jets using the anti-kT jet algorithm [14] with a cone size ∆R = 0.5. The
jet clustering software used is FASTJET version 2.4.2 [15, 16]. Relative and absolute jet energy
corrections [17] are applied to the raw jet momenta to establish a uniform jet response in pT
and η. An offset correction, determined using from simulation and using a charge hadron
subtraction method, is made to correct for the effects of event pileup. In the Monte Carlo study
the reconstructed jets are matched to the truth partons to categorize if a jet is truly a b-jet, a
c-jet or a light quark (dusg) jet. The tagging algorithm is then applied to the jet to evaluate the
efficiency for tagging or mis-tagging the jet as a b-jet.

2.2 Tracking Performance
The track collections used for most analyses in CMS involve fairly tight selections. The stan-
dard collection used for the studies presented here are “high purity” tracks which are filtered
using the hit pattern, track pT, normalized χ2 of the track, and compatibility of originating
from a pixel vertex. The selection criteria tuned for lower pileup conditions of 2012 data were
kept as-is for these studies. This collection is used to evaluate the tracking performance in a
tt̄ sample. To illustrate the performance for muons, a muon sample is used and an additional
requirement that the number of tracking layers with hits is at least eight is made to significantly
reduce the fake rate which is more typical of analyses involving high pT muons. Descriptions
of the generation of the tt̄ and muon samples are given below.
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The tracking performance quantities presented in this chapter are the efficiency to reconstruct
a charged particle track (track efficiency) and the probability that a reconstructed track is a
fake track (track fake rate). Track parameters like the impact parameter resolution, and vertex
resolutions were also studied and as well as the performance for tagging (mis-tagging) a b-jet
(non-b-jet) as a b-jet.

2.2.1 Tracking Efficiency and Fake Rate

The track efficiency and fake rate were studied using two different signal samples, a muon
sample and a tt̄ sample. The muon “signal” consists of four muons coming from a common
primary vertex, with pT values taken randomly from a flat spectrum from 0.9 to 200 GeV and
with track η also taken randomly from a flat distribution from −2.5 to 2.5. For the tt̄ sample
Pythia 6.4 [18] was used for the signal generation of pp collisions at 14 TeV and the top quarks
and all daughters allowed to decay inclusively.

The four pileup scenarios as given in Section (2.1) were studied: PU = 0, 25, 50, 100. The
PU = 0 scenario does not represent a realistic running condition of the LHC, but rather is
used to factorize improvements from the geometric changes in the upgrade separately from
the improvements to the readout chip efficiencies. The PU = 25, 50, 100 scenarios correspond
to the original nominal LHC beam conditions and to upgraded LHC conditions with 25 ns and
50 ns bunch spacing.

The track reconstruction efficiency and fake rate presented are defined as follows:

Tracking efficiency =
Number of truth tracks matched to reconstructed tracks

Number of truth tracks
(2.1)

Track fake rate =
Number of reconstructed tracks not matched to truth tracks

Number of reconstructed tracks
(2.2)

where for (2.1) the only truth tracks considered are those from the signal interaction with (truth)
pT > 0.9 GeV. For the track fake rate given in (2.2) all reconstructed tracks with reconstructed
pT > 0.9 GeV are considered.

Figure 2.3 shows the tracking efficiency and track fake rate for “high purity” tracks with pT >
0.9 GeV from the tt̄ sample, for various luminosity scenarios for the current and upgrade pixel
detector, with the expected dynamic pixel ROC data loss appropriate for the luminosity sce-
nario as detailed in Table 2.1. It can be seen that with the current pixel detector the performance
is only slightly degraded at 1 × 1034 cm−2s−1 (25 ns crossing time), but rapidly deteriorates
with higher pileup losing efficiency as well as suffering from more fake tracks. The situation
is significantly improved for the upgrade pixel detector where very little efficiency is lost even
at 2× 1034 cm−2s−1 (25 ns crossing time), though degradation starts to become significant if
running at a crossing time of 50 ns.

When the highest track reconstruction efficiency is de-emphasized in favor of minimizing the
fake rate, we can require additional cuts like a minimum number of tracking layers with hits as
is done for the results shown in Figure 2.4. This figure shows the tracking efficiency and track
fake rate for tracks in the muon sample for the different luminosity scenarios. The same trend
is evident with the current pixel detector degrading much faster with increased luminosity (or
pileup) than the proposed upgrade detector. This is illustrated by comparing the performance
of the two detectors for 2× 1034 cm−2s−1 (25 ns crossing time) in Figure 2.5.

To try to disentangle the effects of the dynamic ROC data loss from those due to the high
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Figure 2.3: Tracking efficiency (a,c) and fake rate (b,d) for the tt̄ sample as a function of track
η, for the current detector (a,b) and the upgrade pixel detector (c,d). Results are shown for
zero pileup (blue squares), an average pileup of 25 (red dots), an average pileup of 50 (black
diamonds), and an average pileup of 100 (brown triangles) with ROC data loss simulation
expected at the given luminosities as detailed in the text.
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Figure 2.4: Tracking efficiency (a,c) and fake rate (b,d) for the muon sample as a function of
track η, for the current detector (a,b) and the upgrade pixel detector (c,d). Results are shown
for zero pileup (blue squares), an average pileup of 25 (red dots), an average pileup of 50 (black
diamonds), and an average pileup of 100 (brown triangles) with ROC data loss simulation
expected at the given luminosities as detailed in the text.
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Figure 2.5: Tracking efficiency (a,c) and fake rate (b,d) for the tt̄ sample as a function of track
η (a,b) and track pT (c,d). Results are shown for an average pileup of 50 with ROC data loss
simulation expected for the current pixel detector (blue squares) and for the upgrade pixel
detector (red dots).

Table 2.3: Average tracking efficiencies and track fake rates for muons with the additional
cleanup cut and for a tt̄ sample with default cuts for the current and upgrade pixel detector
operating at zero pileup and at 2× 1034 cm−2s−1 (25 ns crossing time, i.e. 50 average pileup)
without and with dynamic data loss (DL) simulated. The dynamic data loss simulated for the
results below are fixed to the expected values for 2× 1034 cm−2s−1 (25 ns crossing time, i.e. 50
average pileup) . The statistical uncertainties on the efficiencies are about 0.1% and on the fake
rates about 0.01%.

Sample and Conditions Tracking Efficiency (%) Track Fake Rate (%)

Sample PU/DL/Cuts Current Upgrade Current Upgrade

Muon 0/No/Cleanup 97.4 98.1 0.0 0.0

Muon 0/Yes/Cleanup 93.9 97.9 0.0 0.0

Muon 50/No/Cleanup 90.1 94.9 0.22 0.17

Muon 50/Yes/Cleanup 81.5 94.4 0.23 0.17

tt̄ 0/No/Default 89.6 93.5 0.71 0.40

tt̄ 0/Yes/Default 85.6 93.2 0.68 0.41

tt̄ 50/No/Default 84.9 92.2 8.72 5.09

tt̄ 50/Yes/Default 79.7 92.0 9.49 5.13
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pileup, the average tracking efficiencies were determined for a number of scenarios and shown
in Table 2.3. Comparing the efficiencies at zero pileup with and without the dynamic ROC data
loss expected for 2× 1034 cm−2s−1 (25 ns crossing time), the dynamic data losses cause a only
3.5% (4.0%) loss of tracking efficiency for muons (tt̄) with the current pixel detector. However
at the pileup conditions for 2× 1034 cm−2s−1 (25 ns crossing time) simulations show that the
expected loss in efficiency due to the dynamic data loss increases to 8.6% (5.2%) for muons (tt̄).
With much lower dynamic data loss for the upgrade pixel detector, the resultant loss in tracking
efficiency is less than 0.5% in both pileup conditions. The track fake rate is hardly affected by
the dynamic data loss.

To isolate the effects of high pileup, we can compare the performance at zero pileup with those
at high pileup without any ROC dynamic data loss simulated. The results in Table 2.3 for which
the ROC data loss was not implemented show that the pileup conditions for 2× 1034 cm−2s−1

(25 ns crossing time) by itself would cause a 7.3% (4.7%) loss of tracking efficiency for muons
(tt̄) in the current pixel detector. The extra pixel layer in the upgrade detector adds information
that reduces this loss in efficiency by more than half to 3.2% (1.3%) for muons (tt̄), and decreases
the fake rate by about a factor of two.

With both the effects of dynamic data loss and the high pileup expected for 2× 1034 cm−2s−1

(25 ns crossing time), the loss in tracking efficiency for the current detector is 15.9% (9.9%) for
muons (tt̄), while for the upgraded detector it is reduced by more than a factor of 4 (6) to 3.7%
(1.5%) for muons (tt̄). Although this is not catastrophic, the degradation is worse than linear
and is expected to become unacceptable at moderately higher pileup as illustrated in Figure 2.6.
The track fake rate also rapidly increases with pileup but is about a factor of two lower for the
upgrade pixel detector.
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Figure 2.6: Average tracking efficiency (a) and average track fake rate (b) for the tt̄ sample as
a function of the average pileup. Results were determined using the expected ROC data loss
expected for each given average pileup, and for the current pixel detector (blue squares) and
for the upgrade pixel detector (red dots).

2.2.2 Track Impact Parameter Studies

The track impact parameter resolution was studied in the Phase 1 upgrade detector and com-
pared to the current detector. The track sample used for the impact parameter resolution mea-
surements were from a muon Monte Carlo generated flat in energy (instead of flat in pT). Fig-
ures 2.7 and 2.8 show respectively the transverse and longitudinal impact parameter resolu-
tions for the current and upgrade pixel detectors as a function of the track (total) momentum
for zero pileup. The ratio of the impact parameter resolutions show that the impact parameter
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Figure 2.7: Transverse impact parameter resolution for muon tracks as a function of the track
momentum for different η regions for the current pixel detector (black circles) and the Phase
1 upgrade detector (red triangles) in zero pileup. The lower part of each plot shows the ratio
of the current detector resolution to the upgrade resolution. (top-left) 0 < η < 1; (top-right)
1 < η < 1.5; (bottom-left) 1.5 < η < 2; (bottom-right) 2 < η < 2.5.
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Figure 2.8: Longitudinal impact parameter resolution for muon tracks as a function of the track
momentum for different η regions for the current pixel detector (black circles) and the Phase
1 upgrade detector (red triangles) in zero pileup. The lower part of each plot shows the ratio
of the current detector resolution to the upgrade resolution. (top-left) 0 < η < 1; (top-right)
1 < η < 1.5; (bottom-left) 1.5 < η < 2; (bottom-right) 2 < η < 2.5
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resolution is expected to be greatly improved for the upgrade detector compared to the current
pixel detector, more so for the longitudinal resolution. The improvement at lower absolute
momentum to expected due to the reduction of material in the upgrade detector and where
the resolution is dominated by multiple Coulomb scattering. For the transverse resolution the
improvement falls off with momentum in the central region while the longitudinal impact pa-
rameter resolution is improved over the whole momentum range in all four η regions.

We also studied the impact parameter resolution at an average pileup of 50 interactions per
crossing, corresponding to 2× 1034 cm−2s−1 luminosity (25 ns crossing time). The results are
shown in Figures 2.9 and 2.10.
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Figure 2.9: Transverse impact parameter resolution for muon tracks as a function of the track
momentum for different η regions for the current pixel detector (black circles) and the Phase 1
upgrade detector (red triangles) for an average pileup of 50. The lower part of each plot shows
the ratio of the current detector resolution to the upgrade resolution. (top-left) 0 < η < 1;
(top-right) 1 < η < 1.5; (bottom-left) 1.5 < η < 2; (bottom-right) 2 < η < 2.5.

The effect of the higher pileup and the dynamic data loss is to increase the impact parameter
resolutions, much more so for the current detector than with the upgrade pixel detector, so that
the upgrade detector shows an even larger improvement than at zero pileup. This larger im-
provement in the resolutions is most evident in the higher momentum regions in all η ranges.
To study the effect of the dynamic data loss alone on the impact parameter resolutions we com-
pared with the current detector the resolutions at zero pileup without and with the dynamic
data loss expected for 2× 1034 cm−2s−1 luminosity (25 ns crossing time). As shown in Figures
2.11 and 2.12 for the transverse and longitudinal resolutions respectively, the main effect of the
dynamic data loss is to degrade the resolution substantially in the high momentum regions.

We conclude that the upgrade pixel detector with an extra layer and the innermost layer closer
to the interaction point will improve the impact parameter resolution by as much as a factor of
1.5 in the zero pileup scenario compared to the current detector. The improvement is mainly
at the lower momentum ranges for the transverse resolution but extends to high momentum
for the longitudinal resolution. At 2× 1034 cm−2s−1 luminosity (25 ns crossing time) both the
effects of pileup and dynamic data loss degrades the resolutions so that the upgrade pixel
detector provides an even greater improvement compared to the current detector in all η and
momentum regions and for both transverse and longitudinal resolutions. The dynamic data
loss accounts for a substantial part of the degradation of the resolution in the high momentum
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Figure 2.10: Longitudinal impact parameter resolution for muon tracks as a function of the
track momentum for different η regions for the current pixel detector (black circles) and the
Phase 1 upgrade detector (red triangles) for an average pileup of 50. The lower part of each
plot shows the ratio of the current detector resolution to the upgrade resolution. (top-left)
0 < η < 1; (top-right) 1 < η < 1.5; (bottom-left) 1.5 < η < 2; (bottom-right) 2 < η < 2.5
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Figure 2.11: Transverse impact parameter resolution for muon tracks with zero pileup as a func-
tion of the track momentum for different η regions for the current pixel detector with (black
circles) and without (red triangles) the dynamic data loss expected at 2× 1034 cm−2s−1 lumi-
nosity. The lower part of each plot shows the ratio of the resolution with dynamic data loss to
the resolution without. (top-left) 0 < η < 1; (top-right) 1 < η < 1.5; (bottom-left) 1.5 < η < 2;
(bottom-right) 2 < η < 2.5.
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Figure 2.12: Longitudinal impact parameter resolution for muon tracks with zero pileup as
a function of the track momentum for different η regions for the current pixel detector with
(black circles) and without (red triangles) the dynamic data loss expected at 2× 1034 cm−2s−1

luminosity. The lower part of each plot shows the ratio of the resolution with dynamic data
loss to the resolution without. (top-left) 0 < η < 1; (top-right) 1 < η < 1.5; (bottom-left)
1.5 < η < 2; (bottom-right) 2 < η < 2.5

range.

2.2.3 Vertex Resolution Studies

The primary vertex resolution was measured using a Monte Carlo tt̄ sample. Figure 2.13 shows
the transverse and longitudinal primary vertex resolutions as a function of the number of tracks
in the vertex for a tt̄ sample. Comparisons are shown for the current and upgrade pixel detec-
tors for both the PU = 0 and PU = 50 scenarios. The ratios of the resolutions show a significant
improvement for the upgrade pixel detector, with about a 50% improvement in a zero pileup
environment and an even better improvement of almost 100% in the high pileup conditions for
2× 1034 cm−2s−1 luminosity (25 ns crossing time).

The primary vertex resolutions degrade at high pileup, and this effect is much worse for the
current pixel detector. To study the cause we determined for the current pixel detector the res-
olutions with and without the dynamic data loss (expected for 2× 1034 cm−2s−1 (25 ns crossing
time)), at both zero pileup and an average pileup of 50. These results are shown in Figure 2.14.
The same tt̄ sample is used for the four configurations: zero pileup, zero pileup with dynamic
data loss, and average pileup of 50 with and without dynamic data loss. The primary vertex
resolution for an event for all four cases are plotted against the number of tracks found in the
primary vertex for the zero pileup case. So for a given number-of-tracks-bin the resolution is
shown in all four configurations for the same set of tt̄ events, any difference in resolution is due
to either pileup or dynamic data loss, or both. These results show that the dynamic data loss
is the dominant cause of the worsening of the primary vertex resolution, particularly for the
transverse resolution. For the longitudinal resolution the pileup also plays a significant part.
Both the data loss and pileup together worsens the primary vertex resolution by about 20–40%.
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Figure 2.13: Transverse (top) and longitudinal (bottom) primary vertex resolutions as a function
of the the number of tracks in the vertex for a tt̄ sample with (left) zero pileup, and (right) with
an average pileup of 50. The resolutions are shown for the current pixel detector (black circles)
and the Phase 1 upgrade detector (red squares). The lower part of each plot shows the ratio of
the current detector resolution to the upgrade resolution.
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Figure 2.14: Transverse (left) and longitudinal (right) primary vertex resolutions for a tt̄ sample.
These are plotted as a function of the the number of tracks in the vertex for the zero pileup case
as described in the text. The resolutions are shown for zero pileup (black points), zero pileup
with data loss (blue open circles), 50 pileup with data loss (red points), and 50 pileup without
data loss (green open circles).

2.2.4 Performance for b-Tagging

With the expected improvements in the tracking efficiency, track impact parameter resolution,
and primary vertex resolutions shown in the previous sections we expect the b-tagging perfor-
mance for the Phase 1 upgrade pixel detector to be significantly better than the current detector
at high pileup.

The b-tagging performance of the CMS b-tagging algorithms were studied using a tt̄ simulation
sample. Results for the “Combined Secondary Vertex” algorithm as described in Section 2.1.3
are presented. No tuning was done for high pileup or for the upgrade detector on the selection
criteria for the track collections used in the algorithms, nor was any tuning done of the b-
tagging algorithms themselves.

Figure 2.15 shows the b-tagging performance of the “Combined Secondary Vertex” algorithm
with no pileup and with an average pileup of 50 interactions per crossing. The plot shows
the fraction of c-jets and (light) dusg-jets that are misidentified as a b-jet as a function of the
efficiency for identifying a b-jet correctly as a b-jet. The results show that the b-tagging per-
formance is significantly better for the upgrade pixel detector even at zero pileup when the
performance of the current pixel detector is neither degraded by dynamic data loss nor by high
pileup. This illustrates the power of both having the extra pixel layer in the upgrade detector
and having the innermost layer closer to the interaction point.

At 2× 1034 cm−2s−1 luminosity (25 ns crossing time) when the current pixel detector suffers
more dynamic data loss and from the effects of high pileup the difference in b-tagging perfor-
mance is further amplified for the upgrade pixel detector. At a light quark jet b-mistag rate of
1% the b-tagging efficiency for b-jets in the upgrade detector is better by a relative 28% than
for the current detector, while at a light quark jet b-mistag rate of 0.1% the performance for the
upgrade detector is higher by a relative 46%.
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Figure 2.15: Performance of the Combined Secondary Vertex b-tagging algorithm for jets with
pT > 30 GeV in a tt̄ sample with (a) zero pileup, and (b) an average pileup of 50. The perfor-
mance for the current detector are shown by the open points while the solid points are for the
upgrade detector. The triangular points are for c-jets while the circle and square points are for
light quark jets.
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Figure 2.16: Comparison of the performance of the Combined Secondary Vertex b-tagging algo-
rithm for jets with pT > 30 GeV in a tt̄ sample for the Phase 1 upgrade detector with an average
pileup of 50, and for (a) the current pixel detector with zero pileup, (b) the current pixel detec-
tor with an average pileup of 25. The performance for the current detector are shown by the
open points while the solid points are for the upgrade detector. The triangular points are for
c-jets while the circle and square points are for light quark jets.
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It can be seen in Figure 2.16 that the b-tagging performance for the upgrade pixel detector at
2× 1034 cm−2s−1 is almost as good as that for the current detector with no pileup, and superior
to the current detector running in pileup conditions similar to 2012 data (average pileup of 25).

With the uncertainty in the LHC luminosity upgrade path, we also studied the b-tagging per-
formance in the PU = 100 scenario. Figure 2.17 shows the b-tagging performance of the Com-
bined Secondary Vertex b-tagging algorithm. As expected the performance is significantly im-
pacted by this higher pileup and dynamic data loss. The difference in performance of the Phase
1 upgrade pixel detector is even greater compared to the current detector under these condi-
tions.
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Figure 2.17: Performance of the Combined Secondary Vertex b-tagging algorithm for jets with
pT > 30 GeV in a tt̄ sample with an average pileup of 100. The performance for the current
detector are shown by the open points while the solid points are for the upgrade detector. The
triangular points are for c-jets while the circle and square points are for light quark jets.

As an indication of the relative b-tagging performance between the current pixel detector and
the upgrade, the b-tagging efficiencies for b-jets are shown in Figure 2.18 for two specific light
quark and charm quark jet mis-tag rates. It can be seen that the b-tagging efficiency rapidly
degrades with pileup (and dynamic data loss) and this degradation is much worse for the
current pixel detector, with degradations of factors of 1.5 to 2 depending the operating point
and scenario.

2.2.5 Robustness to Pixel Inner Layer Inefficiencies

It was shown in the previous sections that the upgrade detector is less degraded by the effects
of higher luminosities. This is both because the upgrade detector suffers less from dynamic
data loss due to a new pixel ROC, and also because an extra hit in the additional pixel layer
helps to mitigate the negative effects of high pileup.

The additional pixel layer in the upgrade detector also adds redundancy in the case when the
inner pixel layer degrades, e.g. due to radiation damage. To illustrate the additional robustness,
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Figure 2.18: The b-tagging efficiencies for b-jets with pT > 30 GeV in a tt̄ sample plotted against
average pileup for (a) light quark jet mis-tag rates of 1% (solid points) and 10% (open points),
and for (b) charm quark jet mis-tag rates of 10% (solid points) and 1% (open points). Values
for the current pixel detector are shown in circular points while those for the Phase 1 upgrade
detector are shown with squares.

both the tracking performance and the b-tagging performance was determined for various in-
efficiencies in the inner pixel barrel layer (BPIX1). A tt̄ sample was used with an average pileup
of 50, and no (dynamic) data loss was simulated in any layer other than BPIX1.
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Figure 2.19: Average tracking efficiency (a) and average track fake rate (b) for the tt̄ sample as a
function of the efficiency of the first layer of the barrel pixel detector. Results were determined
for the current pixel detector (blue squares) and for the upgrade pixel detector (red dots). The
ratios given in the lower part of the plot are to the efficiency (a) or fake rate (b) when the first
barrel pixel layer is 100% efficient.

The results of the tracking performance study is given in Figure 2.19. It can be seen that as
expected the average tracking efficiency drops with the inefficiency in the first pixel barrel
layer for both the current and upgrade pixel detectors but the drop is less sharp for the upgrade
detector, reducing the relative tracking efficiency loss by about a factor 2–3. The average track
fake rate is also seen to increase less with the upgrade pixel detector.

For the b-tagging study, the b-tagging performance are shown in Figure 2.20. To illustrate the
improvement with the upgrade pixel detector for a particular operating point, the b-tagging
efficiencies for a light quark mis-tag rate of 1% are plotted against the BPIX1 efficiency in Fig-
ure 2.21(a). The relative loss of b-tagging efficiency due to inefficiencies in BPIX1 compared to



2.2. Tracking Performance 33

b Jet Efficiency
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

lig
ht

 J
et

 E
ffi

ci
en

cy

-410

-310

-210

-110

1

Current Detector
 (25 ns)-1s-22E34 cm

(a)

light jet: BPIX1 100% efficient
light jet: BPIX1 efficiency = 95%
light jet: BPIX1 efficiency = 90%
light jet: BPIX1 efficiency = 80%

b Jet Efficiency
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

lig
ht

 J
et

 E
ffi

ci
en

cy

-410

-310

-210

-110

1

Upgrade Detector
 (25 ns)-1s-22E34 cm

(b)

light jet: BPIX1 100% efficient
light jet: BPIX1 efficiency = 95%
light jet: BPIX1 efficiency = 90%
light jet: BPIX1 efficiency = 80%

Figure 2.20: The b-tagging performance for jets with pT > 30 GeV in a tt̄ sample for (a) current
pixel detector and (b) upgrade pixel detector. Performance is shown for various efficiencies of
the first layer of the barrel pixel detector.

when BPIX1 is 100% efficient is shown in Figure 2.21(b). Again it can be seen that the upgrade
detector helps to mitigate the loss in performance due to inefficiency in the barrel pixel inner
layer.
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Figure 2.21: (a) The b-tagging efficiencies for b-jets with pT > 30 GeV in a tt̄ sample plotted
against the BPIX1 efficiency for a light quark jet mis-tag rate of 1% for the current and upgrade
pixel detectors. (b) The same data is also presented as ratios to the b-tagging efficiency where
the first layer of the current barrel pixel detector is fully efficient.

2.2.6 Recovery of TIB Inefficiencies

A study of the tracking efficiencies when the outer tracker layer efficiencies are reduced is used
to illustrate the efficiency recovery with a fourth pixel layer. The outer pixel barrel layer in
the upgrade pixel detector is much closer to the Tracker Inner Barrel (TIB) - the innermost part
of the outer tracker. To study the effect on the tracking performance due to a degraded TIB
efficiency we simulated a 20% uniform inefficiency in the first two TIB layers. The tracking
efficiency for this scenario is shown in Figs. 2.22(a) and (b). The modifications to the normal
simulation and track reconstruction procedures as described in Sections 2.1 and 2.1.2 were used
for this simulation study. Also the tracking performance was done using the tt̄ sample with no
pileup and with an average pileup of 50.
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Figure 2.22: Tracking efficiency as a function of η for default tracks in a tt̄ sample with (left) zero
pileup, and (middle-left) an average pileup of 50. Results are shown for the current detector
(black circles, green triangles), and the upgrade detector (red squares, blue inverted triangles);
with TIB1 and TIB2 at 100% efficiency (black circles, red squares), and with TIB1 and TIB2 at
80% efficiency (green triangles, blue inverted triangles). Ratio of the tracking efficiencies with
TIB1 and TIB2 at 80% efficiency to the tracking efficiency with TIB1 and TIB2 at 100% efficiency
as a function of η for default tracks in a tt̄ sample with (middle-right) zero pileup, and (right) an
average pileup of 50. Results are shown for the current detector (blue circles), and the upgrade
detector (red squares).
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It can be seen that a uniform 20% inefficiency in the first two TIB layers reduces the tracking
efficiency for both the current pixel detector and with the upgrade pixel detector; the loss in
tracking efficiency is worse at high pileup. The simulation results show that the loss in tracking
efficiency due to degradation in the TIB is reduced in the upgrade detector compared to the
current detector. This is illustrated in Figure 2.22 which shows the relative loss of tracking
efficiency due to the TIB degradation. With no pileup the relative tracking efficiency loss is
small, about 1–2% for the current and upgrade pixel detectors. With an average pileup of 50
the relative efficiency loss with the current pixel detector is dramatically worse at about 10%,
it is much lower for the upgrade detector at about 4%. The upgrade pixel detector can thus
significantly mitigate the loss in tracking efficiency due to a degradation in the TIB.

Figure 2.23 shows the track fake rates for this scenario of a uniform 20% inefficiency in the first
two TIB layers. The track fake rates are negligible at zero pileup. At an average pileup of 50
the inefficiency in the TIB causes an increase in the track fake rate for the current detector by as
much as 40%, while almost no effect is seen with the upgrade pixel detector.

The robustness of the upgrade pixel detector to degradation in the outer tracker layers was
studied in a more realistic scenario. A number of modules in the outer tracker are currently op-
erating at higher than design temperatures due to insufficient cooling, and are either degraded
or expected to degrade in the future. These modules are illustrated in the black regions of the
CMS “Tracker Map” shown in Figure 2.24.

The above study was repeated but switching the modules indicated in Figure 2.24 off instead
of a 20% inefficiency in the first two TIB layers. The results are shown in Figs. 2.25 and 2.26.
In this scenario it can be seen that again the upgrade detector is much more robust than the
current pixel detector to the dead tracker modules, both at zero pileup, and even more so at an
average pileup of 50.

We conclude that the upgrade pixel detector is much more robust to outer tracker inefficiencies,
and for the two scenarios studied, the loss in tracking efficiency due to inefficiencies in the
outer tracker is typically about half of that compared to the current detector. In addition the
track fake rate with the upgrade pixel detector is hardly affected by outer tracker inefficiencies
while it will increase substantially for the current detector.

2.2.7 Summary of Tracking Performance

The expected dynamic data loss due to the pixel ROC and readout causes a significant number
of degradations: lower track reconstruction efficiency, worse impact parameter resolutions, and
worse primary vertex resolution. The level of data loss expected for the current pixel detector at
2× 1034 cm−2s−1 (25 ns crossing time) would cause a 3.5% (4.0%) loss of tracking efficiency for
muons (tt̄) in a low pileup environment, but in the pileup conditions for 2× 1034 cm−2s−1 (25 ns
crossing time) simulations show that the expected loss in efficiency is more than quadrupled
(doubled) to 15.9% (9.9%) for muons (tt̄). The difference is because the exact loss depends on the
track distributions in pT and η as well as on the track selection criteria. The dynamic data loss
causes the transverse impact parameter (IP) resolution to degrade by 10% in the central region
raising to almost 40% worse in the forward regions at high momentum. This degradation is
doubled for the longitudinal impact parameter resolution. The primary vertex (PV) resolution
is similarly worsened by about 20%. The much smaller dynamic data loss expected in the
upgrade pixel detector because of the new ROC and readout means that we do not have similar
degradations of the tracking efficiency and IP and PV resolutions from this source.

The effects of higher pileup are harder to quantify since they depend on the exact analysis and
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Figure 2.23: Track fake rates as a function of η for default tracks in a tt̄ sample with (left) zero
pileup, and (middle-left) an average pileup of 50. Results are shown for the current detector
(black circles, green triangles), and the upgrade detector (red squares, blue inverted triangles);
with TIB1 and TIB2 at 100% efficiency (black circles, red squares), and with TIB1 and TIB2 at
80% efficiency (green triangles, blue inverted triangles). Ratio of the track fake rates with TIB1
and TIB2 at 80% efficiency to the track fake rates with TIB1 and TIB2 at 100% efficiency as a
function of η for default tracks in a tt̄ sample with (middle-right) zero pileup, and (right) an
average pileup of 50. Results are shown for the current detector (blue circles), and the upgrade
detector (red squares).
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Figure 2.24: A CMS “Tracker Map” showing modules in black that are expected to degrade in
performance in the future.

tuning of the tracking. What is clear for the tracking is that in general higher pileup leads to
longer CPU processing times and a higher rate of fake tracks. Some tuning of the algorithms
can be done to mitigate both of these but usually at the expense of lower track reconstruction
efficiency. With the track tuning that is able to handle 2012 data, simulation studies for which
the ROC data loss was not implemented show that the pileup conditions for 2× 1034 cm−2s−1

(25 ns crossing time) by itself would cause a 7.3% (4.7%) loss of tracking efficiency for muons
(tt̄) in the current pixel detector. The extra pixel layer in the upgrade detector adds information
that reduces this loss in efficiency by more than half to 3.2% (1.3%) for muons (tt̄). The extra
pixel layer also decreases the track fake with the upgrade detector by a factor of two compared
to the current detector, and makes the upgrade detector much more robust to degradations
in the outer tracker strip detector or in the inner pixel barrel layer. The high pileup worsens
somewhat the IP and PV resolutions but the effect is much smaller than that caused by the
dynamic data loss in the pixel detector. Again the extra pixel layer in the upgrade pixel detector,
coupled with the inner layer 1.4 cm closer to the interaction point, improves both the IP and PV
resolution compared to the current pixel detector. The lower material of the upgrade detector
means that the IP resolution is vastly improved for low momentum tracks.

The b-tagging performance is used to illustrate the degradation in tracking performance due
to both the effect of dynamic data loss at 2× 1034 cm−2s−1 and the large pileup in the current
detector. Compared to low pileup and at a light quark jet b-mistag rate of 1% the b-tagging
efficiency for b-jets is worse by a relative 28% at 2× 1034 cm−2s−1 (25 ns crossing time). At a
light quark jet b-mistag rate of 0.1% the b-tagging efficiency for b-jets is degraded even more by
a relative 46%. The b-tagging performance of the upgrade detector is already better compared
to the current detector at low pileup and at high pileup the degradation is much smaller so that
the b-tagging performance for the upgrade pixel detector at 2× 1034 cm−2s−1 (25 ns crossing
time) is comparable to the current detector at low pileup, and better than the current detector
operating at current 2012 conditions. The upgrade detector therefore recovers the low pileup
b-tagging performance at the high pileup conditions of 2× 1034 cm−2s−1 (25 ns crossing time).

2.3 Performance for Physics
The basic improvements to tracking, vertexing and b-tagging have been shown to be substan-
tial. In an effort to quantify potential gains from such improvements on our physics program,
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Figure 2.25: Tracking efficiency as a function of η for default tracks in a tt̄ sample with (left) zero
pileup, and (middle-left) an average pileup of 50. Results are shown for the current detector
(black circles, green triangles), and the upgrade detector (red squares, blue inverted triangles);
with Tracker modules at 100% efficiency (black circles, red squares), and with dead Tracker
modules as explained in the text (green triangles, blue inverted triangles). Ratio of the tracking
efficiencies with dead Tracker modules to the tracking efficiency with Tracker modules at 100%
efficiency as a function of η for default tracks in a tt̄ sample with (middle-right) zero pileup,
and (right) an average pileup of 50. Results are shown for the current detector (blue circles),
and the upgrade detector (red squares).
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Figure 2.26: Track fake rate as a function of η for default tracks in a tt̄ sample with (left) zero
pileup, and (middle-left) an average pileup of 50. Results are shown for the current detector
(black circles, green triangles), and the upgrade detector (red squares, blue inverted triangles);
with Tracker modules at 100% efficiency (black circles, red squares), and with dead Tracker
modules as explained in the text (green triangles, blue inverted triangles). Ratio of the track
fake rates with dead Tracker modules to the track fake rate with Tracker modules at 100%
efficiency as a function of η for default tracks in a tt̄ sample with (middle-right) zero pileup,
and (right) an average pileup of 50. Results are shown for the current detector (blue circles),
and the upgrade detector (red squares).
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we have studied the relative performance of the current pixel detector and the upgrade in the
high luminosities expected in later 14 TeV running with 50 pile-up events per crossing. The
upgrade and the current pixel detectors are simulated with the previous data losses1 for the 50
pileup event scenario. We produced samples of signal events and some backgrounds for a rep-
resentative set of physics analyses: associated Higgs production ZH → `+`−bb̄; the H → ZZ
channel for Z → µ+µ−, e+e−; searches for fully hadronic events with large missing energy and
b-jets which are sensitive to SUSY scenarios with heavy squarks and light gluinos; and SUSY
searches for events with large missing energy and two high pT photons.

These are important components of the current CMS physics program at 7 TeV and 8 TeV run-
ning. To properly prepare these analyses for running conditions at 14 TeV with 50 pile-up
events will take reoptimization of the both the analyses themselves and the reconstructed
physics objects used by them. Such improvements will take place, but are beyond the scope of
these studies for this report. Instead, we evaluate the improvements from the upgraded pixel
detector by using today’s analyses optimized for 7-8 TeV running and apply them to the two
scenarios of using the current detector versus using the upgrade. In this way, we learn what
kind of improvements we should expect in the future and roughly to what level they would
benefit us.

2.3.1 Associated Higgs Production

The study of ZH with the Z decaying to muons and the Higgs boson to bb̄ will benefit sig-
nificantly from the increased muon tracking efficiency and b tagging. A similar analysis with
the Z decaying to electrons will in addition benefit from the decreased material in the tracking
volume. Second order effects such as improved particle flow and charged hadron subtraction
will also undoubtedly benefit, although these are harder to quantify.

To demonstrate the improvement expected in the ZH → `+`−bb̄ (` = µ, e) channel, a study
was conducted using full Monte Carlo simulation. Samples were produced using the PU = 50
events scenario and the expected ROC inefficiencies shown in table 2.1.

Although studies of a Higgs-like boson will have moved from discovery to measurement by the
time the upgraded pixel detector will be running, this would require a completely reworked
analysis. As such the analysis currently used on data, with some minor changes, was applied
to the new samples to get an estimate of the signal yield for both the current detector and the
upgraded detector. These limitations, and the fact that an actual analysis for either scenario
considered would be much more highly tuned, mean that this study cannot be taken as an
indication of the absolute sensitivity, but can only be used to quantify the relative difference
between each detector.

Finally, we estimate the expected gain in sensitivity for the dimuon channel assuming the effi-
ciency gain we have measured.

2.3.1.1 Analysis

The current 4.7 fb−1 ZH → `+`−bb̄ analysis[19] uses boosted decision trees to get the highest
possible sensitivity, but also has a simpler cut based approach as a cross check. It is this cut
based approach that is being applied for the upgrade study. Note that the more recent ICHEP
2012 analysis[20] drops the cut based cross check and so was not referred to during this study.
The approach starts with the normal CMS particle flow reconstruction sequence[21], but with
lepton isolation relaxed. Lepton isolation had not been tuned for the simulated beam condi-

1No other losses, such as TIB modules or further degradations in the BPix, are considered for these studies
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tions, and since it was not central to the aims of the study it was simply relaxed to allow study
of the rest of the analysis.

Leptons and jets are required to have pT > 20 GeV, and candidate events with at least two jets
and two leptons are extracted. A Higgs boson candidate is created using the di-jet combina-
tion with the highest vectorially combined pT, and Z boson candidate created using the two
oppositely charged leptons with highest pT. In the electron channel and muon channel both
leptons are required to be of the respective flavor. The Z boson candidate is required to have
an invariant mass between 75 GeV and 105 GeV.

Requiring highly boosted events improves background reduction and so both the boson can-
didates are required to have pT > 100 GeV. Since the Z and Higgs bosons should also be
produced back to back, a cut of 2.9 is applied on the difference in the φ angle between the two
candidates.

The jets from the Higgs candidate are tagged using the Combined Secondary Vertex (CSV) al-
gorithm (described in Section 2.1.3). The results from the studies in Section 2.2.4 were used
to choose CSV discriminators that result in a fixed light jet mistag efficiency for each of the
detectors. The highest tagged Higgs candidate jet is required to pass a 0.1% light mistag dis-
criminator, and the other jet is required to pass a 1% light mistag discriminator.

The published analysis also applies cuts on the Higgs candidate mass and the number of jets
other than those in the Higgs candidate. However, jet energy corrections have not been tuned
for running at 14 TeV with high pile-up. Both variables were found to be much higher than
expected and need further study. Since these quantities are unrelated to the items under study,
performance was assessed without these cuts.

The reconstructed Z boson mass was also found to be slightly high (approximately 2 GeV) in
the electron channel. This is a known effect from pile-up that has corrections based on mea-
surements in data. Since the shift is small, no correction was applied rather than an arbitrary
untuned correction.

2.3.1.2 Estimate of the HLT impact

Any increased efficiency from the High Level Trigger (HLT) will of course benefit the analysis.
Whilst not the direct responsibility of this study, since it is a detailed study in itself, an esti-
mate of the improvement from the HLT is possible. The HLT runs pixel only tracking, because
anything more complex is too processor intensive to run in the required trigger decision time.
Pixel only tracking requires at least 3 pixel hits to form a track, and hence a muon with fewer
than 3 pixel hits would not be triggered on in the HLT. Requiring that both muons from the Z
have at least 3 pixel hits can give an indication of the double muon trigger efficiency; requiring
this for one muon can give an indication of the single muon trigger efficiency.

2.3.1.3 Comparative Results

The starting point for the analysis is the identification of two leptons - unless both leptons from
the Z boson are found, the event is rejected. Figure 2.27 shows the number of electrons or
muons found in the respective ZH → e+e−bb̄ or ZH → µ+µ−bb̄ sample for the two detectors.

In both samples the upgraded detector reconstructs more events with both leptons, with the
muon channel being more efficient. Note that no tuning of the complex electron reconstruction
was performed for the more challenging beam conditions, so with further study the electron
efficiency would be expected to improve.
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Figure 2.27: The fraction of events with a given number of muons in the ZH → µ+µ−bb̄ sample
(left); and electrons in the ZH → e+e−bb̄ sample (right). Current detector is in solid blue and
the Phase-1 upgrade is in dashed red. All quality cuts have been applied but the isolation has
been loosened as described in the text.

The ratio of the number of events left after each cut in the muon channel is shown in Figure
2.28, as the number of upgrade events divided by the number of current detector events. For
the electron channel, this ratio is shown in Figure 2.29.

The improvement from the upgraded detector is roughly similar between the two channels,
with both showing approximately 65% more signal events with the upgraded detector than the
current detector. The big improvement gains are from the number of candidate events of the
correct type (i.e. where the leptons have been correctly reconstructed) and in the b-tagging as
expected. There are also noticeable improvements from the di-jet pT cut and the ∆φ cut which
were not foreseen. After initial study it was found that the analysis with the upgraded detector
assigns the correct jets to the Higgs candidate more often. Although this explains the increased
performance of the di-jet pT and ∆Φ cuts, exactly why this happens is currently the subject of
further investigation.

When looking at the improvement including the single HLT muon trigger estimate, the up-
graded detector was found to have approximately 75% more signal. With the double muon
trigger estimate there were approximately 175% more signal events. In both cases the trigger
estimate appears uncorrelated with the other cuts. This dramatic increase is because the up-
graded detector is barely affected by the three pixel hit requirement, so the numerator in the
ratio is almost unchanged.

2.3.1.4 Conclusions

The upgraded detector produces significantly increased signal yield in both electron and muon
channels, although further work is required to check whether backgrounds remain under con-
trol. In addition, variables such as the additional jet activity and di-jet mass need to be under-
stood.

The double muon trigger estimate appears to be quite dramatic, although this should be tem-
pered with the fact that there are other possible ways to improve trigger efficiency and this test
plays to the strengths of the upgrade. In any case, the current analysis does not use a double
muon trigger. This should be seen as a windfall, rather than a justification in itself.

The increased signal efficiencies will lead to increased sensitivities. For example, if we pes-
simistically assume that the backgrounds scale at the same rate as the increase in signal effi-
ciency, then for 300 fb−1 at 14 TeV the ZH → µ+µ−bb̄ measurement will go from a significance
of 3.6σ to 4.9σ. In other words, with the same amount of integrated luminosity, this subchannel
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Figure 2.28: The ratio Phase-1/current of the number of events left after each cut. Values greater
than 1 show increased efficiency for the Phase-1 upgrade and vice versa. The cuts where the
upgraded detector is expected to excel are highlighted.
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Figure 2.29: The ratio Phase-1/current of the number of events left after each cut in the electron
channel. The cuts where the upgraded detector is expected to excel are highlighted.
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would become an observation with the upgraded detector.

Although limited in complexity, this study shows that the proposed pixel detector upgrade
would bring dramatic benefits to the measurement capabilities of CMS in the ZH → `+`−bb̄
analysis.

2.3.2 H → ZZ

This study aims to evaluate the change in performances of the analysis used for the Higgs
boson search in the H → ZZ → 4l (l = e, µ) channel.The analysis is optimized for the search
of a Higgs boson in the mass range 110 GeV < mH < 160 GeV for center-of-mass energies of
7-8 TeV. The analysis has not been optimized to the different beam conditions under which the
pixel upgrade will be operated, namely a higher center-of-mass energy of 14 TeV and larger
pile-up. As a benchmark, we have used a Higgs boson MC sample with mH = 125 GeV. The
search essentially relies on the reconstruction and identification of leptons well isolated from
other particles in the event. One or both Z bosons can be off-shell.

2.3.2.1 Analysis

Two dedicated simulated Higgs boson samples (both with mH = 125 GeV) have been used for
this study: gg→ H → ZZ with Z → `+`− for the current pixel detector and for the upgrade at
PU = 50.

The 2012 reference analysis [22, 23] has been used, but a few simple modifications were nec-
essary due to the different beam conditions. In an attempt to quantify the benefit arising from
a fourth layer of pixels to the triggering of events, we have required some additional trigger
conditions. Normally, in order to trigger an event, at least two leptons are required to have
respectively pl1

T > 17 GeV and pl2
T > 8 GeV. In this study, we have additionally required that

these leptons must have a minimum number of hits in the Pixel detector: NPixelHits > 2. In the
2012 reference analysis, a complete reconstruction of the individual particles is obtained via the
particle flow (PF) technique. This technique uses the information from all CMS sub-detectors to
identify and reconstruct the particles emerging from each collision. Electrons are reconstructed
within the geometrical acceptance |ηe| < 2.5 and for pe

T > 7 GeV. The reconstruction combines
the information from the clusters of energy deposits in the ECAL and the trajectory in the inner
tracker. In particular, the trajectories are fitted with a Gaussian sum filter. Their identifica-
tion relies on a multivariate technique which combines observables sensitive to the amount of
bremsstrahlung along the electron trajectory, the geometric and momentum matching between
the electron trajectory and the associated clusters, as well as shower-shape observables is used.
Muons are reconstructed within |ηµ| < 2.4 and for pµ

T > 5 GeV. The reconstruction combines
the information from the silicon tracker and the muon spectrometer. The PF muons are se-
lected among the reconstructed muon track candidates by applying minimal requirements on
the track components in the muon system and taking into account a matching with small en-
ergy deposits in the calorimeters.

One key distinction between signal and background leptons is the amount of energy in the
nearby vicinty – signal leptons tend to be isolated, while leptons from hadron decay are im-
mersed in jets leaving substantial energy depositions nearby. The isolation depends on the
pile-up scenario, thus the isolation criteria used in the published reference selection was mod-
ified to study higher pile-up scenarios. Figure 2.30 contrasts the isolation distributions for the
reference analysis and the scenario considered in the upgrade study for H → ZZ → 4µ, justi-
fying moving the cut from 0.4 in the reference analysis to 5.0 in the current study.

The electron and muon pairs from Z decays should originate from the primary vertex. This is
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Figure 2.30: Isolation variable distribution, for muons (in the H → 4µ channel analysis). Left:
Higgs boson Monte Carlo sample, with mH = 120 GeV, at

√
s = 7 TeV. Right: Higgs boson MC

sample, with mH = 125 GeV, at
√

s = 14 TeV; in blue, for the current detector; in red, the Phase
1 Pixel detector scenario. Plots are normalized to the number of entries in the Phase 1 Pixel
detector scenario.

ensured by requiring that the significance of the impact parameter to the event vertex, SIP3D =
IP
σIP

satisfies |SIP3D| < 4, for each lepton. The IP is the lepton impact parameter in three dimen-
sions at the point of closest approach with respect to the primary interaction vertex and σIP is
the associated uncertainty.

Using well identified and isolated leptons, a 4` candidate is then selected. The lepton isolation
requirements suppress the Z+jet, Zbb̄ and tt̄ backgrounds. The requirement on the significance
of the impact parameter to the event vertex further suppresses the Zbb̄ and tt̄ backgrounds.
When building the Z candidates, a Z candidate is formed by a pair of leptons with the same
flavor and opposite charge (l+l−). The lepton pair with the invariant mass closest to the nom-
inal Z mass is denoted Z1 and it is required to have 40 GeV < mZ1 < 120 GeV. Then, consid-
ering all remaining leptons, a second l+l− pair , with mass denoted mZ2 , is required to satisfy
12 GeV < mZ2 < 120 GeV. The 12 GeV cut provides an optimal sensitivity for a Higgs boson
mass hypothesis in the range 110 GeV < mH < 160 GeV. If more than one Z2 candidate satisfies
all the criteria, the ambiguity is resolved by choosing the lepton pair with highest pT. Among
the four selected leptons forming the two Z candidates, at least one should have pT > 20 GeV
and another one should have pT > 10 GeV. To reduce the background from leptons originating
from hadronic decays in jet fragmentation, or from the decay of low mass hadronic resonances,
it is required that any opposite charge lepton pair chosen among the four selected leptons (ir-
respective of flavour) satisfies ml+ l− > 4 GeV. The phase space for the search for the SM Higgs
boson is finally defined by restricting the mass range to m4l > 100 GeV.

2.3.2.2 Comparative Results

The Phase-1 pixel detector consists of four successive layers of sensors, one more than the
current detector. This implies that the average number of hits for each track in the upgrade
detector is expected to change from three (as it is in the current detector scenario) to four. This
is clearly visible in Figure 2.31.

The Phase-1 pixel detector significantly improves the impact parameter (IP) measurement of
the individual leptons, with respect to the current detector. This improves the vertex assign-
ment, as well as the vertex reconstruction itself. In particular, the vertex assignment is crucial
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Figure 2.31: Number of hits in the pixel detector, for individual muon tracks (in the H → 4µ
channel analysis). In blue, the current detector scenario; in red, the Phase 1 Pixel detector
scenario. Plots are normalized to the number of entries in the Phase 1 Pixel detector scenario.

for this analysis, since individual leptons are required to originate from the primary vertex and
they are required to satisfy |SIP3D| = IP

σIP
< 4. The improvement is significant, as is visible in

Figure 2.32, with reductions of 50% in the RMS.

Figure 2.32: Reconstructed IP of single muons (in the H → 4µ channel analysis). In blue, the
current detector scenario; in red, the Phase 1 Pixel detector scenario. Plots are normalized to
the number of entries in the Phase 1 Pixel detector scenario.

The distributions of the perpendicular and the longitudinal distances (Dxy and Dz respec-
tively) of the individual tracks from the primary vertex (PV), for each collision event (Fig-
ure 2.33), also greatly benefit from the Phase 1 Pixel detector.

The tracking improvements due to the introduction of the Phase 1 Pixel detector provide a
significant increase in the number of leptons passing all the selection requirements. This is
shown in Figure 2.34. In a large fraction of the events, the number of selected leptons increases
to four. Since we are looking for a 4l candidate, this improvement determines a significant
efficiency gain, with respect to the current detector. This is visible in the mZ1 distribution,
shown in Figure 2.35. In the 2012 reference analysis, mZ1 is required to be in the range 40 GeV <
mZ1 < 120 GeV. Since in the Phase 1 Pixel detector scenario, a larger fraction of events pass this
requirement, this improvement provides an efficiency gain, with respect to the current detector.

All the improvements described above, due to the introduction of the Phase 1 Pixel detector,
with respect to the current detector scenario, lead to an important gain in signal efficiency, at
the end of the analysis selection chain. The efficiency ratios, for every step of the analysis, are
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Figure 2.33: Left: distribution of the 2D perpendicular distances of the muon tracks (in the
H → 4µ channel analysis). Right: distribution of the longitudinal distances of the same muon
tracks. In blue, the current detector scenario; in red, the Phase 1 Pixel detector scenario. Plots
are normalized to the number of entries in the Phase 1 Pixel detector scenario.

Figure 2.34: Number of muons passing all selection requirements, (in the H → 4µ channel
analysis). In blue, the current detector scenario; in red, the Phase 1 Pixel detector scenario.
Plots are normalized to the number of entries in the Phase 1 Pixel detector scenario.

Figure 2.35: Distribution of mZ1 (in the H → 4µ channel analysis). In blue, the current detector
scenario; in red, the Phase 1 Pixel detector scenario. Plots are normalized to the number of
entries in the Phase 1 Pixel detector scenario.
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shown by the cut flow charts in Figure 2.36 for the H → 4µ channel, in Figure 2.37 for the
H → 4e channel and in Figure 2.38 for the H → 2e2µ channel.
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Figure 2.36: Cut flow chart for the H → 4µ channel. The ratio of the numbers of events selected
with the Phase-1 upgrade detector and the ones selected with the current detector is plotted
with PU = 50.

A gain in selection efficiency of ∼ 41% is obtained in the H → 4µ channel, of ∼ 51% in the
H → 4e channel and of ∼ 48% in the H → 2e2µ channel. A summary of efficiencies obtained
in both scenarios (upgrade detector versus current detector) is reported in Table 2.4.

Table 2.4: Efficiencies for the H → ZZ → 4l analysis, with the upgrade detector and with the
current detector in the PU− 50 scenario. The efficiency gain is given by the ratio of the two
efficiencies.

Channel
Overall Efficiency

Efficiency gain
Phase 1 Pixels Current Pixels

H → 4µ (36.0± 0.2)% (25.6± 0.2)% 1.41
H → 4e (18.7± 0.2)% (12.4± 0.1)% 1.51

H → 2e2µ (25.9± 0.1)% (17.5± 0.1)% 1.48

The larger number of selected candidates might negatively affect the m4l distribution. This
distribution, in both scenarios (with and without upgrade), is shown in Figure 2.39. However,
the distribution look very much the same in the two cases, despite the much larger number of
candidates selected in the upgrade scenario.
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Figure 2.37: Cut flow chart for the H → 4e channel. The ratio of the numbers of events selected
with the Phase-1 upgrade detector and the ones selected with the current detector is plotted
with PU = 50.
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Figure 2.38: Cut flow chart for the H → 2e2µ channel. The ratio of the numbers of events
selected with the Phase-1 upgrade detector and the ones selected with the current detector is
plotted with PU = 50.

Figure 2.39: Distribution of m4l (in the H → 4µ channel analysis), in a Higgs boson Monte
Carlo sample, with mH = 125 GeV, at

√
s = 14 TeV. In blue, the current detector scenario; in

red, the Phase 1 Pixel detector scenario; plots are normalized to the number of entries in the
Phase 1 Pixel detector scenario. The distribution looks identical in the two cases, despite the
much higher number of candidates collected in the upgrade scenario.
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2.3.2.3 Conclusions

The upgrade detector is expected to significantly improve the reconstruction of the impact
parameter of the individual leptons. This improvement is therefore expected to benefit the
H → ZZ → 4l (l = e, µ) analysis, in all the lepton channels. In particular, the number of
selected leptons in each event is seen to significantly increase, resulting in a better reconstruc-
tion of the Z candidates and finally in an absolute gain of selection efficiency varying from
∼ 41% to ∼ 51%, with respect to the current pixels scenario. Moreover, the distribution of the
Higgs candidates mass (m4l) does not change, despite the larger number of collected candi-
dates. Therefore, in the upgrade scenario, one is expected to reach the same results as in the
current one, but with a significantly lower (from ∼ 41% to ∼ 51%) integrated luminosity.

2.3.3 Supersymmetric Particle Search Using the MT2 variable and B-Tagging

In this study, the supersymmetric transverse mass distribution, MT2, is studied using a signal
sample as well as a tt̄ sample which is the dominant background of the MT2b analysis for a
center-of-mass energy of 14 TeV. The yields resulting from the current geometry are compared
to those of the new geometry with the pixel detector replaced as proposed. It is shown that the
signal selection efficiency would increase if the new pixel detector was implemented due to the
much improved b-tagging, which is central to this analysis of supersymmetric particles. The
same PU = 50 scenario as used by the other analyses is considered here.

2.3.3.1 Analysis

The MT2 analysis is a search for new physics such as supersymmetry (SUSY) [24] with R-parity
conservation, that manifests itself in a fully hadronic final state accompanied by a large missing
transverse momentum (Emiss

T ). The search uses the supersymmetric transverse mass (strans-
verse) variable MT2. MT2 is the natural extension of the classical transverse mass MT to the case
of supersymmetry where two colored sparticles are pair-produced and both decay through a
cascade of jets and possibly leptons to the Lightest Supersymmetric Particle (LSP). The LSP is
not visible in the detector and leads to a missing transverse momentum signature. MT2 is used
here purely as discovery variable which is found to be very sensitive to the presence of new
SUSY-like physics. Indeed, the distribution of MT2 reflects the produced particle masses and
these are much lighter for the standard model background processes than for the SUSY pro-
cesses we are looking for. Hence, new physics is expected to show up as an excess in the tail of
MT2.

The target of this search is the observation of supersymmetric events dominated by gluino-
gluino production where the gluinos giving rise to 3-body decays with relatively small Emiss

T .
The events could be rich in b quarks since the stop and sbottom squarks, whose virtual ex-
change mediate the gluino decay, are expected to be lighter than the first and second generation
squarks. The requirement of at least one b-tagged jet thus keeps a high signal efficiency.

The variable MT2, called stranverse mass, was introduced [25, 26] to measure the mass of pri-
mary pair-produced particles in a situation where both ultimately decay into undetected par-
ticles (e.g. neutralino LSPs) leaving the event kinematics underconstrained. It assumes that
the two produced sparticles give rise to identical types of decay chains with two visible sys-
tems defined by their transverse momenta, ~p vis(i)

T , energies Evis(i)
T , and masses mvis(i). They are

accompanied by the unknown LSP transverse momenta, pχ(i)
T . In analogy with the transverse

mass used for the W mass determination, we can define two transverse masses (i = 1, 2)

(m(i)
T )2 = (mvis(i))2 + m2

χ + 2
(

Evis(i)
T Eχ(i)

T − ~p vis(i)
T · ~p χ(i)

T

)
(2.3)
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These have the property (like for W decays) that for the true LSP mass their distribution cannot
exceed the mass of the parent particle of the decay and they present an endpoint at the value of
the parent mass. The momenta pχ(i)

T of the unseen particles are not experimentally accessible
individually and only their sum, the missing transverse momentum pmiss

T , is known. Therefore,
in the context of SUSY, a generalization of the transverse mass is needed and the proposed
variable is MT2. It is defined as

MT2(mχ) = min
pχ(1)

T +pχ(2)
T =pmiss

T

[
max

(
m(1)

T , m(2)
T

)]
, (2.4)

where the LSP mass mχ remains as a free parameter. This formula can be understood as follows:
as neither of m(1)

T nor m(2)
T can exceed the parent mass if the true momenta are used, the larger

of the two can be chosen. To make sure that MT2 also does not exceed the parent mass, a
minimization is performed on trial LSP momenta fulfilling the Emiss

T constraint.

We attempt to use MT2 as a variable to distinguish SUSY production events from backgrounds.
The use of MT2 as a discovery variable was first proposed in [27], but in this note we propose a
different approach. Several choices for the so-called “visible system”, which is used as input to
the MT2 calculation can be considered; in this analysis we choose to group jets together to form
two systems or “pseudojets” and use those as visible systems.

For this comparison between the current degraded detector at 50 pile-up and the performance
of the upgrade, we study the effect of b-tagging to the acceptance of SUSY signals.

2.3.3.2 Samples and Event Selection

Table 2.5 lists all Monte Carlo samples and cross sections that have been used in this study. All
MC samples were produced using the Pythia [18] generator. The properties of the LM9 signal
sample are summarized in Table 2.6.

Table 2.5: List of MC samples used in this study, and their cross sections. The both samples
have been generated twice, once in the current detector design, once with the proposed pixel
upgrade. The cross-sections used are taken from [28] for tt̄ and [29] for LM9.

Process tt̄ LM9
σ (pb) 8.74e+02 3.98e+01

Table 2.6: Definition of the benchmark point, from [29].

Benchmark point m0 m1/2 tan β A0 µ mg̃ mχ̃ mt̃ mũ,d̃
LM9 1450 175 10 0 + 1295 207 1290 3000

The event and object selections are very close to the one of the 2011 reference analysis [30].
The objects are reconstructed using the particle-flow (PF) algorithm [31], which identifies and
reconstructs individually the particles produced in the collision, namely charged hadrons, pho-
tons, neutral hadrons, electrons, and muons.

Electrons and muons with pT ≥ 10 GeV and |η| ≤ 2.4 are considered isolated if the transverse
momentum sum of charged and neutral hadrons, and photons, surrounding the lepton within a
cone of radius

√
(∆η)2 + (∆φ)2 = 0.4 is less than 2.0 times the lepton’s transverse momentum.
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All particles, apart from the isolated electrons and muons, are clustered into jets using the anti-
kT jet clustering algorithm [32] with distance parameter 0.5. energies are calibrated by applying
correction factors as a function of the transverse momentum and the pseudorapidity of the jet.
The effect of pile-up is reduced by using the FastJet pile-up subtraction procedure [15, 16] for
data and simulated events. Jets are required to pass loose identification criteria [33] and to
satisfy pT > 20 GeV and |η| ≤ 2.4. The b-jet tagging is based on the combined secondary
vertex algorithm (CSV).

Events are required to contain at least one good primary vertex. The HT value, computed from
PF jets with pT > 50 GeV, must satisfy HT ≥ 750 GeV. At least four jets are required, where a pT
threshold of 40 GeV is used for jet counting. The two leading jets are required to have pT > 100
GeV. The value of Emiss

T is required to exceed 30 GeV. To reject events where a significant
fraction of the momentum imbalance arises from forward or soft jets, a maximum difference
of 70 GeV is imposed on the modulus of the difference between the ~Emiss

T and ~Hmiss
T vectors,

where ~Hmiss
T is the negative vector sum of all selected jets. Events containing jet candidates

with pT > 50 GeV that fail the jet identification criteria are also rejected. The last two rejection
criteria remove a large majority of events arising from detector noise.

To reduce the background from QCD multijet events with large Emiss
T , arising from mismeasure-

ments or leptonic heavy flavor decays, a minimum azimuthal difference ∆φmin([j1 − j4],~Emiss
T ) >

0.3 is required between the directions of ~Emiss
T and four leading jets. As a potential SUSY signal

comes often with many jets, this variable is calculated using only the four hardest jets to avoid
a major loss in signal efficiency. The background due to QCD multijet events is not studied
here, but it has been shown in the reference analysis that its contribution after the requirement
∆φmin([j1 − j4],~Emiss

T ) > 0.3 is negligible for high MT2 values. Finally, events are rejected if they
contain an isolated electron or muon, to suppress the contributions from W+jets, Z+jets and
top-quark backgrounds.

2.3.3.3 Comparative Results

To compare the performance of the two detectors in this high pile-up regime, we set the CSV
mistag rate for light quarks to 0.1% as a working point. The working point was calculated from
the mistag rate in tt̄ simulation and confirmed in the LM9 signal sample. In Figure 2.40, the
MT2 distribution is shown with the selection as described above, before any b-tag requirement.

It can be seen in the ratio plot of selected events in the upgraded geometry over the selected
events in the current geometry there is no difference observable (i.e. the ratio is around 1) for
both the ttbar background and the LM9 benchmark point. The ratio of yields with the upgraded
detector to the standard detector demonstrates that no perturbation to the MT2 distribution is
introduced by the upgraded detector.

The gain in the upgrade detector comes through enhanced btagging capabilities. To evaluate
the performance of b-tagging in the SUSY benchmark point, we apply the previous event se-
lection and then calculate the efficiencies to correctly identify b-jets versus light and charm jets.
This is illustrated in Figure 2.41, where it can clearly be seen that the upgrade detector allows us
to correctly identify b-jets in these SUSY samples at higher efficiencies and lower relative fake
rates. This confirms that the improvements seen in Figure 2.18 in tt̄ samples are also present
after making the MT2b event selection in the LM9 SUSY benchmark point.

We choose, as mentioned above, to illustrate the upgrade b-tagging improvement using a work-
ing point where the CSV mistag rate for light quarks is set to 0.1%. In Figure 2.42, the tagging
efficiency for this working point is shown as a function of jet pT for b-jets, c-jets and light jets.
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Figure 2.40: The MT2 distribution for the MT2b selection before any b-tag requirement
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Figure 2.41: B-tagging efficiency versus overall mistag efficiency using the CSV tagger.

For the same light mistag rate the overall b-jet efficiency is increased from 40.5% in the current
detector geometry to 47.5% in the upgraded geometry.

Adding the requirement of at least one b-tag (pT > 30 GeV), where the working point was cho-
sen such that the CSV mistag rate for light quarks is 0.1%, there is no change in shape observed
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Figure 2.42: Tagging efficiency as function of jet pT for b-jets, c-jets and light jets for the chosen
working point of 0.1% mistag rate for light quarks. Left: plot in linear scale, Right: plot in log
scale

(within statisticial fluctuations) as shown in Figure 2.43, but the overall yield is increased by
20% (30%) for the LM9 signal (tt̄ background) in an signal region of MT2 > 200 GeV. The cut
was placed at the value where the signal becomes larger than the tt̄ background. It should be
noted that the strong increase in tt̄ is expected as these events contain at least two b-jets. The
LM9 signal point yields usually in either zero, two, or four b-jets per event .
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Figure 2.43: The MT2 distribution for the MT2b selection requiring at least one b-tag. The upper
plot is with fixed bin width, the lower plot with variable bin width.
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Table 2.7: Photon identification cuts for diphoton plus missing energy analysis.
Photons Electrons Fakes

pT > 40/25 GeV > 40/25 GeV > 40/25 GeV
|η| < 1.379 < 1.379 < 1.379

Combined Isolation (dR< 0.3) < 6 GeV < 6 GeV > 6 GeV
H/E < 0.05 < 0.05 < 0.05
σiηiη < 0.011 < 0.011 < 0.011

Pixel Seed No Yes No

2.3.3.4 Conclusions

For a supersymmetric analysis requiring at least one b-tag, the most important improvement
resulting from the pixel upgrade comes from a higher b-tag efficiency at a fixed fake rate. In
summary, a 20% higher signal selection efficiency can be obtained without substantial efforts
to optimize the analysis for the new detector and high pile-up.

2.3.4 Two Photons and Missing Energy

The upgrade can provide several benefits to SUSY analyses with photons compared with the
current pixel detector at high luminosities. This study examines the improvement to photon
identification under PU = 50 scenario at the nominal LHC energy of 14 TeV.

2.3.4.1 Analysis

The SUSY search in the γγ + Emiss
T channel looks for diphoton events with large Emiss

T as a sig-
nature of new physics. As the SM does not predict many processes to have two photons and
large true Emiss

T , the majority of the events in the Emiss
T distribution comes from the mismeasure-

ment of events without true Emiss
T . The only irreducible background, SM processes with two

photons and true Emiss
T , comes from Wγγ and Zγγ which have very small cross-sections.

2.3.4.2 Event Selection

Events passing the trigger are then classified into four types of events based on the photon
candidates they contain: diphoton (γγ), dielectron (ee), electron-photon (eγ), and fake-fake
( f f ). The selection criteria to identify the photon candidates is listed in Table 2.7.

QCD can contribute diphoton events, either through direct diphoton or multijet production
where one or more jets are misidentified as photons. To model the QCD background, a template
is created using either dielectron or fake-fake events, both of which have no true Emiss

T and
represent the shape of the Emiss

T distribution due to mismeasurement. As the mismeasurement
of the energy is due primarily to the difference in energy resolution between the ECAL and
HCAL, the size of the fake Emiss

T is correlated with the total pT of the two photon candidates.
To more accurately model the shape of the Emiss

T distribution, each bin is reweighted based
on the ratio of the di-EM pT between the diphoton and dielectron or fake-fake events. The
template Emiss

T distribution is then normalized to the signal events based on the region with
Emiss

T < 70 GeV. Due to the limited amount of MC available for the Pixel Upgrade, only the
dielectron template method was used in this analysis.

Electroweak processes can contribute to diphoton signal through W or Z decays to electrons,
where electrons are misidentified as photons. To determine the amount of this contribution a
study was performed to determine the fake rate for photons due to electron misidentification.
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Figure 2.44: The Z-mass peak is shown for the current and Phase-1 pixel detectors at PU =
50. The calculated fake rates are 7.0% and 1.25% for the current and Phase-1 pixel detectors,
respectively.
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The photon fake rate was determined by measuring the amount of misidentified electrons in
the eγ events. This is done by fitting the Z peak in the ee and eγ samples. The ratio of Z events
in the two samples can then be used to determine the fake rate.

To examine the overall effect on the background for the upgrade with respect to the current
detector, the fake rates were studied using the dielectron events in the Drell-Yan sample.

2.3.4.3 Comparative Results

As the photon fake rate directly influences the amount of electroweak background, the Phase-
1 Pixel detector can improve sensitivity of the diphoton analysis by reducing the fake rate.
Since the photon and electron identification criteria only differ by the presence of a pixel seed,
the fake rate is almost completely dependent on the performance of the Pixel detector. The
additional barrel layer in the Phase-1 Pixel Detector provides an extra opportunity for a hit, and
thus a Pixel Seed, in the detector. Additionally, due to insufficient buffer sizes in the readout
chips, the current Pixel detector suffers from a significant inefficiency at high pileup. The Phase-
1 Pixel detector uses new chips that eliminate this inefficiency. Using the fits to the Z-peak
shown in Figure 2.44, the fake rate was determined to be 7.0% and 1.25% for the Standard and
Upgrade geometries, respectively.

2.3.4.4 Conclusions

The current design of the CMS Pixel Detector has several weaknesses that are clearly evident
in high pile-up conditions like that which is expected in the LHC. The resulting increase in fake
rate due to the inefficiency of the pixel detector to provide pixel seeds and thus correctly dif-
ferentiate electrons from photons will add a significant additional background in the diphoton
+ MET analysis. By comparison the Phase-1 upgrade does not show much degradation due to
the expected conditions in the LHC due to the four-layer geometry, lower mass and reduced
data loss. The projected fake rate of 1.25% at high luminosities with the upgrade is comparable
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to the measured fake rate in the current pixel detector during the lower pile-up runs of 2011-12.

2.4 Conclusions to Tracking and Physics Studies
We have designed an upgraded pixel detector that should perform as well or better than the
current detector does at low luminosity running, but at high luminosity running. We have
taken the designs detailed in subsequent chapters of this report and implemented them in our
simulation program to study the performance of this new detector with respect to what we
would expect if we left the current detector in CMS during the high luminosity running of the
LHC expected before and after long shutdown 2. Improvements from a four-layer barrel, three
forward disk, low mass high performance pixel detector are broad and substantial and will
have a significant impact our physics program. We expect gains in physics signal efficiencies
between 20% to 70% which, for example, translate into an increase in Higgs sensitivity of 40%
in the ZH channels.



Chapter 3

FPIX System

The Phase 1 upgrade of the Forward Pixel system will have three disks in each endcap. The
three disks are located at each end of the central barrel detector, with a radial coverage ranging
from 4.5 to 16.1 cm. The location of the first disk along the beam line is 29.1 cm from the
interaction point and the second and third disks are located at 39.6 cm and 51.6 cm from the
interaction point. Together with the four Barrel pixel layers, this provides a four-hit coverage
for all tracks over the pseudorapidity range up to ±2.5. A common design goal for both BPIX
and FPIX upgrades is to reduce material by using superlight mechanical support, CO2 cooling,
and locating the readout electronics away from the active region. The guiding principles in
designing the upgrade Forward Pixel System are:

• Fits within the Phase 1 FPIX envelope definition

• Requires only one type of modules: 2x8 ROC modules

• Modules oriented radially to improve resolution in r − φ (previous detector has
100× 150 µm pixels oriented at 90◦ to this proposed detector)

• Locates all outer radius sensors as far forward and out in radius as possible (to
minimize the gap in 4-hit coverage between the end of the 4th-barrel layer and the
forward-most disk)

• All three identical disks on each side of the I.P.

• Individual modules are removable and replaceable without disassembling disks

• Maximize 4-hit coverage between the ends of the 4th barrel layer up to η of ±2.5
using a minimum number of (2x8) modules

• Minimizes the amount of material required for cooling and module support, where
module location is repeatable and stable to < 10 µm with thermal cycling and vibra-
tions

• Readout requiring no more than 500 available optical fibers

• Uses identical geometries of HDI/pigtail cables.

• Separate inner from outer assemblies to allow replacement of modules on the inner
ring (with earlier radiation damaged).

3.1 Description of the Upgrade FPIX Detector
Before describing in detail the upgraded detector, it is good to review the current FPIX. The
current FPIX detector consists of two completely separate sections, one on each side of the
interaction region. They are located inside the BPIX supply tube but are mounted on separate
insertion rails. Each section is split vertically into symmetrical halves so the detector can be

59
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installed around the beam-pipe and removed for servicing during major maintenance periods.
Each of these four halves is called a half-cylinder. Each half-cylinder consists of a carbon fiber
shell with two half-disks located at its front end, one at 34.5 cm from the IP and the other at
46.5 cm. The half-disks support the pixel modules that extend from 59.7 mm to 144.6 mm in
radius from the beam. The panels that support the pixel are rotated by 20 degrees to form a
turbine-like geometry to enhance charge sharing induced by the E× B drift.

The present FPIX disks are populated with 672 pixel modules called plaquettes. Due to geo-
metrical constraints, five types of plaquettes with different dimensions (with two to ten ROCs)
are needed. The assembly of FPIX was significantly complicated by the different modules re-
quired. There is a large amount of material in the current FPIX detector. Most of the material
between 1.2 < η < 2.4 is in the half-disks and between 2.4 < η < 3.6 in cables and cooling.

3.1.1 Geometrical Layout

The upgraded FPIX detector consists of two sections which are vertically separated with a
left and a right set of half-disks on each side. The pixel modules are assembled on half-disk
support structures which are mounted on a service half cylinder (HC). The pixel module radial
coverage ranges from 4.5 to 16.1 cm. Cooling tubes and the readout electronics are placed on
the half cylinders most of which will be located away from the region of coverage.

The upgrade layout uses only one module type, with 16 readout chips in a 2 x 8 ROC arrange-
ment, the same as for the barrel. The modules are arranged radially on a light-weight substrate
called a blade. There are a total of 56 modules (896 ROCs) per half-disk. Half-disks are divided
into an outer assembly with 34 modules and an inner ring with 22 modules. The outer and
inner assemblies are supported directly from the half cylinder so that the two assemblies could
be easily separated. The pixel modules are attached to the substrate by a pair of module hold-
ers and are removable and replaceable without disassembling the half-disks. Modules which
suffer failure or degradation can be easily replaced during an annual technical stop.

All the modules on the outer assembly are located to minimize the gap in 4-hit coverage be-
tween the end of the fourth barrel pixel layer and the forward innermost disk. The design
maximizes the 4-hit coverage up to pseudorapidities of 2.5, for particles originating at the in-
teraction point ±5 cm, using a minimum number of modules.

Each blade on the outer assembly is rotated by 20◦ in a turbine geometry similar to the cur-
rent FPIX. However, to obtain excellent resolution in both the azimuthal and radial directions
throughout the FPIX acceptance angle for the inner assembly, the blades are arranged in an in-
verted cone array with the blades tilted by 12◦ with respect to the interaction point, combined
with the 20◦ rotation. Figure 3.1 shows a cross-sectional view of the new pixel system and its
arrangement.

3.1.2 Substrate

Thermal pyrolytic graphite (TPG) will be used for the blade substrate. TPG is a material with
excellent in-plane thermal conductivity (>1500 W/mK), and is easily machinable. On the other
hand, it is brittle and may contain some carbon dust on its surface. For these reasons, we will
encapsulate the 0.68 mm thick TPG substrate with one ply of carbon-fiber reinforced plastic
(CFRP) on both sides. Extra plies of CFRP are added at the ends of the TPG substrates for
structural reinforcement. The ends of the blade are trimmed with a 45◦ chamfer to increase the
end-surface area for better bonding of the TPG blade to the half rings. The conceptual design
of the blade with its components is as shown in Figure 3.2. Each blade has two modules, one
on each side of the same substrate, shifted in φ by 11◦. The orientation of the modules on the
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Figure 3.1: Schematic view of the upgrade pixel detector layout. There are three end cap disks
on each side, with each disk separated into an inner and outer ring. The inner ring is tilted
at 12 degree towards the interaction point. The disks are positioned to maximize the 4 hit eta
coverage.

rotated turbine blades aligns the 150 micron dimension of each pixel in the radial direction
and the 100 micron dimension of each pixel in the phi direction, with more overlap between
neighboring sensors than in the current design and no gaps in the coverage. This will also
ease the spatial alignment for track reconstruction. The reduced number of interfaces in the
modules and blades simplifies assembly and reduces material.

Each module has a pair of module holders made of PEEK, one glued at each end of the module
for attachment to the threaded inserts on the TPG substrate. All pixel module are fastened
to the blades with #00-90 screws through the module holders. The PEEK holder at the outer
end of each module has an extra function in strain-relieving the Aluminum flex-cable which is
used to readout the pixel modules. A tiny plug, made out of PEEK, is jammed tight against the
flex-cable when it is engaged within the wedged wings of the module holder.

3.1.3 Carbon Ring with Integrated Cooling Tube

The pixel modules will be mounted on ultra-light-weight support structures integrated with
the cooling distribution system. Two-phase CO2 cooling will replace the current single phase
C6F14 resulting in significant material reduction. Thin-wall stainless steel tubing (with an outer
diameter of ∼ 1.6 mm and wall thickness of 0.1 mm) in a continuous loop provides sufficient
cooling power for each pixel sub-assembly. The stainless steel tubes for CO2 cooling are em-
bedded in the outer and inner assembly rings made of light-weight carbon fiber reinforced
carbon material (C-C) as shown in Figure 3.3. Cooling is provided through the ends of the
TPG substrates which are made to be in good thermal contact with the actively cooled rings.
To improve the thermal contact, we plan to use metallic bonding as it has excellent thermal
conductivity (see Section 3.3). The TPG substrates will be bonded to the C-C rings by indium
alloy solder bonding. The entire ring with embedded cooling tubes and TPG substrates could
be constructed as a complete turbine-like mechanical support and cooling structure and tested
before the pixel modules are placed on the blades. Further material reduction will be achieved
by using long light-weight aluminum flex-cables and by locating the Optical Hybrid Boards,
Port Cards and cooling manifold out of the tracking region.
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Figure 3.2: The conceptual design of the Forward Pixel blade with its components.

Figure 3.3: The tubing layout within each half-disk.
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3.1.4 Half-disk and its Components

The upgraded half-disk consists of two turbine like mechanical support structures with the
inner assembly providing a sensor coverage from radius = 45 mm to 110 mm with 11 blades
while the outer assembly covers from radius = 96 mm to 161 mm with 17 blades. Both outer
and inner blade assemblies are secured to the half cylinder separately so that the modules on
the inner assemblies can be removed only for early sensor damage repair without disturbing
the outer assemblies. Both assemblies have mounts employing a spherical washer concept such
that minor angular mis-alignment is allowed without inducing stress into the half-disks when
they are fastened with the M2 screws. The design of the half-disk and mounts are as shown in
Figure 3.4.

The C-C rings have a series of 45◦ tabs on the curved surfaces for bonding to the blade. These
half rings function as support structures and as heat sinks. They are machined with a groove
cut into the side opposite of the curved surface with tabs for blade bonding. The 1.6 mm outer
diameter stainless steel tubing for CO2 cooling is embedded in the groove. Tin alloy solder
bonding will be used to reduce the thermal resistance between the tubing and the groove wall
in the bottom half of the groove while thermal fillers will be used to fill up the upper half.
The groove with the embedded tubing will be covered with 0.5 mm thick CFRP to serve as
a structural reinforcement facing. The tubing within the four half rings of each half-disk is
connected in series. All the grooves within the rings have an “omega” shaped loop so that all
the tubing inlets/outlets are located at the same 3 o’clock position. As a result, tubing length
and material in the half-disks is minimized while providing sufficient contact area between
coolant and support structure for effective heat transfer. To connect the tubing in the 4 half-disk
rings in series, 5 joints are required, in which 2 joints connecting outer and inner rings within
each assembly can be made permanent while the last 3 joints are removable and reworkable
so that the inner assembly can be removed easily. The tubing layout within each half-disk is
shown in Figure 3.3 (with the blades and CF facing not visible for better illustration) and the
permanent joints are shown in orange.

A full prototype of the outer assembly tubing is being made to confirm the manufacturing fea-
sibility. Although an initial prototype has shown that the tubing can be bent into this complex
shape, a full prototype will be needed to demonstrate that the tube ends can be aligned in situ
and the joint coupler can be inserted and brazed properly. A rapid prototype of the outer as-
sembly was made with all tubing grooves exposed for checking the tube fitting, as shown in
Figure 3.5.

The design of the removable coupling is shown in Figure 3.6.

The design combines features from several different commercial products. The coupling con-
sists of a male nut, a female nut, a gland, and a gasket. Removability is enabled by M3.5x0.6
threads machined in 4 mm hexagonal 303 stainless steel alloy material to form the nuts. To
prevent leaks, the male nut and gland are separately laser-welded to the tubing and create per-
manent seals. The only reworkable seal is made by the knife-edge faces of the male nut and
gland cutting into the replaceable soft aluminum gasket when the coupling is fastened. This
will be an extremely leak-tight, metal-to-metal seal and is commonly used in ultra-vacuum
holding technology as demonstrated by Conflat flanges. A new aluminium gasket will be used
whenever the couplings are re-fastened.

A couple of prototypes have been machined and laser-welded. Vacuum leak checks of these
two prototypes confirmed the seal made by the replaceable aluminum gasket. However, leaks
were found in the welded joints between the male nut and the tubing where extra welding
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Figure 3.4: The conceptual design of the half-disk.

Figure 3.5: The rapid-prototype of the outer assembly.
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Figure 3.6: The conceptual design of the removable coupling.

rod was used to complete the welding because of the undesirable large clearance (0.005”). The
other welded joints between the gland and the tubing with a fitting clearance of 0.002” was
found to be sealed. New coupling parts are being fabricated and will be welded and pressure
tested to confirm the leak-tightness of the design.

The basic assembly sequence for the half-disk is as follows:

• Laser-weld removable fittings on tubing and bend the tubing into shape for the half-
rings

• Glue threaded inserts on the TPG blade

• Bond C-C segments to form C-C half ring

• Indium-bond stainless steel tubing in the C-C half ring

• Glue CFRP facing with the C-C half ring after the groove is filled up with thermal
fillers.

• Indium-bond the blades to the half rings with the aid of a Coordinate Measuring
Machine (CMM)

• Glue half-disk mounting fittings onto the half rings with the aid of a CMM

• Soft-solder couplers connecting tubing from outer and inner half rings

• Mount modules on the blades with thermal interface material in between and then
with screw.

3.2 Cooling Design
An important consideration for our design which makes use of edge cooling is the temperature
difference between the CO2 in the cooling tube and the edge of the substrate. There are a few
thermal interfaces and we have to make sure that this temperature drop remains low. Our
design target is that the overall temperature drop from the CO2 coolant to the pixel module
should be within 10 ◦C with a heat load of 3W per module. This heat load includes a 50% safety
margin. To meet this requirement, an efficient cooling scheme is designed with light-weight
and highly thermally conductive materials including interface materials. The heat generated
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from the module will be transferred to the TPG heat spreader underneath and towards the
ends where the half rings are set. These half rings, which are used to support all the module
substrates as well, basically consist of 3 parts namely as follows. The first part is the carbon-
carbon ring in which contact tabs for the TPG heat spreaders on one side but with a groove
provision on the other side are made. The second part is the embedded stainless steel cooling
tube inside the groove, and the final part is a sheet of carbon-fiber facing that covers the tubing
completely. This is a very simple cooling design and the heat path will go through the following
3 interface layers.

1. An interface layer between module and the TPG heat spreader where thermally conduc-
tive grease or equivalent is needed as modules are needed to be removable.

2. Bonding layer between TPG heat spreader end and carbon-carbon half ring >> structural
and thermally conductive material is needed.

3. The gap between the stainless-steel tubing and the groove wall within the half ring >>
thermally conductive material is needed.

While the heat spreader and heat sink could use materials with very high thermal conductivity
(k), these interface layers basically have the highest thermal resistance and hence temperature
drop through this heat path. In order to meet the overall temperature drop requirement to be
within 10 ◦C, improved thermal interface materials (TIM) with much higher k are needed for
these interface layers. An extensive search on the market for these enhanced TIMs was thus
conducted and studied.

3.3 Thermal Interface Materials (TIM)
There are a few thermal interfaces between the coolant and the edge of the substrate. TIMs play
a key role in the thermal management of electronic systems by providing a path of low thermal
resistance between the heat generating devices and the heat spreader/heat sink. Typical TIM
solutions could include those polymer TIMs like adhesives, greases, gels, phase change mate-
rials, pads, and metal TIMs like solder alloys. In order to improve the thermal conductivity
of the polymer matrix of the TIM, filler particles like silver, boron nitride, alumina, aluminum,
zinc oxide and diamond can be added. Besides polymeric TIMs, an interesting option is to use
the metallic solder bond which usually has a much higher thermal conductivity. An excellent
candidate for this kind of solder TIM is indium and its alloys because of their high thermal
conductivity (indium at 86 W/mK), low melting point (indium at 157 ◦C), ease of compression
and application. The key to achieving the advantages of the metallic TIM is making intimate
contact with the working surfaces as the interfacial barriers are broken down by fusing the
molten metal to make liquid contact. The thermal impedance is thus greatly enhanced and it is
the lowest among all kinds of TIMs.

An extensive search and study on the existing TIMs available in the market was performed, as
shown in Table 3.1.

The thermal properties of Dow Corning’s TC-5600 and Laird’s tpcm583 were found to be the
same as specified by the vendor. Also, the bond line thickness of these two TIMs could be made
quite thin at 0.093 mm and 0.070 mm respectively. These two TIMs are the best candidates for
using in the module placement on the TPG heat spreader. One surprisingly good result came
from the thermal conductivity result of the C-C. The measured value was 319 W/mK and was
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thickness bulk density temperature specific heat diffusivity
@ 25◦C p @ 25◦C Cp α

Sample (mm) (g/cm3) (◦C) (J/g-K) (mm2/s)
EG7659 0.714 2.21 25 0.731 0.838

X C-C substrate (A1) 1.76 1.82 25 0.733 238
CGL7019-LB 0.030 2.0 25 1.0 0.167

X TPCM583 0.070 2.5 25 0.8 2.04
Duralco 135 0.067 2.7 25 0.8 0.525

Duralco 135 (repeat) 0.057 2.7 25 0.8 0.533
X Dow TC-5600 0.093 2.7 25 0.8 2.91

tested tested claimed claimed
conductivity resistance conductivity resistance

λ R λ R
Sample (W/m-K) (mm2 - K/W) (W/m-K) (mm2-K/W)
EG7659 1.35 - 11.40 -

X C-C substrate (A1) 319 5.33 200 -
CGL7019-LB 0.334 89.8 20.000 3.0

X TPCM583 4.08 17.1 4.00 1.2
Duralco 135 1.13 59.0 5.80 -

Duralco 135 (repeat) 1.15 49.5 5.80 -
X Dow TC-5600 6.28 14.8 7.10 4.0

Table 3.1: Results thermal testing of selected TIMs.
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Figure 3.7: Joint samples of TPG and CC using Indium 52In48Sn.

much higher than that estimated by the vendor. It was learned in this study that a metallic
TIM was feasible even for the carbon materials. As the thermal conductivity of metal was
so attractive, further R&D was pursued to explore more. Indium alloy 52In48Sn with a tensile
strength 1720 psi and a thermal conductivity of 34 W/mK was selected. However, since indium
bonding only works for metal-to-metal surface but not carbon, a silver metal coating with good
wettability was selected. In addition, it was confirmed that extra diffusion barrier coating(s)
like nickel, which is quite inert with respect to its adjacent metals, was needed also. Two recipes
of this coating were thus attempted. The first one was nickel and silver only and the second
one was with additional aluminum and titanium on top of the first recipe. Coatings were then
sputtered on carbon parts within a vacuum chamber. Indium alloy 52In48Sn was then used to
make some joint samples that consisted of the straight edge of TPG and a flat surface of the
C-C block. It turned out both recipes worked and they wetted nicely. The joint strength was
found to be also good even though the bonding surface was actually a narrow strip about 0.68
mm wide. These joint samples are shown in Figure 3.7. More joint samples were made, one
that also included the stainless steel tubing. A section was cut and it revealed that indium was
deposited well between the parts as shown in Figure 3.8. As indium bonding has been proven
applicable, this bonding approach will be used also for the stainless steel tubing within the
C-C groove. Heat fluxes going through the lower portion were verified with FEA as shown in
Figure 3.9. It is planned that only the lower portion will be bonded with indium and the rest
of the groove will be covered with regular polymeric TIMs in order to reducing the mass being
used (about 7.4 g saving for each half-disk).

3.4 Four-blade Thermal Test Sample
A small sector of the outer ring assembly has been made to conduct a thermal test. Four pieces
of TPG were bonded between two pieces of C-C ring segments with different kinds of TIMs.
Two blades were bonded with indium while the other two were glued with thermally conduc-
tive adhesives. Blank pieces of silicon served as dummy modules were used in this test sample.
Plastic module holders and polyimide thermofoil heater were then glued on top of this dummy
module which was then mounted on the TPG. Thermal test of the four-blade assembly is still
ongoing.



3.4. Four-blade Thermal Test Sample 69

Figure 3.8: X ray image of joint sample of TPG and C-C showing indium deposition.

Figure 3.9: FEA studies of heat fluxes from stainless steel tubing to C-C ring.
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Figure 3.10: Schematic showing the cooling tube layout within the FPIX half-cylinder

3.5 Cooling Line Layout
There are four main supply/return lines from the cooling plant available for FPIX at each side
of the interaction point. The three half-disks in each half cylinder will be cooled by two main
cooling loops as shown in Figure 3.10. For each service cylinder, one main cooling line will be
manifolded at PP0 to cool the second and third half-disks, and one main line will be used to
cool the first half disk. Each half-disk cooling tube is routed in series through the four C-C ring
structures supporting the detector blades.

A schematic of the tube layout for each half-disk in a half-cylinder is given in Figure 3.10. As
the cooling tube for a half-disk enters the half-cylinder, it is routed below the DC-DC converter
bus-boards and then the electronic port cards that are associated with the same half-disk. In this
region, the CO2 is heated by the ancillary electronics to the saturation point and evaporation
begins before the CO2 flows through the half-disks.

Cooling calculations have been performed to evaluate the temperature and pressure drop along
the cooling lines. Results of the calculations of the baseline FPIX configuration are shown in
Figure 3.11. The calculation shows that an inlet coolant temperature of -20 ◦C and a flow rate
of about 2 g/s results in a maximum ∆T between coolant minimum temperature and external
tube surface temperatures of about 5 ◦C. This satisfies the requirement for a pixel sensor tem-
perature below 0◦C (with a margin of about 5◦C), when combined with an efficient thermal
contact between the tubes and sensors and a ∆T between tubes and sensors of less than 10 ◦C.
Calculations of BPIX cooling line performance have shown good agreement with experimental
data. A full cooling loop mock-up will be made to similarly evaluate the cooling performance
of the FPIX layout experimentally.
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Figure 3.11: Calculated temperature and pressure drop along the FPIX cooling tubes on the
half-cylinder.

3.6 Half Cylinder Design
A light and stiff half cylinder (HC) made of CFRP is being designed. To allow removing the
inner assemblies from the pixel detector for module maintainance in the future, the flex cables
and cooling tube of the inner assemblies should be located outside of the HC so that they can be
accessed easily. A corrugated profile in the detector front section is thus designed in which the
outer troughs will house the inner assembly cables while the inner troughs will take the outer
assembly cables. This front section will be a single-wall CFRP structure and mixing of carbon
fiber prepregs is planned to be used, i.e. super stiff CFRP will be laid up in the longitudinal
direction while regular CFRP will be laid up in the angular directions so that carbon fibers will
not get broken at the trough fillet corners. Careful CFRP layup design will thus be needed in
order to get quasi-isotropic properties as close as possible. This is needed because the support
legs at front will not be at the very front end but somewhere beyond the detectors section and
the corresponding deflection due to bending and shear loads in this loading case is non-trivial.
The double-wall CFRP structure of the existing HC design will be kept for the rear section
for the upgraded HC so that most of the existing mandrels for making the CFRP parts can be
reused. The front and rear sections will be overlapped and glued together in a transition region.
The conceptual design of this upgraded HC is shown in Figure 3.12.

A preliminary finite element analysis (FEA) as an aid for designing the front and transition
regions was initiated. This was a simplified model with 3 beam spokes simulating the half-disk.
In addition, the rear section, whose results would be disregarded in this FEA, was modeled
and meshed like the single wall structure at front. A load of 3.9 N, representing a half-disk,
was applied at the 3 half-disk locations. A series of wall thickness was input to check out the
sensitivity of the front section resultant displacements. The deflection results are as shown and
summarized in Figure 3.13.
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Figure 3.12: Conceptual design of the upgraded half cylinder.
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Figure 3.13: The preliminary FEA model and results of the upgraded half cylinder.
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3.7 Material Budget
We estimate the overall mass of the FPIX detector can be reduced by ∼ 40%, with a ∼ 50%
reduction in radiation length in the half-disks (which is most of the FPIX material budget in
the 1.5 < η < 2.5 FPIX acceptance). The goal is accomplished primarily by removing the
VHDI and by using CO2 cooling for a huge reduction in the mass of the cooling channels and
coolant. The weight of the half-disk is estimated to be 400 g, to be compared with 610 g of
the current half-disk. The radiation length of the new half-disk is estimated to be 2.00% to be
compared with 4.95% of the current FPIX half-disk. Within the η coverage, the total weight of
the half cylinder including cooling tubes, CO2 coolant, flex-cables, and connectors is calculated
to be 480 g. This gives the total weight of the half-cylinder including the three half-disks to be
1.68 kg.

3.8 Assembly and Testing
The modules for the current FPIX were built manually at Purdue while the integration into
panels and blades was done at FNAL. For the new detector we will have automated module
construction sites at Purdue and Nebraska and continue having an integration facility at FNAL.
Our plan is to build the half-disk support with the TPG blades and the integrated cooling lines
on the C-C ring at Fermilab. The module assembly and testing schedule will depend on the
throughput of the pixel modules delivered from the bump-bonding vendors to the module
assembly sites.

Robotic pick-and-place machines, with integrated optics, pattern recognition, and glue dis-
pensing, will be used to join High Density Interconnect flex circuits (HDI) to 2 x 8 Bump-
Bonded Modules (BBM), improving the uniformity of the production technique. The module
assembly sequence begins by manually placing pre-tested, known good 2 x 8 BBMs and HDI
on vacuum chucks on the baseplate of the pick-and-place machine. The machine program
successively moves the camera (fixed to the machine motion head) to view the fiducial on the
BBM sensors and HDI components and acquires the fiducial location using pattern recognition,
picks up a dispensing tool from a the tool rack and dispenses epoxy on the sensors, returns the
dispensing tool to the tool rack, picks up a vacuum tool from the tool rack to pick-and-place
individual HDI onto sensors (making adjustments based on the actual part locations in the
machine to accurately align and join the components), and returns the vacuum tool to the tool
rack. Module end holders are also aligned and glued to the modules using custom tooling and
the pick-and-place machine.

Following mechanical assembly, HDI are wirebonded to the ROCs using semi-automated ul-
trasonic wirebonding machines. Routine pull tests of sample wirebonds will be performed
for quality control. The wirebonds will be encapsulated with an elastomeric compound using
semi-automated dispensing equipment. The module assembly sites will also be responsible for
the testing and characterization of the assembled pixel modules. Modules will be thermally
cycled within the operating temperature range (-20 ◦C to 20 ◦C) while monitoring ROC digital
and analog currents. Modules which pass the acceptance criteria will then be assembled onto
the half-disk blades.

The half-disk mechanical support structure (with TPG blades and integrated cooling lines in
C-C rings) will be assembled and tested at Fermilab. The complete half-disk mechanical and
cooling structures can be assembled and tested independent of the module assembly and test-
ing. All cooling tubes will be helium-leak checked and hydrostatically-pressure tested up to
120 bars. A variety of thermal performance tests, including thermal cycling the CO2 coolant
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(+15 ◦C to -20 ◦C) with dummy module heaters, will be conducted to validate half-disk me-
chanics prior to module installation.

Custom tooling will be used to pick-and-place the modules with readout cables onto the blade
assemblies. The modules are fastened to threaded inserts in the blades using screws through
the module holders, with a thin layer of reworkable thermal interface material between the
modules and blades to improve heat transfer. The light-weight alumininum flex cables are
routed through slots in the outer rings of the blade assemblies.

In-detector supply and return cooling tubes will be assembled on a dedicated jig and anchored
to the inside of the service cylinders, with space between anchor points to allow for thermal
contraction of the tubes. Metal blocks will be clamped to the cooling supply tubes for mount-
ing/cooling DC-DC converters on bus boards and Pixel Optical Hybrids (POH). All DC-DC
converters and electronic boards will be tested before integration in the HC. The fully assem-
bled HCs, with electronics and cooling lines, will be tested (including thermal cycling) before
the modules are installed.

The blade assemblies are independently fastened to 3 mounts previously installed in the HC
using M2 screws. Cooling tube coupling fittings are joined and pressure and leak tested follow-
ing the installation of each blade assembly, before the next blade assembly is installed. Readout
flex cables are routed along the forward section of the HC (outer blade flex cables routed in-
side the HC, and inner blade flex cables passed through slots and routed outside the forward
section of the HC, then passed back through slots to the inside of the HC) and connected to
flat flex connectors on both sides at the forward ends of the port cards. Modules on each blade
assembly are tested for basic functionality before the next blade assembly is installed.

All alignments are set during gluing/bonding processes with the aid of precision tooling and
Coordinate Measuring Machine (CMM). Module holder mounting holes are aligned to sen-
sor fiducials when gluing the holders at each end of the pixel modules, and threaded inserts
are precisely aligned and glued into the bare blade substrates. Carbon-carbon ring segments
are glued together to form a completed carbon-carbon half-ring. With the aid of CMM, survey
balls on the ring segments will be used to verify the precision half-ring formation. The mod-
ule mounting holes in the blades are aligned to the carbon-carbon rings when the blades are
bonded with indium-tin alloy solder to the rings using low-CTE tooling. Inserts for mounting
the blade assemblies to the service cylinder and survey balls that provide a half-disk reference
are aligned and glued to the blade assemblies. Modules are then installed on the blade assem-
blies and a CMM survey performed to transfer the alignment of all modules to the half-disk
reference system. Survey balls will also be aligned and glued to the service cylinder. A final
survey of the locations of the blade assemblies will be made with reference to another set of
survey balls glued on the service cylinder.

3.9 Testing and Commissioning at TIF
After the half-disks are inserted into the half cylinder, we will begin commissioning tests. This
can be done at both Fermilab and at the Tracker Integration Facility at CERN. Commission-
ing tests include cooling with CO2 at -20 ◦C inlet temperature, with the service cylinders in
insulated boxes with chilled, dry purge air.

The fully assembled modules would be transported from the assembly sites to Fermilab or
CERN for final integration and extensive system tests prior to installation in CMS. After ar-
riving at CERN, we will re-mount the half-disks to the half cylinder. Then we will carry out
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a commissioning of each half cylinder. After that, we plan to perform a system test of each
FPIX cylinder for a few weeks at TIF. To prepare for this, we will need to equip TIF with all the
needed electronics, power supply modules, as well as a CO2 cooling system. We will also have
a full DCS/DSS installed and tested during this system test.
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Chapter 4

BPIX System

4.1 System Overview
The barrel part of the pixel detector is designed with four concentric, cylindrical layers with
a length of 548.8 mm and radii between 30 mm and 160 mm. Compared to the present CMS
pixel barrel, there is one new layer at high radius. The radius of the innermost layer is reduced
by 10 mm while layers 2 and 3 are almost unchanged. Each layer consist of a varying number
of 22 mm wide facets populated with a total of 1184 rectangular modules, which are nearly
identical to the FPIX. The total number of pixels increases by a factor 1.6 from 48 M to 79 M.

A low mass support structure with integrated cooling tubes provides mounting points for the
modules. The cooling tube diameter is significantly reduced with respect to the present de-
tector, because the CO2 cooling requires a much smaller mass flow than C6F14. This reduces
substantially the amount of material in the tracking region. A further, significant reduction
is achieved by moving the module connector area from the detector bulkheads to higher z,
outside of the tracker acceptance, by using longer module cables.

The overall layout of the system is unchanged. The detector barrel is complemented with
supply tubes on the +z and−z sides. The supply tubes carry electrical connections and cooling
lines from the patch panels to the barrel bulkheads and house auxiliary on-detector electronics.
Detector barrel and supply tubes are divided vertically, allowing insertion in the presence of
the beam pipe. This is necessary for the installation of the upgraded detector in an extended
technical stop. It is also crucial for the ability to replace the inner detector layer with fresh
modules when the performance degrades after radiation damage. The degradation is gradual
and one replacement during a period corresponding to an integrated luminosity of 500 fb−1 is
foreseen.

The ladder arrangement provides between 0.5 mm and 1 mm of overlap in the r–φ direction.
The division into half-barrels is made in such a way that all facets and modules have the same
geometry and no special modules are needed for the boundary region (Figure 4.3). The mod-
ules do not overlap along the z-direction. The size of this insensitive region between modules,
including sensor guard rings, is 2.2 mm, corresponding to 3.3% of the active area.

4.2 Detector Elements
The barrel detector mechanically consists of two half-barrels (Figure 4.4), each divided into four
layers. The layers are separate mechanical structures which are only joined after all modules
are mounted. The mechanical structure and all connections are arranged in a way that permits
replacement of the inner layer without disconnecting the other layers.

77
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Figure 4.1: Pixel Barrel cross section showing the facet arrangement in the four detector layers.
The inner layer (L1) is the 12 facet design for the 45 mm diameter beam-pipe. Details of the
end-flange and wheels are not shown.

Figure 4.2: Detail of the barrel cross section showing the module positions on the cooling tubes
(white circles). The overlap between modules varies, in this case the active regions overlap by
the nominal beam position. The yellow circles illustrate the cables of modules positioned closer
to the center of CMS (in z) which lie on top of other modules.
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Figure 4.3: Boundary region of the barrel half-shells. After closing the half-shells with the
adjustable wheel, full φ coverage is achieved. All modules, including those on the barrel edges,
have the same geometry. The available width for facets in layer 1 is smaller than in L2-L4.
Modules in L1 are therefore mounted without base-strips.
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Figure 4.4: Drawing of one half-shell of the pixel barrel detector. Each of the four layers has a
separate mechanical structure including cooling tubes and end-flange.

layer radius facets modules
4 160 mm 64 512
3 109 mm 44 352
2 68 mm 28 224
1 30 mm 12 96
(1∗) (39 mm ) (16) (128)

1184

Table 4.1: Barrel layer summary. The last row (1∗) shows the alternative layout using the old
beam pipe with 59.6 mm outer diameter. The 12 facet design requires the smaller beam pipe
with 45 mm outer diameter.

4.2.1 Modules

All layers are equipped with 2 × 8-ROC modules of the same size (22 mm × 66 mm). The
module is slightly wider than those installed in 2008 because of the increased periphery of the
readout chip. The length (z-coordinate) is unchanged. A detailed description of the module is
found in Chapter 6.

4.2.2 Facets and Layers

A row of 8 modules forms a 22 mm wide facet with a length of 560 mm. The facets approxi-
mate the cylindrical shape of the barrel. Their surfaces are perpendicular to the radial direction
without tilt (Figure 4.1). The radial positions of adjacent facets alternate by ∼ 3 mm, allowing
an overlap in the r− φ direction. Furthermore, the orientation of the facets alternates between
pointing inside and pointing outside in adjacent layers in order to be able to cool two neigh-
bouring facets through the same cooling tube (Figure 4.2). A summary of the layers is given in
Table 4.1.
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Figure 4.5: Carbon fiber blades with Layer 1 module (without HDI). The modules have no base
strips and are held by carbon fiber pieces.

4.3 Mechanics Design & Prototypes
Cooling tubes running parallel to the beam pipe along the length of the pixel barrel form the
skeleton of the mechanical structure. The tubes are held in position by end-flanges at z = ±270
mm. Modules are mounted onto Carbon fiber blades with a thickness of 200 µm which are
glued onto two cooling tubes. The carbon fiber sheets of the blades are connected at the edges
by glue joints to improve the stiffness of the structure. Unnecessary material under the modules
is cut away from the sheets.

4.3.1 Module Mounting Clamp/Screws

The modules of layer 2, 3 and 4 have base strips with 0.7 mm mounting holes in parts of the
base strips that extend 6 mm beyond the ROC periphery (Figure 6.1). Two 0.5 mm screws
per module and corresponding nuts glued to the CF blades hold the modules. This mounting
scheme has been used successfully for the first CMS pixel detector. The geometry of the inner-
most layer can not accommodate the additional module width needed for the basestrips and
screws. Instead, screws will be placed in the area between (in z) two modules. The inactive
part of the sensor extends 0.8 mm beyond the edge of the outermost ROC, such that between
the last ROCs of one module and the first ROC of the next module an area of 1.1× 1.6 mm is
available for screws. Carbon fiber pieces mounted across the facet are attached by those screws
and hold the modules (Figure 4.5). Handling and mounting of modules without base-strips are
delicate. This procedure will be restricted to the first layer.

4.3.1.1 Installation Design Issues

The barrel detector half-shells are going to be installed when the beam-pipe and its support
structure are in place. The diameter of the beam-pipe increases from 45 mm in the central
region to 95 mm at the patch panel, from where the detector is installed (130 mm including
the flange at |z| = 3120 mm). For insertion the detector half-shells move on wheels guided
in grooves that have a separation of 185 mm at the patch-panel and converge to a parallel
section with a distance of 66 mm in the central region. These grooves have already been used
for the first pixel installation. In order to accomodate the reduced clearances and tolerances,
the wheels of the upgraded detector are adjustable, both horizontally and vertically. While the
vertical adjustability is only needed to allow for offsets of the beampipe position relative to
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Figure 4.6: Bottom part of the transition between the end of the supply tube (left) and the pixel
barrel (right) in the installation test setup-up. The remote operation tool (left) with miniature
camera and light source is enganged in the horizontal adjustment. The wheel is shown in the
insertion position, 6 mm away from the nominal position. The wheel for the supply tube (not
shown) is not adjustable.

the CMS experiment, the horizontal adjustement is also used to maximize the clearance during
insertion.

When the half-shells have reached the center of CMS, they are moved inwards horizontally to
their final positions. A remote operation tool has been developed for this purpose (Figure 4.6).
It engages in Allen screws attached to operate a lever/wedge system that can move the detector
horizontally between +6 mm (away from the beam) and -4 mm (towards the beam), or verti-
cally by ±3 mm. Larger vertical offsets (up to ±6 mm) can be accomodated by inserting (or
removing) spacers before insertion. Only the bottom set of wheels has the vertical adjustment
mechanism, while the top wheels are pushed towards the grooves by springs. The length of
the remote operation tools is given by the distance between the insertion point (the PP0 patch
panel) and the barrel endflange in its final position, about 2.3 m. A camera and light source
attached near the tooltip allow precise operation without direct view. For operating the top
wheels, the tool will be supported to avoid any risk for the beam-pipe during this procedure.

The supply tubes and the detector barrel are inserted together as no connections can be made
when the detector is in its final position. The supply tube has its own wheels that can move
independently from the detector barrel wheels. During insertion, the distance between barrel
and supply tube is constant at the (horizontally) outer edge of the barrel where the cooling
tubes come in. It varies in the center where the wheels are when detector barrel and supply
tube are not both parallel to the beam-pipe. The wheels for the supply tube are not adjustable.
Cables and cooling pipes connecting detector barrel and supply tube are flexible enough to
follow the adjustments made to the barrel (Figure 4.11).
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Figure 4.7: Layer 1 assembly jig. The inward-facing carbon fiber blades are mounted on jig
and temporarily held by metal bars. The pre-assembled cooling loop structure is glued onto
the carbon fiber. Later, the outward-facing carbon fiber facets are added. The picture shows a
prototype for the 16 facet design.

4.3.2 Flanges

Flanges at both ends of the barrel detector stabilize the mechanical structure. A low mass
sandwich structure consisting of 4 mm thick Airex foam covered by 200 µm carbon fiber sheets
is foreseen. Each of the four half-flanges consists of four separate rings for the four layers of
the detector. The adjustable wheels are attached to the top and bottom of each of the four half-
flanges. Carbon fiber rods running outside of layer 4 between the +z and the -z flange absorb
forces that arise during insertion or extraction when the barrel system is pushed into the CMS
detector. Additional carbon fiber pieces re-inforce the flanges at those points.

4.3.3 Fabrication, Assembly

The mechanical structure of each layer is assembled on CNC machined jigs defining precisely
the positions of carbon fiber blades, cooling tubes and flanges. Carbon fiber parts are cut out of
flat sheets with a water-jet cutter to a precision better than 10 µm. Holes for module-mounting
screws are drilled on a separate jig. Cooling loops are assembled and brazed on a dedicated jig
and glued onto the inner set of carbon fiber facets as one piece. Finally the outer set of facets is
added. The assembly of the layer 1 prototype mechanics is shown in figure 4.7 before adding
the outer facets.

The carbon fiber and foam pieces of the flanges are also made with water-jet cutting. The
flanges have slits for the cooling tubes and carbon fiber facets and are mounted onto the fully
assembled structure.

4.3.4 Prototypes (L1, insertion mock-up)

Key elements of the detector structure have been fabricated as prototypes: A layer 1 support
including flanges and cooling tubes (Figure 4.8), adjustable wheels and one 1/4 supply tube.
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Figure 4.8: Layer 1 support structure prototype (16 facet design). All layers form independent
mechanical structures that are joined when fully populated with modules. The first layer can
be removed and replaced without separating the remaining layers.

The L1 mechanics prototype was built in production quality and demonstrated the feasibility
of the assembly procedure. The vertical deflection caused by the gravitational force on a load
corresponding to the detector modules was found to be 40 µm in the weakest direction. No
change of the mechanical properties or delamination was found after thermocycling 48 times
between −10 ◦C and room temperature.

To verify clearances and the insertion, a full size model of the pixel volume including the groove
system was built (Figure 4.9). The insertion test structures are less detailed but model accu-
rately the envelopes of the pixel volume inside CMS, the beam-pipe with supports, the supply
tube and the barrel detector. A groove system made after the original CAD drawings of the
CMS detector is included and the insertion of the complete system with adjustable wheels and
remote operation tools has been exercised and optimized.

4.4 Supply Tube
The supply tubes on both (z) sides of the barrel detector carry power, control and cooling
connections from the patch panel area to the barrel detector. Additional on-detector elec-
tronics, such as electrical-to-optical converters and DC-DC converters are also mounted there.
The supply tubes occupy the radial region between 175 mm and 190 mm radius (215 mm at
|z| >1970 mm). Like the detector itself they are divided vertically for installation, hence four
1/4-cylinders are needed. In the z-direction, the supply tube can be thought of as organized
into four regions (Figure 4.10). The end of the supply tubes that is near the detector (segment
D) lies inside of the core tracking region of CMS. The first 50 cm (|z| < 800mm/η < 2.2) contain
as little material as possible beyond what is needed for the service connections. Connectors for
the module cables are placed in the next segment (C). Spreading connectors properly along
the z-direction according to the position of the corresponding module on the barrel permits
using a single cable length for all modules. Cables from layers 1+2 will be routed to the inner
surface and connected there while cables from layers 3+4 are connected on the outer surface.
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Figure 4.9: CMS pixel volume mock-up with installation groove system. The conical part of the
beam-pipe is represented by PVC pieces around the cylindrical tube. One quarter supply tube
prototype with barrel mock-up has been inserted.

Close to the connectors in the third segment (B) are the electrical-to-optical converters (POH)
for transmitting the detector data and the on-detector part of the detector control system. The
last segment (A) which is closest to the flange at the patch-panel contains DC-DC converters.
Optical transmitter/receivers and DC-DC converter in segments A and B are outside of the
tracking acceptance at |z| > 130 cm (|η| >2.7). The PP0-side flange is a 15 mm thick Al ring. It
stabilizes the supply tube and provides strain relief for the stiff power cables that are clamped
firmly to the flange.

In the transverse view the 1/4-supply tube is organized into 9 phi-sectors. Eight sectors are
equipped with electronics providing services for the barrel. The ninth (central) sector is not
fully useable because it contains an opening for the horizontal beam-pipe support that is pulled
into position after insertion of the pixel detector in segment (B). The (A) segment of this central
sector contains the optical converters for the CCU system that is used to provide configuration
data and monitoring for the auxiliary electronics in the other eight sectors. The other eight
sectors are electrically identical and contain the components for electrical–optical conversion,
fast control, readout and DC-DC converters.

The fast control system provides clocks, triggers and ROC configuration data. It is almost un-
changed with respect to the first pixel detector. In each sector it contains two independent
optical control links (DOH). A PLL separates trigger and clock signals. An adjustable delay
chip aligns the signal phase with the LHC clock and the fast control data with the clock. The
five address bits of the TBM permit a maximum of 32 modules connected to each control group.
Each sector of L4 has 16 modules. The number of modules in layers 1,2,3 varies. The pixel mod-
ules with ROCs and TBM receive their configuration data through fast control links from the
FECs. The electronics on the supply tubes is configured by the CCU system. It has a ring archi-
tecture with one CCU per sector plus one additional CCU in the central sector which is needed
for redundancy. Either one of two optical links can be used to operate a CCU ring. The optical
hybrid for the CCU system is also located in the central sector. In contrast to the previous de-
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A

B

C

D

Figure 4.10: Pixel barrel supply tube. The (D) segment is the one closest to the detector with
the lowest mass. Module cables are connected in segment (C), both, inside and outside. The
outer segments contain auxiliary electronics (B) and the DC-DC converters (A). Only one sector
is shown with electronics. Cooling loops for the auxiliary electronics and DC-DC converters
are visible in the other sectors of segments (A,B). The central sector with the opening for the
beam-pipe support contains cooling loops. The CCU-electronics is not shown.
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D

C

Figure 4.11: Transition between supply tube (left) and pixel barrel (right). The cooling lines
are in the central sector. Cooling tubes can move freely between the connection point in seg-
ment C and the barrel to allow sufficient flexibility during insertion. The other sectors contain
connection boards receiving the module cables. Only one such board is shown.

tector, each CCU is now physically located in the sector that it operates. This was necessitated
by the large number of connections required for the control of the DC-DC converter system.

4.5 The Barrel Pixel Cooling Layout
In the Barrel Pixel detector, each one of the four layers will be connected to two separate cool-
ing loops from the cooling plant, one arriving to the detector on the +z end of CMS and the
other on the –z. Before entering the Pixel support tube each main cooling loop will need to be
manifolded into the numerous detector-cooling loops, following the segmentation described
in Table 4.2. Each detector loop will cool the full barrel length over a given azimuthal range,
and its inlet and outlet pipes will be located on the same z-side (Figure 4.12). All inlet detector-
cooling tubes, mounted on the supply tube shells, will be used to cool the electronic devices
there. In this way, the subcooled CO2 that is fed by the cooling plant will be able to reach
saturation and start boiling before reaching the detector section of the cooling loop. Detector
loops connected to a single main loop (also called ”parallel loops”) will be designed such that
they exhibit very similar operation parameters even under changing thermal load conditions.
Calculated typical operation parameters are shown in Table 4.3. In addition, the unavoidable
small differences in themodynamic behavior between the different loops will be mitigated by
the presence of capillaries after the manifolding. The expected performance of this cooling sys-
tem is shown for the most demanding detector-cooling loop 2 of layer 2 in Figure 4.13, where
CO2 and tube wall temperatures are plotted along the full length of the loop. In order to vi-
sualize the correspondance between thermal load and temperature behaviour the distribution
of the thermal load is also indicated. It is calculated that the tube’s surface temperature will
not exceed −14 ◦C when the CO2 inlet temperature is −20 ◦C even under the most stringent
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z-axis Transfer Lines Support Tube slot# Detector Loop name Loop length
inlet & outlet half cyl. shell on ST shell Layer [cm]

name x-axis (#1 on top)
+z ML1P BpI +x 3,4 LYR1 L1D1PN 948

BpO -x 6,5 L1D2PF 948
ML2P BpO -x 3,4 LYR2 L2D1PF 1174

BpI +x 6,5 L2D2PN 1174
ML3P BpO -x 1,2,3,4 LYR3 L3D1PF 1291

BpI +x 8,7,6,5 L3D4PN 1291
BpI +x 1,2,3,4 L3D2PN 1277
BpO -x 8,7,6,5 L3D3PF 1277

ML4P BpI +x 1,2 LYR4 L4D1PN 1299
BpO -x 8,7 L4D4PF 1299
BpO -x 1,2 L4D2PF 1164
BpI +x 8,7 L4D3PN 1164

-z ML1M BmO -x 3,4 LYR1 L1D1MF 949
BmI +x 6,5 L1D2MN 949

ML2M BmI +x 3,4 LYR2 L2D1MN 1172
BmO -x 6,5 L2D2MF 1172

ML3M BmI +x 1,2,3,4 LYR3 L3D1MN 1291
BmO -x 8,7,6,5 L3D4MF 1291
BmO -x 1,2,3,4 L3D2MF 1274
BmI +x 8,7,6,5 L3D3MN 1274

ML4M BmO -x 1,2 LYR4 L4D1MF 1188
BmI +x 8,7 L4D4MN 1188
BmI +x 1,2 L4D2MN 1164
BmO -x 8,7 L4D3MF 1164

Table 4.2: The table details the connection of the detector cooling loops to the transfer lines and
defines the orientation of the loops within the CMS co-ordinate system. The loop names are
constructed by the layer number, a loop number counting the loops on a single shell and the
z- and x-polarity (P/M and N/F respectively). In addition the total loop length starting and
ending at PP0 is given.

beam conditions. The difference between those −14 ◦C and the proposed −4 ◦C sensor tem-
perature corresponds roughly to the observed temperature rise in the currently CMS-operated
Bpix detector which, however, operates under a much smaller power dissipation (about a fac-
tor 2 less than the most exposed layer 1 of the upgraded detector). While the principal design
of the detector structure does not differ much between the existing and the proposed detector,
the necessary improvement in the heat conduction between cooling tubes and sensors can be
achieved using thermal grease between the detector modules and the carbon fiber structure.
In addition, the choice of a better conductive CFK material (K1100 carbon-carbon filling) and
a conductively enhanced glue (e.g. OMEGABOND(R) 200) is investigated to keep the sensors
temperature below −4 ◦C under all conceivable loads.
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Lumi = 0 Lumi = 2.5× 1034

z Detector Low Fluence = 0 High Fluence = 250 fb−1

side loop thermal P input ∆P vapour TCO2 thermal P input ∆P vapour TCO2
load [W] [bar] [bar] quality max [oC] load [W] [bar] [bar] quality max [oC]

+z L1D1PN 80 20.7 1.04 0.12 -18.4 171 21.4 1.74 0.24 -17.4
L1D2PF 80 20.7 1.05 0.12 -18.4 171 21.4 1.75 0.24 -17.4
L2D1PF 158 21.9 2.20 0.22 -16.7 188 22.1 2.43 0.26 -16.3
L2D2PN 158 21.9 2.21 0.22 -16.6 222 22.7 2.97 0.30 -15.5
L3D1PF 161 22.0 2.30 0.22 -16.8 197 22.5 2.84 0.27 -15.8
L3D4PN 161 22.0 2.32 0.22 -16.6 197 22.5 2.86 0.27 -15.7
L3D2PN 169 22.0 2.39 0.23 -16.5 206 22.65 2.88 0.28 -15.6
L3D3PF 169 22.1 2.35 0.23 -16.4 206 22.6 2.90 0.28 -15.6
L4D1PN 174 22.2 2.50 0.24 -16.3 199 22.5 2.86 0.27 -15.7
L4D4PF 174 22.2 2.51 0.24 -16.3 199 22.5 2.87 0.27 -15.7
L4D2PF 166 21.9 2.20 0.23 -16.7 190 22.2 2.54 0.26 -16.2
L4D3PN 166 21.9 2.22 0.23 -16.7 190 22.2 2.56 0.26 -16.1

-z L1D1MF 96 20.8 1.14 0.14 -18.2 220 21.8 2.08 0.31 -16.9
L1D2MN 96 20.9 1.15 0.14 -18.2 220 21.8 2.10 0.31 -16.9
L2D1MN 142 21.8 2.11 0.20 -16.8 199 22.5 2.81 0.27 -15.8
L2D2MF 142 21.8 2.12 0.20 -16.8 199 22.5 2.82 0.27 -15.8
L3D1MN 145 21.9 2.13 0.20 -16.7 178 22.3 2.61 0.24 -16.0
L3D4MF 145 21.9 2.14 0.20 -16.7 178 22.3 2.62 0.24 -16.0
L3D2MF 169 22.1 2.34 0.23 -16.4 206 22.6 2.89 0.28 -15.6
L3D3MN 169 22.1 2.36 0.23 -16.4 206 22.6 2.91 0.28 -15.6
L4D1MF 158 21.8 2.12 0.22 -16.8 182 22.1 2.41 0.25 -16.4
L4D4MN 158 21.8 2.13 0.22 -16.8 182 22.1 2.42 0.25 -16.3
L4D2MN 166 21.8 2.20 0.23 -16.7 290 22.2 2.54 0.26 -16.2
L4D3MF 166 21.9 2.22 0.23 -16.7 290 22.2 2.55 0.26 -16.1

Table 4.3: Calculated operational parameters for all detector-cooling loops under two extreme
load conditions for a typical flow of 2.5 g/s. Listed are the starting pressure, the pressure drop
over the loop, the accumulated vapor fraction (called vapor quality) and the maximum CO2
temperature obtained. For the transfer of liquid CO2 a temperature of−20 ◦C has been chosen.

Figure 4.12: The CAD picture shows a 3-dimensional view of half of the BPIX detector and
some of its cooling connections to the supply tube. Connections on the other end have been
omitted to enhance clarity. The gap between detector and supply tube is not to scale.
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Figure 4.13: Expected heat load and CO2 temperature along a cooling loop in BPIX layer 2.
The temperature of the pipe illustrates the changes of heat transfer coefficient of the coolant.
The rise at the left side is caused by cooling the DC-DC-converters using pure liquid. After
about 120cm the subcooled liquid reaches saturation and starts boiling. From this point on the
temperature of the 2-phase mixture decreases in correspondance with the pressure loss mainly
caused by friction. The thermal load (in green) shown in the left as well as in the right section
of the loop is emitted from electronic devices on the supply tube. The detector modules are the
origin for the high load in the central part. In addition, the temperature of the tube’s wall is
shown indicating that heat transfer within the coolant improves with increasing vapor quality
resulting in a smaller difference between coolant and wall temperature.
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4.6 Material Budget
The amount of material in the tracking volume is reduced with respect to the existing pixel
barrel mainly by relocating the module connectors and by using the low mass CO2 cooling.
The material budget in the innermost layer is further improved by thinning the ROCs and by
the omission of the SiN base-strips. The mass of a L1 module (excluding the cable) is 1.6 g,
half of which is contributed by the sensor. An outer layer module with base-strips and 175
um thick ROCs has a mass of 2.4 g. Including overlaps, the modules represent a thickness
corresponding to 1.1% of a radiation length for normal incidence in the outer layers and 0.74%
in layer 1. Cooling tubes, CO2 and CF support correspond to an average 0.2% of a radiation
length and the contribution of the module cables varies between 0 and 0.3% depending on z.
The prototype Layer 1 mechanics (Figure 4.8) has a mass of 55 g per half-shell. The full mass
of the detector barrel (without supply tubes) is estimated to be 5 kg, significantly less than the
existing 3 layer detector. The material budget as a function of pseudo-rapidity is shown in
Figure 2.2.

4.7 BPIX Production, Assembly and Functional Testing
The production of the barrel modules happens in production centers in Switzerland, Italy, Ger-
many and at CERN. Assembled and fully tested modules are mounted on the respective me-
chanical structure which is transported to the integration site when fully populated.

The modules for layers 2-4 are mechanically almost identical to the present pixel detector and
the same mounting procedure will be followed. A tool exists to pick up a module and place
it on the carbon fiber facet. It includes holes to guide the screw driver for fixing the module
without risk of damaging the module. A rotating fixture permits mounting each module in
a vertical direction. In contrast to the previous detector, cable connections are not made on
the barrel itself and the long module cables need to be fixed to auxiliary cylinders similar to
the first segment of the supply tubes. At this point individual modules can still be tested
with air cooling alone. This will verify that modules were not damaged during mounting
or transportation to the integration site.

The final assembly steps are the mechanical connections of the barrel layer half-shells to com-
plete half-barrels and the connection to the supply tubes at the integration site.

Twelve cooling tubes on each (±z) side of a half-barrel are connected to the supply tube lines
with miniature fittings in segment C of the supply tube.

The cables of Layer 1 and 2 are connected at the inner surface of the supply tubes (segment C)
while the cables of layers 3 and 4 are connected at the outer surface.

As for the present detector [34], the fully assembled half-detectors including supply tubes and
all connections, will be tested and repaired as necessary at the integration site of the swiss
consortium. This test will be made on a sector-by-sector basis using a slice of the CMS pixel
power supply and data-acquisition system. The fully assembled and tested pixel barrel system
will be transported to CERN. No transport damages occurred in the present detector, but the
sector-wise test will be repeated upon arrival using the same or an identical slice of the DAQ
and power-supply system.
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Chapter 5

Front End Chips & Readout Chain

The current readout chain has been designed for operation at 25 ns bunch spacing and lu-
minosities up to 1× 1034 cm−2s−1. Given the current LHC operational experience it appears
that the present readout chain of the pixel system has to be modified for efficient readout at
2× 1034 cm−2s−1 operation and potential 50 ns bunch spacing. Keeping the 100 kHz L1 rate
results in a considerable enhancement of data rates that requires modifications in the readout
chip and the link speed. The net result is a factor of four higher data volume compared to the
original LHC design goals. Under these conditions, the data links of the innermost layer of the
current pixel system would reach their maximum throughput rate, resulting in a dramatic drop
of readout efficiencies to 50% or less. The reduction of the innermost layer radius from 44 mm
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Figure 5.1: Pixel readout and control strings. All components up to PP0 are inside the pixel
volume, PP0 is at the tracker bulkhead, PP1 is an intermediate patch-panel inside the vactank
and the FEDs and FECs are in the service cavern.
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to 29 mm leads to an additional increase in the data rate requirements. In the new system this
situation is dealt with by going to a higher link speed with a digital protocol and dead time
reducing changes inside the readout chip. In addition, we will increase the number of fibers in
the pixel readout, drawing upon spare capacity installed in 2007.

The change of the readout protocol from the 40 MHz analog coded to 400 Mbit/s digital results
in a doubling of the data throughput per fiber. For the outer layers (2-4) this provides sufficient
reserve for the future expected LHC operations. For the innermost layer the number of fibers
per module is in addition increased from two to four, resulting in an overall factor of 4 over the
present layer 1 situation. A number of design modifications in the periphery of the readout chip
allow efficient operation under these increased data rates. The changes in readout protocol and
link speed also require modifications of the Token Bit Manager (TBM) ASIC, the optical link
and the Front End Driver (FED).

An overview of the modified readout chain is given in Figure 5.1. A pixel hit in the silicon is
registered in the Read Out Chip (ROC). The basic operation of the ROC is to store and out-
put hit information for pixels with charge exceeding a set threshold. Hits consisting of an
address, a pulse height and (shared) time stamp information are stored temporarily for each
group (Double Column) of 160 pixels, until the read-out is triggered. The information from
the ROC is sent to the TBM. The TBM serves as the central hub for downloading constants to
each ROC, sending triggers and resets, and acquiring the hit information from each ROC it is
connected to. From the TBM, the pixel data is sent via Optical Hybrids (POH) over long fibers
to the optical receivers (DRx12) in the FED located in the service cavern. The FEDs buffer and
decode the serial data streams from many TBMs and send it to the central DAQ. Control data
and trigger signals originate in the Front End Controller (FEC) and are sent optically via a re-
ceiver/transmitter chip (DTRx) to the detector optical receiver/transmitter (DOH). One flavor
of FEC is used to control the settings for the AOH’s, DOH’s (the AOH and DOH use the same
Linear Laser Driver (LLD) chip), PLL’s and delay settings via the Communication and Control
Unit (CCU). The other flavor of FEC operates using a high speed I2C protocol for downloading
information to the TBM and provides clock and fast control signals (e.g. resets).

5.1 ROC development
The current PSI46V2 chip used in running at CMS since 2007 is expected to have a data loss rate
of 4% in the innermost barrel layer at design luminosity (115 MHz/cm2 pixel hit rate). For the
phase 1 upgrade detector, rates of nearly 600 MHz/cm2 are anticipated and a new approach is
warranted for the readout chip (ROC) and the readout chain. The new ROC has improvements
in the internal data handling mechanisms and also in the readout approach. Column drain
speed and width will be increased as will be the buffer depth for both the data (hits) and time
stamp attached to the data.

The development of the new ROC is an evolution of the existing PSI46v2 chip. Table 5.1 shows
a comparison of the old and new designs. This evolution allows us to benefit from the previous
experience and infrastructure developed during production, testing and commissioning of the
present readout system.

5.1.1 Performance and Limitation of current Pixel ROC

The basic operation of the ROC is to store and output hit information for pixels with charge
exceeding a set threshold. Each hit, consisting of address, pulse height, and (shared) time stamp
information, is stored temporarily for each group (Double Column) of 160 pixels, until the hit
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Table 5.1: Comparison of the PSI46V2 and PSI46dig Readout chips. The values in parentheses
for double column speed and data loss are for the advanced version of the PSI46dig chip for
Layer-1.

PSI46V2 PSI46DIG
ROC size 7.9 mm x 9.8 mm 7.9 mm x 10.2 mm
Pixel size 100 µm x 150 µm 100 µm x 150 µm
Smallest radius 4.3cm 2.9cm
Settable DACs / registers 26 / 2 19 / 2
Power Up condition not defined default values
pixel charge readout analog digitized, 8bit
Readout speed 40 MHz 160 Mbit/s
Time stamp Buffer size 12 24
Data Buffer size 32 80
Output Buffer FIFO no yes
Double column Speed 20 MHz 20 MHz

(40 MHz)
Metal layers 5 6
Leakage current compensation yes no
in-time threshold 3500 e < 2000 e
PLL no yes
Data loss at max Operating flux ∼3.8% at 120 MHz/cm2 1.6% at 150 MHz/cm2

(∼3% at 580 MHz/cm2)

information is read out. While at low pixel hit rates the system is almost dead time free, there
are several data loss mechanisms inherent to the architecture which can become important with
increasing hit rates and finally set a limit to the maximum luminosity at which the ROC can be
operated. These mechanisms have been studied extensively with detailed simulations of the
data flow in the present and future ROC. For luminosities beyond 1× 1034 cm−2s−1 there are
several data loss mechanisms which need to be reduced, the most important being overflows
in time stamp and data buffers, speed limitation in the transfer of hits from the pixels to the
double column periphery, dead time of a double column while waiting to be read out and the
loss of data history after resets. The CMS pixel ROC is now very well studied under high data
rates in the LHC. The performance of the chip compares well with expectations. In particular,
there is no indication for a new, unexpected data loss mechanism.

5.1.2 Design improvements for upgraded Pixel ROC

The ROC for the upgraded pixel detector is an evolution of the present architecture. It will be
manufactured in the same 250 nm CMOS process. The core of the architecture is maintained,
with enhancement in the performance in three main areas:

1. Readout protocol. In order to increase the readout link speed a change in signaling was
needed. The present pixel system relies on linear data links where pixel addresses are
encoded in 6 different analog levels. Furthermore, the analog pulse height information
is transmitted. This system has reached its limit in terms of speed. The new ROC uses a
160 Mbit/sec LVDS data link and several new blocks of the chip have been developed:

• A 160 MHz clock needs to be generated within the ROC from the 40 MHz
which is distributed over the module. A PLL is needed to lock with the correct
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frequency and phase
• A data serializer running at 160 MHz
• Digital LVDS output drivers
• An on-chip 8 bit ADC to digitize the pulse height information running at

80 MHz.
• An event builder which generates the output data format. Each ROC readout

consists of a 12 bit ROC header followed by 24 bits of data per pixel hit (pixel
address and pulse height information). The header starts with a unique 9 bit
pattern followed by a 3 bit ID field. There is an arbitrary payload bit in the ID
field. This will be used to transmit status information from the ROC, like the
result of an on-chip current measurement.

There are benefits beyond the increased rate for the ROC: the digital readout removes the
need for the complex decoding of a multilevel analog signal.

2. Reduced data loss. As the number of pixel hits per unit time increases, the number of
storage buffer cells for time stamps and pixel data has to be increased as well. The size
of these buffers has been optimized with detailed data flow simulations in the ROC. The
new ROC has 24 time stamp buffer cells (12 for the present ROC) and 80 data buffer
cells (32 for the present ROC). The data loss due to buffer overflows at fluences up to
600 MPix/sec/cm2 is less than 0.5%. An additional buffer stage on the ROC level has
been introduced. Pixel hit data from the double columns start to be transferred to this
new readout buffer immidiately after the L1 trigger validation. After being digitized, data
wait there for the module readout token. In this way, the retention time of validated data
in the double columns and hence dead time of the double columns can be substantially
reduced at high link occupancies.

3. Enhanced analog performance. Several measures have been taken to reduce the operational
charge threshold. The present pixel system operates at a threshold of about 3500 elec-
trons. There are two contributions to this:

(a) The lowest charge threshold with which the ROC can be operated. For the present
system this is at about 2800 electrons. It is defined by internal crosstalk rather than
the amplifier noise. Extensive studies of possible cross talk mechanisms have been
performed. As a result the power distribution system in the ROC has changed sub-
stantially. A 6th metal layer has been added together with a thicker top metal layer.
Decoupling of the power rails has been improved and sensitive analog nodes are
better isolated. Several signals have been rerouted and better shielded. An absolute
threshold well below 2000 electrons can be expected1.

(b) The difference, ∆Q, between absolute and in-time threshold. The latter is the low-
est charge threshold for which hits are still assigned to the correct bunch crossing.
Lower charge signals are lost due to time-walk. This is mainly a characteristic of
the comparator in the pixel cell. Measurements in agreement with simulations have
shown that the present pixel system has a ∆Q of 700 electrons. The comparator of
the new ROC has been redesigned to increase speed without additional power. From
simulations, a ∆Q of 100 to 200 electrons is expected.

In addition, a few changes for ease of system operation have been made. The regulators for
the analog power and sample and hold circuit are now current-referenced and independent

1Values below 1800 electrons have already been established with the first digital chip submission.
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of each other. A power-up reset circuit guarantees that the system starts up in a well defined
low power state. Certain DACs have been removed and replaced by fixed voltages or currents
where, in the PSI46v2 ROC, they have never modified from default values. The leakage current
compensation circuitry has been removed, since the preamplifier has proven to be sufficiently
tolerant to input leakage current.

The new digital ROC with these improvements was submitted to the foundry in January 2012
and is currently being tested. High rate proton beam tests will be performed. A second iteration
of the design will be submitted in fall 2012. At the same time an advanced version of the
design will be submitted. This is needed for the innermost barrel layer at a mean radius of
2.9 cm, which will receive roughly a factor of two more particles per second, per unit area,
compared to the current innermost layer at 4.4 cm. The present column drain architecture
becomes inadequate at these very high data rates. The limitations are twofold: firstly, the
protocol for the transfer of pixel hits to the data buffer reaches its limit in terms of speed;
secondly, the fact that the double column becomes insensitive while it keeps trigger validated
data, and resets itself after readout, leads to an unacceptably high rate of data loss. Two new
concepts will be introduced to overcome these limitations:

1. Column Drain Cluster (CDC) algorithm. After a hit, the column drain algorithm performs
a dynamic 4-by-4 pixel cluster search. It then transfers the whole cluster in parallel to the
double column periphery. This leads to a gain in data rate of a factor 1.8 compared to
the present Column Drain mechanism. Another factor of two is gained by doubling the
transfer clock speed to 40 MHz, which becomes possible due to the reduced number of
clusters compared to single pixels.

2. More elaborate pointer logic in the buffer management. A check-out mechanism makes
sure that data buffer cells containing trigger validated data are skipped in the column
drain transfer. Once the hits are digitized and written to the ROC readout buffer, the
cells are checked-in again. The pointer logic to the corresponding time stamps must be
modified. This not only allows continuous data taking, it also makes double column
resets after readouts unnecessary. Resets will still be kept in the system but downscaled
by 2 orders of magnitude. Occasional resets are needed periodically to ensure recovery
of logic failures due to SEUs.

The CDC architecture is currently under development.

5.1.3 Simulation results of upgraded Pixel ROCs

The ROC has several internal buffers to temporarily store pixel hit data before it is validated
by a L1 trigger or it is read out. The filling level of these buffers depends on the track rate and
density, the trigger latency, the trigger rate and the bandwidth of the readout links. To properly
dimension the buffers, realistic simulations of all data flows inside the ROC are needed. It
also needs be verified that other data loss mechanisms not related to buffer overflows remain
acceptable.

For this purpose a standalone software package has been developed to support the design
procedure. Input data is produced within the standard CMS software framework CMSSW.
Events are generated with the Pythia6 event generator using the Z2star tune. All particles are
propagated through the detector and the charge generated inside the pixel sensor (sim hits) is
simulated within CMSSW which makes use of the GEANT4 package. For pile up simulation
sim hits for signal-like events (a mix of heavy quark, Z and W production) and minimum bias
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events are added with the correct timing information. Then the charge appearing at the sensor
surface after drifting in the electric field is calculated. These pixel charges are used as the input
to the simulation program describing the whole readout chain from the ROC to the FED. This
approach gives a conservative estimate of data losses at small radii. The Pythia event generator
with the Z2star tune gives a radial dependency of the track density of r−1.8 while both measured
pixel rates with the current pixel detector and sensor leakage currents indicate rather a r−1.25

dependency. This difference adds about 60% at r = 2.9cm in the simulation compared to the
observed data rate scaling.

The data flow program is written in C++ and simulates all data flow paths inside the ROC
and a module. It closely follows the electronic CMOS architecture, from the pixel unit cells via
column drain to the data and time stamp buffers, trigger verification, readout buffer and data
readout. The latter includes the data transfer from ROCs to the TBM and further on to the FED
via the optical link, simulating the full readout protocol.
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Figure 5.2: Comparison of measured and
simulated single hit efficiency as a function
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Figure 5.3: Simulated single hit efficiency
as a function of pixel fluence for the new
digital ROC (first submission not includ-
ing the CDC modification) for events gen-
erated with Pythia using the Z2star tune.

Figure 5.2 shows as a cross-check the comparison of measured and simulated data losses for the
current PSI46V2 ROC under X-ray irradiation. The single hit efficiency is shown as a function
of the pixel fluence. The simulation is in fairly good agreement with the measurement. This
plot cannot easily be compared with collision data, since X-rays produce mainly single pixel
clusters and therefore produce more time stamps at the same pixel rate. Figure 5.3 shows the
simulated single hit efficiency for the new digital ROC as a function of the pixel fluence. No
detailed simulations for the advanced L1 ROC exist yet, since the architectural design process
is still ungoing.
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5.2 TBM development
The Token Bit Manager (TBM) controls the readout of a collection of ROC’s and distributes
clock, trigger, reset and is the interface for directing the downloading of ROC operating con-
stants. The current TBM design must be modified, to accommodate the new digital readout of
the ROC, as well as the increased data loads of the various layers of the detector. These various
data loads require that three variations of the TBM be produced. The variations are as follows.

TBM07: This variation is for the outer rings of the forward pixel system. It contains a single
TBM core, and will control one side of each blade. The output data of two of these chips will
be combined by a DataKeeper chip into a single 400 MHz encoded data stream, sent through
single fiber to the FED.

TBM08: This variation is for the inner ring of the forward pixels, and the outer layers of the
barrel pixel. Due to the higher data rates, the TBM08 will contain the equivalent of two TBM07s,
plus the Datakeeper chip on a single piece of silicon. It will output a single 400 MHz encoded
data stream, sent through single fiber to the FED.

TBM 09: This variation is for the Inner two layers of the barrel, the inner most layer will require
two TBM09s to handle the data rates. The TBM09 will contain the equivalent of two TBM07s,
plus two Datakeeper chips on a single piece of silicon. It will output two 400 MHz encoded
data streams, each stream will pass over a fiber to the FED.

Submission 1: January 2012. - TBM07

A TBM readout begins when the TBM sends out a header to the FED. As the Header completes,
a token is transmitted to the first chip in the readout chain. That ROC now sends its data to the
TBM, which in turn transmits it on to the FED. The Token is then passed to the next ROC, and
so on. When the Token returns to TBM, a Trailer is transmitted to the FED, ending the event
readout. If however, a ROC contains an excessive amount of data, the TBM has no way to
interrupt that ROC. In order to limit the number of hits an event contains, a token out timer has
been added. This timer can be set from 6.4 µs to 1.3 ms. If the timer expires, before the Token
returns, a Reset is transmitted to the ROCs, causing the ROCs to dump all remaining data.
The TBM then sends a trailer, ending the current event, and making the event as an error. Any
remaining events on the TBM stack are transmitted to the FED as “No Token Pass” events. This
allows this TBM to catch up with other TBMs in the detector, while keeping this FED channel
synchronized with all other channels.

The analog I/O section of the original TBM has been replaced. This new system increases the
data rate by a factor of two, replacing the 40 MHz analog encoded digital signal, with a 160
MHz binary signal. This requires the inclusion of a 160 MHz PLL. The new header and trailer
are modified to a 12 bit ID pattern (Header/Trailer), and 16 bits of data.

Under the old analog system, a simple summing amplifier could be used to combine the out-
puts of the various sets of ROCs and the TBM. With this digital system, the TBM needs to know
which group of chips has the token, and therefore which input receiver to listen to. This is ac-
complished by routing the token back to a high impedance input on the TBM, each time the
token switches from one group of ROCs to the next. It is envisioned that a version of this chip
(designated TBM07) will be used on the Forward Pixel Pilot Blades described in Section 10.

Submission 2: Fall 2012

This upgraded pixel system is being designed to handle significantly higher data rates than
its predecessor. This requires that each fiber carry more data. To accomplish this, the outputs
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Figure 5.4: Two TBM07s with Data Keeper.

of two TBMs will be combined into one data stream, and encoded using a standard 4 to 5 bit
NRZI encoding scheme to improve data transmission integrity. For this reason, the Forward
Pixel system will require a Data Keeper chip, on a Port Card to combine the two streams and
encode them at 400 Mbit/s (see Figure 5.4).

In regions of greater data rate, a single chip, combining two TBMs and a Data Keeper will be
needed. The TBM08 will occupy the same space as a single TBM07, but handle twice the data
rate.

Submission 3: Early 2013

In the region of highest data rate, a single fiber will be insufficient to handle the load. For
this reason, the TBM08 will be modified to allow each TBM core inside to transmit encoded
data from two groups of ROCs simultainiously (TBM09). Each core will have its own multi-
plexer/encoder at 400 MHz, and drive a signal to its own dedicated fiber up to the FED.

5.3 Opto-link
Due to the necessary changes to the ROC to reduce the inefficiencies in the present readout
scheme, it quickly became obvious that the upgraded system should operate using digital
readout. The data-rate generated by the new system has been calculated to be 320 Mbits/s per
front-end module that houses 16 ROCs. Initially, it was thought that the Analog Opto-Hybrid
(AOH) used in the present Pixel system could simply be rebuilt and used to transmit digital
data at the increased rate. A key component of the AOH (its laser diode) is however no longer
manufactured. It was thus decided to profit from the component selection studies being carried
out in the framework of the Versatile Link project [35] that have identified both functionally-
suitable and sufficiently radiation-tolerant candidate components that would be suitable for
use in the phase 1 Pixel optical link. Component selection is important, as the single-mode
optical fibers used in the present system must be re-used for the phase 1 upgrade. Figure 5.1
shows the layout of the optical link for the phase 1 upgrade of the CMS pixel detector.

Irradiation testing of components for use in the Versatile Transceiver [36] has shown that the
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newer high-speed laser diodes are significantly more radiation resistant than the devices used
on the current AOHs . Radiation testing with 300 MeV/c pions (which represent the dominant
particle species in the inner regions of CMS) has shown that the newer devices are approxi-
mately a factor of four more resistant to radiation in terms of threshold damage and can thus
withstand higher total fluences. The results of this test are shown in Figure 5.5. These newer
devices are packaged as a Transmitter Optical Sub-Assembly (TOSA), which is a cylindrical
package approximately 5 mm in diameter and 15 mm in length. The TOSA aligns the ferrule of
an LC-type optical connector to the laser die. The TOSA contains a Fabry-Prot edge-emitting
laser diode operating at 1310 nm, the die being the high-speed successor to the one used in the
laserpill package currently installed in CMS.
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Figure 5.5: Comparison of radiation damage in between lasers used in the present AOH and
lasers for the upgrade. The radiation damage effects are much smaller for the new devices.

The Pixel Optohybrid (POH) is a PCB designed to be mounted on the mechanical structure of
the Pixel detector in the service tube. The POH receives input signals from the detector front-
end that will be around 1 m away. The final system will require approximately 500 POH, of
which one quarter is for the forward pixel and the remainder for the barrel pixel detector. With
a candidate Transmitter Optical Sub-Assembly (TOSA) component identified by the Versatile
Link project, a new Pixel Opto-Hybrid (POH) has been prototyped (Fig 5.6). Strict dimensional
constraints on the POH come from the layout of the service tube in which the POH will be
mounted. The prototype POH uses the same chipset as the present AOH, consisting of an
Analogue Level Translator (ALT) and a Linear Laser Driver (LLD). An input matching network
adapts the signals coming from the detector module via micro twisted pairs. The POH has
two Analogue Level Translators (ALTs) and two LLDs, each driving two TOSAs for a total
of four readout link transmitters per POH. The footprint of the two i/o connectors was kept
compatible with the current AOH to ease in-system testing. This footprint and/or connector
type may change in subsequent iterations of the design that may also be required to fully match
new mechanical constraints as the overall system design evolves.

The ALT, which was designed to transmit an analogue signal at 40 MHz, has been measured
to see if it is suitable for use as a level translator for a digital transmission at 400 Mbits/s. The
eye diagrams obtained at 320 Mbits/s for two of the data patterns using POH prototypes with
and without the ALT mounted (Figure 5.7) show a reduction in bandwidth with use of the ALT
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Figure 5.6: Photograph of a prototype POH.

that can be seen as an increased rise- and fall time in the eye, as well as a small amount of
vertical eye closure. However, measuring the system BER for the two conditions there is little
link power budget penalty when using the ALT at 400 Mbits/s as shown in Figure 5.7.
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Figure 5.7: Eye diagrams of the POH operating at 400 Mbits/s without ALT (left-top) and
with ALT (left-bottom); and (right) BER plots showing the minimal penalty associated with the
lower-speed ALT.

Most digital optical receivers are sensitive to unbalanced codes as they typically operate AC-
coupled and thus have an intrinsic low cut-off frequency. The raw data pattern from the TBM
has a significant low-frequency content since it can contain a large number of consecutive bits at
the same level. The eye diagram results obtained for the four data patterns clearly show pattern
dependence in the receiver output due to the relatively low data-rate of the pixel optical link
(see figure 5.8). It is also clear that the use of a line-coding scheme that improves the DC-
balance of the raw detector data will be mandatory. The eye diagrams already indicate that the
4B/5B NRZI coding scheme should allow correct operation of the link at 400 Mbits/s. The eye
diagram result is confirmed by the full link system BER measurements shown in Figure 5.9.
Here we show that there is no additional penalty from operating the link at 400 Mbits/s with
detector data encoded with 4B/5B NRZI with respect to a pseudo-random bitstream (PRBS7) at
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320 Mbits/s. There would be an additional power penalty of 2.5-3 dB for using NRZ rather than
NRZI on the 4B/5B encoded data, while for the raw data this penalty exceeds 10 dB. Optical
power budget calculations [37] show that it is possible to reach a positive power margin and
thus obtain a functional optical link. Use of the analogue ALT provides only a marginal link
power budget (0.7 dB) which might easily be eroded by non-perfect signals being transmitted
from the TBM to the POH. The power margin would be improved by using a level translator
optimized for digital transmission at 400 Mbit/s. Design and prototyping of an ASIC for this
purpose (DLT) is underway. Finally, it may still be possible to gain some additional margin
by tightening the minimum slope efficiency specification of the laser and/or the minimum
sensitivity specification of the receiver.

POH Optical Output Receiver Electrical Output

PRBS7
320 M

b/s
Event data
320 M

b/s
4B/5B N

RZ
400 M

b/s
4B/5B N

RZI
400 M

b/s

Figure 5.8: Full link eye diagram results for different data patterns.

The Optical Link project for the phase I Pixel Detector upgrade has three main partners: CERN,
Fermilab, and PSI. The project will deliver the building blocks of the optical readout and control
systems for the new phase I Pixel Detector, namely:

1. Pixel Optohybrid (POH) - the four-channel optohybrid that transmits readout data from
the detector volume to the remote counting room.

2. Digital Optohybrid (DOH) - the two variants used in the original CMS pixel system to
control the on-detector electronics.

3. Fiber plant - Optical fanout cables to connect the new POH & DOH to the CMS PP1 (Patch
Panel 1 at the end of the CMS vacuum tank).

4. Digital Receiver Module (DRx12) - the twelve-channel digital receiver module that will
sit on an upgraded Pixel FED in USC55

Deliverable 1 is the responsibility of Fermilab, while deliverables 2, 3 & 4 are the responsibility
of CERN. An overview of the project flow is shown in Figure 5.10 and the attendant PBS is
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Figure 5.9: BER of full prototype link with different data patterns showing the need for a
DC-balanced data encoding scheme such at 4B/5B NRZI.

shown in Table 5.2. The first part of the project, the demonstration of feasibility of the POH
concept, has been carried out by CERN. The design has been handed over to Fermilab for final
implementation that will take into account the final dimensional and electrical specifications.
Fermilab will be responsible for the qualification and production of the POH, along with car-
rying out the attendant Quality Assurance. A full system-level integration of the POH and the
rest of the electronics in the readout chain remains to be carried out by the collaboration. Once
the quantities are fully defined CERN will be responsible for the production of an appropriate
number of new DOHs. CERN will be responsible for defining and handling the logistics of the
procurement of the optical fiber plant that will be needed to connect the new detector to PP1.
CERN will carry out an evaluation of commercially-available DRx12 modules from a number
of vendors in order to identify candidates for use in this project. Once the final number of
required modules is defined, CERN will carry out the commercial actions on behalf of the col-
laboration for the purchase of the modules. CERN will then carry out the DRx12 qualification
and follow the production of the final quantity.

5.4 FED/FEC Development
The ROC for the new pixel detector uses on-chip pulse-height digitisation, and therefore the
40 MHz analogue readout used in the current CMS pixel detector is replaced by a digital read-
out, running at 400 Mbits/s. As a consequence, the current VME off-detector readout elec-
tronics (front-end drivers, FEDs) will not be suitable for this new transmission protocol and
speed:

• the optical receiver is not suitable for 400 Mbits/s digital readout

• the bandwidth of the S-Link [38] interface to the global DAQ is insufficient for data
rates expected at instantaneous luminosities following LS2



5.4. FED/FEC Development 105

POH 
Demonstrator

VL Laser 
Evaluation

POH PCB
layout & 

production Electrical 
System 

Integration

FE & µTP 
simulation

POH final 
layout

Mechanical 
System 

Integration

POH 
qualification

POH 
production

Final 
System 

integration

CERN PSI
FNAL

CERN
FNAL

FNAL

2010 - 2011

2011

2012

2012 - 2014

2014
-

2015

DOH 
production

Definition of 
Quantities

Fibre Plant 
procurement

Fibre 
attachment & 

routing

DRx12
evaluation

DRx12
qualification

DRx12
production

Figure 5.10: Optical Link Project Flow showing project partner responsibilities and approxi-
mate timescales.

An additional problem with the existing FEDs is that over time, the complexity of the firmware
has increased beyond expectations, to the point where the ability to cope with detector occu-
pancy and radiation related issues, including single event upsets (SEUs) and beam gas events,
is now severely limited by lack of FPGA resources.

Table 5.3 estimates the number and bandwidth utilisation of active links for the Phase I pixel
system. The bandwidth of the DAQ S-Link (5 Gbits/s theoretical maximum) would only just
be sufficient to read out a 36 channel FED with perfect input link load balancing. A 48 channel
FED with a 20 Gbits/s DAQ output link would instead be capable of reading a pixel detector
with near fully saturated input links at 400 Mbits/s.

5.4.1 Phase I Pixel Data Acquisition

The baseline pixel DAQ project will deliver the replacement front-end DAQ for the Phase I
pixel detector, the deliverables being;

1. FED — a replacement module in the counting room which captures, buffers, synchronises
and packs readout data from the detector front-end before transmission to the CMS cen-
tral DAQ system matching the requirements of the optical input link (Section 5.3), digital
data format and high bandwidth output link.

2. DAQ Infrastructure — crates, power supplies, PCs and associated electronics to host the
FEDs, including communication infrastructure required for local high bandwidth control
and readout of FEDs.
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Table 5.2: Project Breakdown Structure, responsibilities, deliverable quantities, start and end
dates for the tasks. Dates are contingent upon funding being available.

PBS # PBS Name Institute Deliverable Start End
1.1 VL Laser Evaluation CERN Doc. Q1 2009 Q4 2011
1.2 POH PCB layout & fab. CERN 2-5 Q4 2010 Q4 2010
1.3 POH Demonstrator CERN 2-5 Q4 2010 Q1 2011
1.4 Fiber Attach & Route CERN Doc. Q2 2011 Q3 2012
2.1 FE & µTP simulation PSI Doc. Q4 2010 Q1 2011
2.2 Electrical Sys. Integration PSI Signoff Q1 2011 Q3 2011
2.3 Mechanical Sys. Integration (B) PSI Signoff Q1 2011 Q3 2011
2.4 Mechanical Sys. Integration (F) FNAL Signoff Q1 2011 Q3 2011
2.5 Definition of Quantities PSI & FNAL Doc. Q4 2010 Q1 2011
3.1 POH Final Layout FNAL 2-5 Q4 2011 Q1 2012
3.2 POH Qualification FNAL Doc. Q2 2012 Q1 2013
3.3 POH Production FNAL 304 (B),84 (F) Q2 2013 Q1 2014
4.1 Fiber plant procurement CERN TBD Q2 2011 Q1 2014
5.1 DOH Production CERN 64+8 (B),(F) Q2 2011 Q1 2014
6.1 DRx12 Evaluation CERN Doc. Q1 2011 Q4 2011
6.2 DRx12 Qualification CERN Doc. Q2 2012 Q1 2013
6.3 DRx12 Production CERN TBD Q2 2011 Q1 2014
7.1 Final System integration PSI & FNAL Doc. Q3 2014 Q4 2015

Layer/Disk Radius Modules ROCs Links Bandwidth/Link
Layer 1 29 mm 96 1,536 384 285 Mbits/s
Layer 2 68 mm 224 3,584 448 120 Mbits/s
Layer 3 109 mm 352 5,632 352 108 Mbits/s
Layer 4 160 mm 512 8,192 512 50 Mbits/s

Total Barrel 1,184 18,994 1,696 134 Mbits/s

Disk 1 Inner 45–110 mm 88 1408 88 210 Mbits/s
Disk 2 Inner 45–110 mm 88 1408 88 215 Mbits/s
Disk 3 Inner 45–110 mm 88 1408 88 215 Mbits/s
Disk 1 Outer 96–161 mm 136 2176 68 191 Mbits/s
Disk 2 Outer 96–161 mm 136 2176 68 194 Mbits/s
Disk 3 Outer 96–161 mm 136 2176 68 195 Mbits/s

Total Endcaps 672 10,752 468 200 Mbits/s

Table 5.3: Estimate for Phase I pixel detector link requirements. Bandwidth estimates are an
average per layer or disk and are based on GEANT4 simulations using the Pythia Z2 tune at
2.5×1034 cm−2s−1 peak luminosity, 50 ns bunch spacing and 100 kHz L1 trigger rate.
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3. Prototype System for Pilot Blades — a small scale prototype system for the readout of
pilot modules after LS1.

An additional deliverable and extension to the project will be subject to a final review in April
2015:

4. FEC - a replacement module in the counting room for front-end module control with a
high bandwidth communication path to the FED, in order to reduce the latency of the
pixel module control feedback loop (Section 5.4.2).

The responsibility for deliverables 1-3 will be divided between all four CMS-UK groups (Bris-
tol, Brunel, Imperial College and RAL). IPHC Strasbourg, in coordination with CMS-UK groups,
will be responsible for the R&D towards deliverable 4. For this phase CMS-UK groups will pro-
vide a microTCA motherboard as a generic basis. IPHC will provide the mezzanines, firmware
and software needed to utilize this motherboard as a microTCA FEC. The UK groups will also
be responsible for developing, delivering and maintaining the firmware required to operate
the new FEDs under high luminosity conditions. IPHC Strasbourg and the CMS-UK groups
will be jointly responsible for developing, delivering and maintaining the online software re-
quired to operate the new FEDs and FECs under high luminosity conditions. CMS-UK expects
to provide a significant contribution to the commissioning effort of the new pixel detector both
before and after installation.

5.4.1.1 DAQ System Overview

To reduce the hardware design effort and build on the success of recent developments in this
area, the prototype FED will be heavily based on the design of the MP7 [39] (Figure 5.11); a high
bandwidth µTCA processing card proposed for use in the Phase I calorimeter trigger upgrade.
A first series of these boards is in manufacture, and testing is expected to be completed by fall
2012.

By replacing the optical inputs and outputs of the MP7 with devices matching the pixel system
requirements, a fully functional pixel FED can be built with a limited hardware design effort.
For prototyping, the FED will be implemented as an FMC carrier and locate the optical links
on mezzanine cards, providing a modular and flexible approach to testing.

There are elements of the pixel DAQ which are not yet fully specified or designed and will re-
quire close coordination within CMS. An optical receiver for the readout links has not yet been
selected which prevents a final specification of the system. In the short term, this challenge will
be addressed with the prototype FED which, via the mezzanine cards, will provide flexibility
and a testing platform for the receiver. Depending on the number of receivers a FED can host,
we expect the output bandwidth to be between 10–20 Gbits/s, exceeding the maximum output
bandwidth needed to read out a FED with fully saturated input links. This ensures that the
DAQ links of the FED will never limit the system throughput. The replacement DAQ link is
likely to be based on 10 Gigabit Ethernet but has not yet been fully specified and will be a focus
of the initial testing plan.

The main parameters of the pixel DAQ system are summarised in Table 5.4 as a function of the
number of input links per FED. A schematic of the system is provided in Figure 5.12.

5.4.1.2 Prototype FED Overview

The Phase I pixel FED prototype will be implemented as a double width, full height Advanced
Mezzanine Card (AMC) compatible with the µTCA crate system being developed for CMS up-
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Links/FED # FEDs # FEDs Bandwidth/FED
BPIX FPIX Max

36 54 11 6.7 Gbits/s
48 40 8 9.0 Gbits/s
60 32 7 11.2 Gbits/s

Table 5.4: Estimates for the Phase I pixel DAQ system assuming an 88% optical ribbon oc-
cupancy. Maximum bandwidth estimates are extrapolated from Table 5.3 with a 32 bit hit
encoding scheme and realistic load balancing.

grades. There are many advantages of pursuing a µTCA based system including: a flexible,
high density and high performance backplane that can be based on many of the serial stan-
dards in use today, e.g. Gigabit Ethernet (GbE), PCIe, SATA, etc.; advanced crate management
capabilities, including hot swapping of hardware, power management and system monitor-
ing and control; and power supply redundancy. Rack power and cooling requirements are
expected to be similar to VME racks.

The FED will utilise the same PCB substrate and trace constraints as the MP7 in order to guar-
antee high speed signal integrity for links up to 10 Gbits/s. To mitigate risk and make use of
the MP7s advanced functionality, the FED will also share many of the system components in-
cluding the CPLD (complex programmable logic device), MMC microcontroller, Flash PROM,
power regulators and sensors. Utilising the MP7 architecture for the microcontroller and pe-
ripherals would provide local non-volatile storage of firmware and detector calibration con-
stants on the FED via a high capacity microSDHC card. Features such as these will help to
reduce detector setup and commissioning time.

For prototyping and pilot blade readout, the FED will be implemented as a double front-facing
FMC carrier using High Pin Count (HPC) connectors. The 12-channel digital optical receivers
(DRx12) will therefore be located on FMC mezzanine cards. A FMC compatible FED will also
allow the use of specialised or commercial test cards with electrical, as well as optical, links
to perform read out of chips or modules. A single width FMC mezzanine could reasonably
accommodate at least two 12-channel optical receivers, and possibly more, subject to the di-
mensions of the final DRx12 selected. Therefore, a baseline system of 48 input channels (links)
per FED is proposed.

The aggregate output bandwidth of a 48 channel FED would be around 10 Gbits/s depending
on the instantaneous luminosity and bunch crossing rate, data packing format, link utilisation
and the balancing of the data load across the input links. In the present system, the FED short
distance link to the DAQ is implemented as an electrical 64 bit parallel bus (S-Link) with a
theoretical maximum output bandwidth of no more than 5 Gbits/s. Transmission of data from
each µTCA FED will rather be via one or two 10 Gbits/s optical links, using commercial off-
the-shelf components (i.e. SFP+ transceivers), with a transfer protocol and DAQ optical receiver
card yet to be defined. While the link definition and components fall under the scope of CMS
central DAQ upgrades and maintenance, the FMC compatible FED lends itself well to testing
and prototyping of the new link, especially as there are many commercial 10 Gbits/s SFP+
FMC mezzanines available on the market.

As in the MP7, the FED prototype will be served by a single Xilinx Series 7 FPGA, with the
exact choice of part to be based on availability and cost. A Series 7 FPGA is well matched to the
development timescale, supplies enough I/O to service the high density FMC interconnect and
peripherals, supports multi-gigabit (including 10 Gbits/s) serialiser/deserializers and multiple
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a : Top face 

 

 

 

b : Bottom face Figure 5.11: Layout of the MP7 trigger processor board (top: top surface, bottom: bot-
tom surface). The Phase I pixel FED prototype will be derived from this board, where re-
ceiver/transmitter optics will be removed and the FPGA will be placed further back (towards
the AMC connector). The layout on the underside will be virtually unchanged, while the top
surface will require the power regulators to be moved back in order to accommodate space for
two FMC sites on the front panel.
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communication protocol standards and provides a 100 fold increase in logic resources over
those used in the existing FED. The choice of FPGA for the final board will also be affected by
the final system specification, including the design and implementation of the DAQ link. Since
a Xilinx Series 7 FPGA offers a significant increase in block RAM resources with respect to the
current FED, external RAM may not be a necessity, which could reduce the cost of the system.
On the other hand, the choice of DAQ link could adversely increase the buffering requirements,
which would dictate the capacity and bandwidth of the external RAM and influence the final
FPGA choice.

5.4.1.3 System Interfaces Technical Description

The low level system logic for control, register access and monitoring will be based on the ar-
chitecture developed for trigger and HCAL µTCA hardware. The MMC microcontroller and
CPLD architecture for implementing the necessary Intelligent Platform Management Interface
(IPMI) and board management interface as well as the System Peripherals Interface (for moni-
toring, USB2.0 communication, flash memory access, JTAG boundary scan and boot-time pro-
gramming of the FPGA) replicates the design used for the MP7 and will not be described here.

The FED will be able to communicate with the controller PC, and with the other boards in
the crate, via the µTCA backplane. While in principle the backplane topology is flexible and
can be chosen to suit the application requirements, the µTCA pixel crate will employ the same
dual star backplane fabric and architecture as those specified in the trigger upgrade system.
The backplane will provide the FED with both +12 V payload and +3.3 V management power,
multiple bidirectional clocks, system management via IPMI and JTAG, and 21 user assigned
high speed bidirectional serial ports capable of communication at up to 10 Gbits/s.

Certain port assignments, including those of the telecom and fabric clocks, have been standard-
ised in CMS for system cross compatibility. Communication with the FEDs in a crate will be
via the Gigabit Ethernet channel (Port0) from the backplane direct to the FPGA, distributed by
a single commercially available MicroTCA Carrier Hub (MCH) located in the crate. The MCH
provides the advanced management and data switching required in any µTCA system includ-
ing IPMI controlled power management, clock distribution, electronic keying, hot swapping of
AMCs and switching functionality for backplane communication. A CMS-standard protocol
(IPbus) [40], encompassing firmware logic to wrap an asynchronous 32 bit address/32 bit data
bus into UDP/IP packets for GbE transmission and a compatible C++ hardware access library
(uHAL), will be used for board read/write access.

Each FED will require a TTC clock input in order to extract the data from the front-end syn-
chronously. The encoded TTC clock and control signal will be provided optically to a single
AMC13 [41], a single width AMC module used in both the HCAL and calorimeter trigger up-
grades, located in each µTCA crate. The AMC13 will issue the 40.08 MHz TTC clock to the
FEDs as one of the backplane clocks, while a fixed latency control line will transmit commands
(L1A, TTC Resets, B channel) at 80 Mbits/s on Port 3. Additionally, the FEDs must communi-
cate a fast feedback status (buffer occupancy, sync status, board errors) back to the TTC system
for trigger throttling and reset control. For compatibility, this will probably take the form of
the current sTTS feedback codes[42] which will be delivered back to the AMC13 on Port 3 for
status merging and optical transmission to the trigger control system. The AMC13 also offers
an alternative DAQ pathway to allow local readout of a FED crate for commissioning or spy
data acquisition. This is available to the FED via a < 6 Gbits/s serial link on Port 1 (limited by
the AMC13 SERDES). The current version of the AMC13 limits the local DAQ bandwidth to
12 Gbits/s (2 x 6 Gbits/s SFP+ transceivers) per crate which would be sufficient for most com-
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missioning and spy acquisition needs, although this could be extended to 20–30 Gbits/s in the
future. A receiver card for the AMC13 with 10 Gigabit Ethernet output is in development and
the steps towards a multi-gigabit DAQ architecture including common protocols and hardware
are under discussion with the CMS central DAQ (cDAQ) group.
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Figure 5.12: Block schematic of the pixel FED board and I/O.

Communication over the µTCA backplane fabric can be extended using Ports 2 and 4 to imple-
ment high speed serial (SATA/PCIe) links via the MCH switch and additional high speed ports
can be used for inter-crate communication via a custom cross-point switch mezzanine card on
the AMC13. This flexibility will be implemented in the FED design in case it is required. One
possible use could be to provide fast feedback to a new FEC implemented as a µTCA card in
the same crate, speeding up commissioning tasks and reducing the impact of front-end errors
on the readout chain.

A double width, 12 slot, µTCA crate could read out 8 BPIX sectors, accommodating 10 48-
channel FEDs, 1 MCH, 1 AMC13 and dual redundant power modules. A single crate including
fan tray would require 7U of rack space. The BPIX could be served by 4 crates while the FPIX
would only need 1 crate.

5.4.2 Replacement of the Pixel Front End Control System (FECs)

A full redesign of the FED system opens opportunities beyond a simple replication of the func-
tionality of the existing system.

The separation of detector control and detector readout into separate boards (FEC and FED)
has led to problems in recovering from SEUs due to the lack of direct communication between
FEC and FED. Calibrations of the pixel detector are too slow to be done routinely, again due to
restrictions on the ability to transfer data between FED and FEC via the CMS online database.
Since the FECs face similar end-of-life issues as the existing FEDs, it has been suggested that it
might be beneficial for the replacement DAQ to include replacement of the control system with
a more unified architecture.
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WBS due by milestone
M1 Oct 2013 prototype FMC-FED hardware available
M2 Oct 2014 standalone prototype FED, multi ROC readout
M3 Oct 2014 standalone prototype FEC, multi-module control
M4 Apr 2015 demonstrator FED & FEC with readout & control of pilot blades
D1 Apr 2015 front end control system replacement review
M5 Apr 2015 demonstrator fast link integrated with central DAQ hardware
M6 Jan 2016 final FED hardware ready for production
M7 Jul 2016 final firmware & software for full system ready for deployment
M8 Jan 2017 delivery of full Pixel DAQ

Table 5.5: List of milestones for the pixel upgrade DAQ project.

In one example, a new FEC implemented as another µTCA card could sit alongside its corre-
sponding FEDs in the same crate and communicate via the high speed backplane. Alternative
ideas range from keeping the current control system but enabling a high speed communication
link to the FECs via the AMC13 and a local crate PC, to replacing the current segregated archi-
tecture with one using integrated FED-FEC boards, each controlling and reading out its own
group of modules.

Most of the hardware and development work for the FEC replacement can be shared with those
from the DAQ upgrade project. Since the prototype µTCA FEDs have their optical interfaces
located on FMC mezzanine cards, they can easily be modified to accommodate a FEC optical
interface. Firmware and software for FEC operation can be adapted from existing code and
experience of using FEC prototypes alongside the FED prototypes will be gained during the
pilot beam setup.

A final assessment of the cost and benefits of either replacing or updating the existing control
system (i.e. committing to Deliverable 4) will be taken by D1 (Table 5.5).

5.4.3 Deliverables, Milestones and Strategy

The overall strategy for the pixel upgrade DAQ project is to reduce hardware design effort by
modifying an existing µTCA board design developed by Imperial College for the trigger up-
grade. This also enables the use of existing firmware and software modules developed for these
boards. Flexibility during the development phase will be ensured by use of optical interfaces
on FMC mezzanine cards, easily allowing the evaluation of different channel configurations,
plus prototyping of replacement FECs. A DAQ system based on these FMC carrier boards will
then be verified under realistic conditions as part of the pixel pilot blade system. Final de-
sign decisions can then take the experience from actual data taking with the pilot blades into
account.

A first and mostly complete set of firmware and software will be needed for running the pro-
totype FEDs with pilot blades, but both firmware and software are expected to evolve consid-
erably following the experience gained with actual data taking. Provision of a DAQ system
for the pixel pilot blade system is thus the first major deliverable of the pixel upgrade DAQ
project, followed a few years later by production FEDs and associated infrastructure (crates,
power supplies, firmware, online software) as well as potentially, subject to review following
the pilot blade project, new FECs. The pathway towards these deliverables is outlined in terms
of major milestones in Table 5.5.

Figure 5.13 provides a more detailed breakdown of the planned activities. The initial proto-
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Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2
2012 2013 2014 2015 2016 2017

0 Pixel FED

1 Pixel FED Project

2 4.1 Prototype FED Development

3 4.1.1 electronics development

6 M4.1 prototype FMC-FED hardware available

7 4.1.2 low level software & firmware development

10 4.1.3 testing and integration

13 4.1.4 support

15 M4.2 standalone prototype FED, multi ROC readout

16 4.2 Prototype FEC Development

17 4.2.1 design study and electronics development

19 4.2.2 low level software and firmware development

22 4.2.3 testing and integration

24 M4.3 standalone prototype FEC, multi-module control

25 4.3 Pilot Blade Testing

26 4.3.1 FED/FEC testing and integration

29 4.3.2 FED/FEC online software and firmware development

32 M4.4 demonstrator FED & FEC with readout & control of pilot blades

33 4.3.3 online software integration and algorithms development

37 4.4 DAQ Link & Architecture

38 4.4.1 low level software and firmware development

42 4.4.2 testing and integration

44 4.4.3 design study and system definition

46 M4.5 demonstrator fast link integrated with central DAQ hardware

47 4.5 Final FED Development

48 4.5.1 design study and system definition

51 4.5.2 electronics development

54 4.5.3 testing and integration

58 M4.6 final FED hardware ready for production

59 4.5.4 final software and firmware development and integration

64 M4.7 final firmware & software for full system ready for deployment

65 4.5.5 support

67 4.6 FED Production & Integration Tests

68 4.6.1 contract tender, system production, QA and assembly

73 4.6.2 testing and integration

76 4.6.3 online software and firmware maintenance and development

79 4.6.4 commissioning and detector characterisation

82 M4.8 delivery of full Pixel DAQ

83 4.7 Detector & DAQ commissioning

84 4.7.1 commissioning and detector characterisation

88 4.7.2 support

Title#

Figure 5.13: Provisional breakdown of the pixel DAQ upgrade project.

typing period is subdivided into five different areas. The prototype FED will dominate work
during the first year and a half. The UK groups will produce prototypes and mezzanines and
make them available to collaborators. The majority of effort will then be dedicated to firmware
and software development and electrical and optical link ROC testing in the lab. Implementa-
tion of a prototype pixel FEC will be pursued in parallel, using the same hardware as the FED
and porting existing FEC software and firmware to reduce development time and effort.

The first major system test will be part of the pixel pilot blade project, where prototype modules
will be inserted into the existing detector and read out with a prototype FED and controlled by
a prototype FEC. Testing in the period 2014-2016 will demonstrate readiness under realistic
conditions and will be the proving ground for the majority of online software, firmware and
algorithm development, and integration effort required. The final area of work in this period
will be prototyping studies and definition of the replacement DAQ link requiring close collab-
oration with the CMS-central DAQ group.

The production and integration phase will follow on from successful prototype testing with
pilot modules and the conclusion of the design study where the final system, including optical
receiver, DAQ link and protocol and a decision on FED-FEC architecture, is defined. Effort is
required to design and test the final board and integrate firmware and software from the DAQ
link and pilot blade developments. The first final boards will replace pilot blade prototypes
in the CMS service cavern to undergo integration testing with the global trigger and DAQ and
timing systems where integration with the global DAQ and trigger and timing systems can take
place. The full DAQ system will then be assembled at the Tracker Integration Facility (TIF) at
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CERN where construction of the Phase I pixel detector is expected to be completed. This allows
DAQ slice tests with the pixel detector in situ and detector commissioning and characterisation
studies before installation.



Chapter 6

Pixel Modules

The upgraded pixel detector will have 1184 pixel modules in the barrel BPIX, compared to
768 modules in the present detector, with an increase in the pixel count from 48 million to
79 million. In the forward FPIX the number of modules will remain the same at 672. The
new FPIX modules will be larger than in the present detector, increasing the pixel count from
18 million to approximately 45 million.

Figure 6.1: Upgrade BPIX modules: Layer 2 to 4 (left) and Layer 1 type (right).

The proposed upgraded pixel detector will have only one type of sensor module with two
rows of 8 ROCs each. This will simplify sensor production, module assembly, and testing. The
active area of the module is 16.2 x 64.8 mm2. The pixel size will remain the same as before,
100 x 150 µm2. The same n+-in-n technology as for the current detector [43] will be used for
silicon sensors. The sensor is bump-bonded to 16 ROCs forming a detector unit with 66560 pix-
els. For the BPIX Layer 1 the ROCs will be thinned to 75 µm thickness. For the BPIX Layers
2-4 and the FPIX end-cap disks, the ROCs will be thinned to about 180 µm thickness. The ROC
peripheries with wirebond pads extend 2 mm beyond the sensor along the two long sides of
the module. A high density interconnect (HDI) is glued on top of the sensor with wirebond
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pads to connect to the corresponding pads on the ROCs. The HDI provides signal and power
distribution for the ROCs, the token bit manager chip (TBM) and decoupling capacitors. The
TBM chips will be glued and wirebonded on the HDI. BPIX Layer 2-4 modules have 250 µm
thick SisN4 base-strips glued to the back side of the ROCs that permits mounting the modules
on the mechanical structure (Figure 6.1 left). There is no room for base strip and screws in the
innermost layer. Instead, the modules will be held by carbon fiber clips attached to the mechan-
ics with screws in the region of the z-gap between modules (Figure 6.1 right). FPIX modules
are fastened to the support/cooling structure using screws through module end holders made
of PEEK, with a thin layer of reworkable thermal interface material between the modules and
support/cooling structure to improve heat transfer. All barrel module cables have the same
length of ' 95 cm. The cable consists of 20 copper-clad aluminium wires, 6 thin twisted pairs
with 125 µm diameter for signal transmission and 8 with 360 µm diameter for power and de-
tector bias. The cable for modules in Layer 1 has in addition three micro twisted pairs and
two digital power wires. FPIX modules will be equipped with Kapton flat flex cables that are
connected via a special connector placed on HDI as shown in Figure 6.2.

Figure 6.2: Upgrade FPIX modules.

6.1 Silicon sensor requirements
The new pixel detector will be ready to install in the year-end technical stop of 2016/17. During
the subsequent years up to LS3, the LHC is expected to deliver about 500 fb−1. Particle fluence
has been estimated based on pixel cluster counting in the present detector. The average pixel
cluster rate per cm2 has been evaluated for the instantaneous luminosity of 1033 cm−2s−1 using
the measured number of pixel cluster per colliding bunches, the number of colliding bunches
in an orbit and the orbit duration. The obtained number has been corrected for the detector
radii and the colliding energy. As a result we estimated that a hadron fluence of Φ ' 3.0×
1015 neq/cm2 will be accumulated in the innermost pixel layer at r=3 cm for 500 fb−1. This
fluence is about factor of 2 higher than the operational limits of the proposed system requiring
a replacement of the innermost barrel layer every 250 fb−1. Barrel Layer 2 gets four times less
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fluence and hence will stay operational for the entire period. The same is true for the FPIX
inner disk modules that have the same (even about 10% less) pixel hit rate as the barrel Layer 2
modules.

6.1.1 Technological choice of sensor

As mentioned above, the sensors for the upgrade CMS pixel detector are n+-in-n as in the
current detector. The collection of electrons is advantageous because of their higher mobility
compared to holes, which causes a larger Lorentz drift of the signal charges. This drift leads
to charge sharing between neighbouring pixels and thus improves the spatial resolution. Fur-
thermore, the higher mobility of electrons makes them less prone to trapping, which leads to
a higher signal charge after high fluences of charged particles. After irradiation induced space
charge sign inversion, the highest electric field in the sensor is located close to the n+-electrodes
used to collect the charge, which is also an advantage.

The choice of n-substrate requires a double sided sensor process, meaning that both sides of
the sensor need photo-lithographic processing. This leads to higher costs compared to single
sided p-in-n (or n-in-p) sensors. However, the double sided sensors have a guard ring scheme
where all sensor edges are at a ground potential, which greatly simplifies the design of detector
modules. This concept also ensures a high signal charge at moderate bias voltages (≤ 600 V)
after high hadron fluences. The n-side isolation is implemented through a moderated p-spray
technique with a punch through biasing grid (BPIX) and a partially open p-stop technology
(FPIX). Figure 6.3 shows photographs of pixel cells for moderated p-spray technology and for
open p-stop.

We plan to fabricate the sensors for the future pixel detector on 4 inch wafers that contain three
sensors. The possibility of using 6 inch wafers is under serious consideration since, despite the
higher mask and processing cost, this option could bring considerable savings with 8 sensors
placed in on a wafer. There is also an optimisation underway to the pixel unit cell (PUC) design
for FPIX sensors, that should be finalized in 2012. The design of the PUC should maximize
charge collection efficiency for any point of impact of the particle across the 100×150 µm2 area
of the pixel and minimize the capacitive load for the front-end amplifier. An optimisation
process is needed as these two goals are in conflict with each other.

Figure 6.3: Photograph of four pixel cells in the same double column for BPIX (left) and FPIX
(right).

6.1.2 Sensor radiation hardness

In order to provide track seeds, especially to the high level trigger, the hit detection efficiency
should be as high as possible. With increasing hadron fluence the bias voltage to obtain the
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full signal has to be increased to compensate for the changes in the sensor’s internal electric
field. Those changes are caused by radiation induced crystal defects which also act as trapping
centers. Trapping reduces the maximum signal which is available, even if a sufficiently high
electric field is present in the whole sensor volume. As the readout electronics have a detection
threshold, a low signal can cause inefficiency. In order to predict the performance for high
fluences, sensors have been irradiated and thoroughly investigated with a radioactive source
[44] (BPIX) and at a beam test [45] (FPIX). In both cases the results confirmed that the sensors
can tolerate the expected radiation doses and collect enough charge with a high efficiency.
Below we describe in more details the test procedure and results reported in [44].

The sensor samples were taken from wafers of the main production run for the CMS pixel bar-
rel which were processed on approximately 285µm thick n-doped diffusion oxygenated float
zone silicon (DOFZ) according to the recommendation of the ROSE Collaboration [46]. The
resistance of the material prior to irradiation was 3.7 kΩcm leading to an initial full depletion
voltage of VFD '55 V. Small sensors were produced on the same wafers as for the full modules.
They were connected to readout chips using the bump-bonding process used for the module
production for the CMS pixel barrel detector. As this procedure includes processing steps at
temperatures above 200 ◦C, it was done before irradiation. Therefore the sensors and readout
chips were irradiated at the same time allowing a realistic testing of the performance after few
years of operation at the LHC.

The sandwiches of sensor and readout chip were irradiated at the PSI-PiE1-beam line with
positive pions of momentum 300 MeV/c to fluences up to 6×1014 neq/cm2 , with 26 GeV/c
protons at CERN-PS, or with 24 MeV protons in the irradiation facility of the Karlsruhe Institute
for Technology up to 5×1015 neq/cm2.

A 90Sr source has been used for inducing signals in the sensor. The β-spectrum of the daughter
decay of 90Y has an endpoint energy of about 2.3 MeV and therefore contains particles which
approximate a minimum ionising particle. The testing and calibration procedure was similar
to what is used for the qualification of CMS pixel barrel modules.

Data could be taken with all samples even the ones irradiated to the highest fluence. The
high voltage capability was limited by connectors, narrow traces on the PCBs, etc. The most
probable value of the signal charge as a function of the sensor bias is shown for all samples in
Figure 6.4. For all fluences smaller than 1015 neq/cm2 the signal clearly saturates for a bias larger
than about 300 V, when the so-called full depletion is reached. Samples irradiated to 1.1× 1015

neq/cm2 do not display a clear saturation of the signal up to a bias of 600 V. A higher bias was
not applied for safety reasons. The samples irradiated to 2.8×1015 neq/cm2 were measured up
to 1000 V. Also here, no saturation of the signal with bias was observed. The signal at 600 V
is around 6000 electrons which is not sufficient for reliable operation with the present readout
electronics, where the in-time threshold is around 3000 electrons. However, this fluence exceeds
the expected 1.5×1015 neq/cm2, before Layer 1 substitution, almost by factor of two and the new
ROC allows for a significantly lower threshold of 2000 electrons. Both these factors insure us
that the Layer 1 modules can be efficiently operated during the expected lifetime with a bias
voltage not higher than 600 V.

The good spatial resolution of the pixel detector is reached by an analogue interpolation method.
The set of pixels showing a signal from the same particle is called a cluster. Interpolation be-
tween neighbours is only possible if the cluster size in each direction is at least two.

In the polar direction (orthogonal to the 3.8 T field) charge sharing is induced by the drift of
charge carriers in the magnetic field. The value of this drift is given by the Lorentz angle which
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Figure 6.4: Charge collection in non-irradiated and irradiated sensors with different doses and
different particle types (sensors of 285±15 µm thickness.)

is a function of the charge carrier mobility. The mobility is a function of the electric field and
therefore of the sensor bias. Presently the pixel barrel modules are run at a bias of 150 V which
results in a Lorentz angle of 22◦ and therefore a high fraction of two pixel clusters in r− φ. This
leads to a good spatial resolution of about 13 µm.

With increasing radiation damage, the bias voltage should be increased to compensate for the
increase of the space charge within the sensor bulk. Eventually the maximum bias provided by
the power supplies (600 V) is needed to obtain sufficient signal charge. However, the increasing
sensor bias decreases the Lorentz angle and the fraction of two pixel clusters. For a fluence of
1.1×1015 neq/cm2 and a bias voltage of 600 V the spatial resolution will be increased to about
20 µm.

In the direction along the beam pipe (parallel to the magnetic field) charge sharing is not caused
by the magnetic field, but by the tilt of the track. Therefore the region of the worst spatial res-
olution is the central part of the detector at a pseudorapidity η=0. Here particles penetrate the
sensors in a normal angle and there is no charge sharing. Therefore, the point resolution is of
the order of 150 µm/

√
12 ' 40 µm. For higher values of η, the angle, and therefore the fraction

of two pixel clusters increases. At the angle where the average cluster length is exactly two (at
|η|=0.5) the spatial resolution reaches the optimum value of about 16 µm. With increasing inci-
dent angle the cluster length becomes larger. The internal pixels of long clusters do not contain
spatial information and their fluctuations slightly degrades the position measurement.

In case of radiation induced trapping, the tracks with high incident angle suffer first from
insufficient charge as the pixels are shorter (150 µm) than the thickness of the sensor (285 µm).
For very long clusters, the probability that one pixel stays below the signal threshold of the
readout electronics is high. The present reconstruction software processes this condition as
being two separate clusters which leads to hit position reconstruction errors. This situation
will be improved with the lower ROC thresholds, which is one of the objectives in the new
ROC design.
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6.2 Silicon sensor acceptance criteria
While in Section (6.1) the requirements concerning conception and design of the sensors like
spatial resolution or radiation hardness are discussed, this section will describe the acceptance
criteria for the parts delivered by the sensor vendor. The aim of those specifications is to ensure
that the sensors were manufactured correctly and are not damaged. All can be verified with
simple measurements.

For the pixel sensor Phosphorous-doped (n) FZ silicon will be used with resistivity of 2-5 kΩcm.
All wafers come from the same ingot, so the variation between the wafers is small. The wafer
thickness is specified to be 285± 5 µm, polished on both sides (< 111 > crystal orientation).
Necessary oxygen enrichment is achieved by keeping the ingot for 24 h at 1150 ◦C (DOFZ).
Bow of the wafer after processing should not be more than 40 µm.

Some technology parameters will be checked with test structures. Full depletion voltage that
is compatible with a resistivity of 2-5k Ωcm will be checked with simple diodes. The sheet
resistance of the p+ and n+ implants measured with dedicated test structures should be lower
than 500 Ωcm (typically <200 Ωcm). The parasitic current at the punch through structure is
required to be less than 1 nA (VDS = 0.6 V, VBIAS = -150 V). Such a measurement involves
contacts on both wafer faces, so it can only be done with a small number of devices.

Even on wafers that fulfil all requirements sensors might be broken due to local defects. In
order to ensure that the sensors do not have scratches etc. an IV-curve has to be measured.
Figure 6.5 shows a few IV-curves for accepted (black curves) and rejected (red curves) sensors
from the previous production. The following criteria are used to decide whether a sensor is
good:

• An operation voltage (VOP) is defined as full depletion (VFD) voltage plus 50 V and
is at least 150 V.

• Leakage current I(VOP, T = +17◦C) < 2 µA. This value was defined after a proto-
type production was measured and analysed to separate the good sensors from the
”clearly faulty” ones. The value can be adjusted after a new test series was produced
and analysed.

• No breakdown up to VOP. A clear definition of breakdown is difficult. In the past
the following specification was used as acceptance criterion: I(VOP) / I(VOP-50 V) <
2.

Measuring an IV-curve is fast and easy. It shows quite clearly mechanical damages to the
sensors that might occur at steps involving sensor handling. Therefore we plan to take the
IV-curve of a sensor prior to bump-bonding shortly before the chip placement i.e. after dicing.

6.3 Module assembly
The module assembly procedure [47] comprises the following steps:

1. Build a bare module by bump-bonding 16 ROCs to the Si sensor;

2. Glue the base strips to the ROCs of the bare module (for BPIX Layers 2-4);

3. Apply a small amount of glue between the edge of the sensor and the ROCs to reinforce
the connection near the wirebonding area;

4. Glue the pre-assembled HDI to the bare module;
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Figure 6.5: An example of IV-curves for sensors accepted (black) and rejected (red) in the pre-
vious production.

5. connect the HDI and the ROCs with wirebonds.

The most technologically challenging step is bump-bonding. Bump-bonding was a cost and
schedule driver for the current pixel detector. For the present BPIX detector, bump-bonding
was done by PSI whereas for FPIX the bump-bonding was performed by two commercial com-
panies. Industry is progressing steadily on bump-bonding and lower cost processes for micro-
bumps at 30 µm diameter and 100 µm pitch are becoming available. A survey of possible
bump-bonding suppliers is ongoing.

6.3.1 Bare module assembly

To illustrate the process we briefly describe the bump-bonding procedure developed at PSI that
will be used for production of Layers 1 and 2 modules. More details are available in [48]. In
a first step, photo-lithographic and under-bump-metal (UBM) treatments of ROC and sensor
wafers are performed. UBM is needed to make a robust connection between indium bumps
and Al pads on the wafers. It is composed of thin layers of Ti, Ni and Au. Indium is then
evaporated on both wafers. The next step is the lift-off of the photoresist. Then Si sensors and
ROCs are cut out from the wafers. Finally, ROCs and Si sensors are re-flowed in an oven to
make spherical bumps and the ROCs are placed and pressed to the sensors. Afterwards, the
bare modules are reflowed again. The in-house fabricated bump-bonding machine provides a
precision of 1 µm in placing ROCs on the sensors. The bare modules are qualified with a test
including an IV-curve, ROC functionality tests and, on a sample basis, a pull test. In case of
low quality bump-bonding, it is possible to rework a ROC. It is important to perform the bare
module test to provide fast feedback to the bump-bonding process.

6.3.2 Assembly of HDI with TBM, power and signal cable

High density interconnects (HDI) will be visually inspected, looking for shorts and bridges,
then probe tested to check the connectivity of all the traces. Accepted parts will then be
equipped with the remaining components. For FPIX, the TBM, surface mount components
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and a cable connector will be mounted, whilst for BPIX either one TBM (for layers 2 to 4) or
two TBMs (for layer 1) will be mounted and the cable will be soldered to a special plate on the
BPIX HDI. The assembled HDI is tested, checked the TBM functionality as well as checking for
opens or shorts on the power and token passage lines. Thermal cycling is foreseen to check the
ability of the HDI to withstand the expected environmental conditions inside CMS.

6.3.3 Complete module assembly

The construction of the BPIX module is completed in the following steps. The base strips are
glued to the ROCs of the bare module (BPIX Layers 2-4 modules). A small amount of glue
is applied between the edge of the sensor and the ROCs to reinforce the connection near the
wirebonding area. The pre-assembled HDI is glued to the module. The HDI and the ROCs are
connected with wirebonds.

All gluing procedures are done with standard two-component epoxy glue. Each gluing step is
done on a separate jig that ensures the exact placement of the parts and keeps them in place
with vacuum until the glue has cured. Instead of using a glue disperser to apply the desired
small quantities of glue, the glue is applied with a stamp that is lowered into a glue bath and
matches the form of the gluing area. This method is an easy but well-defined way to apply the
glue exactly where it is needed. In order to apply the very small amount of glue in between
the ROCs and the sensor, the stamping technique is used in a different way. Here, the stamp
is replaced with Kapton flaps that bring the glue in the opening between the sensor and the
ROCs.

For FPIX, robotic pick-and-place machines, with integrated optics, pattern recognition, and
glue dispensing, will be used to join the HDI to bare modules, improving the uniformity of the
production technique and reducing the risk of idle staff if there are delays in the supply of com-
ponents. The module assembly sequence begins by manually placing pre-tested, known good
bare modules and HDI on vacuum chucks on the baseplate of the pick-and-place machine. The
machine program successively moves the camera (fixed to the machine motion head) to view
the fiducials on the sensors and HDI and acquires the fiducial locations using pattern recogni-
tion, picks up a stamping tool from a tool rack, dips the stamp in the glue bath, and stamps
epoxy on the sensors, returns the stamping tool to the tool rack, picks up a vacuum tool from
the tool rack to pick-and-place individual HDI onto sensors (making adjustments based on the
actual part locations in the machine to accurately align and join the components), and returns
the vacuum tool to the tool rack. Module end holders are also aligned and glued to the modules
using custom tooling and the pick-and-place machine.

Following mechanical assembly, HDI are wirebonded to the ROCs using semi-automated ul-
trasonic wirebonding machines. Routine pull tests of sample wirebonds will be performed
for quality control. The wirebonds will be encapsulated with an elastomeric compound using
semi-automated dispensing equipment. The module assembly sites will also be responsible
for the testing and characterisation of the assembled pixel modules. Short flex cable connector
saverswill be connected to the FPIX modules and used for all FPIX module testing.

6.4 Module test
The goal of the module tests is to verify that all pixels function correctly, that each ROC can be
programmed properly, and that all calibrations of a module produce reasonable results. The
task is a challenge due to the large number of channels (124 M pixels) and the multidimensional
parameter space: each ROC has 19 DACs and 2 control registers to be set, and several of them
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have to be tuned for each ROC individually.

Another complication results from the unknown temperature at which the pixel detector will
eventually be operated and the missing knowledge of the module behaviour after thermal cy-
cling. Therefore, the full test procedure described below will be performed twice at -20 ◦C
(before and after 10 thermal cycles between +17 ◦C and -20 ◦C) and then, repeated at a tem-
perature of +17 ◦C. The complete test procedure and the analysis of test results will be fully
automated: human intervention is reduced to placing modules in the cooling box, starting a
program that supervises all procedures and browsing results that appear on an automatically
generated web page.

The test setup is composed of a programmable cooling box in which four modules can be tested
at a time, four custom test boards connected to a PC via the USB interface and a high voltage
supply. The test board includes a field-programmable gate array (FPGA), which controls the
tests, and two ADCs.

6.4.1 Module test procedure in a cooling box

The test and qualification process is divided into three main steps. First, all ROCs have to be
set into an operational state: the analog current is set to the nominal value of 24 mA, and the
signal threshold and the timing of the internal calibrate signal are tuned to a stable state. In the
second step, the functioning of the pixel readout circuits and their electrical connections to the
sensor pixels are checked. The following procedures are performed:

• check that each pixel responds to the internal calibrate signal,

• test the functionality of the four trim bits that are used for a threshold unification of
all pixels in a ROC,

• determine the bump-bonding quality by checking for the presence of a bump-bond
connection for every pixel,

• verify that each pixel readout circuit responds with the correct pixel address.

In the third step, the main characteristics of a module are determined by performing the fol-
lowing tests:

• measure the noise for each pixel,

• set the threshold of each pixel to obtain a uniform response over the whole module
(trimming),

• establish the dependency of the pulse height on the injected charge,

• verify the absence of sensor breakdown and high leakage current (measurement of
IV-curve).

In the following section, the most important tests and calibrations are briefly described.

6.4.2 Pixel defects

As part of the standard test, the readout circuits and the electrical connection to the sensor pixel
are tested for each pixel. A pixel is counted as defective, if one or several of the following tests
failed: pixel readout test (including test for mask defects when a pixel responds even when
disabled), bump-bonding test, trim bit test, and pixel noise measurement.

The functionality of each pixel is checked by inducing a signal via an internal calibration capac-
itance. First, the masked (disabled) pixel is tested to determine if it responds to a calibration
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Grade A B C
Noise [e−] < 500 < 1000 > 1000
Relative gain width < 10% < 20% > 20%
Pedestal spread [e−] < 2500 < 5000 > 5000
Threshold width [e−] < 200 < 400 > 400
Imeas(+17 ◦C, 150V) < 2µA < 10µA > 10µA
Icalc(-10 ◦C, 150V) < 3µA < 15µA > 15µA

Table 6.1: Grading criteria based on ROC performance and sensor leakage current established
in the previous barrel module production

signal. Second, for the enabled pixel 10 calibration signals are sent and the number of out-
put signals is registered. The pixel is fully working if all signals are registered. The pixel is
defective, if no output signal is registered.

In addition to the pixel defects listed above, a pixel is counted as defective if

• the pixel is noisy (above 1000 e−) or shows a strange noise behaviour (below 50 e−)

• the pixel could not be trimmed to a threshold of VCal = 60, i.e. a pixel with threshold
below 50 DAC or above 70 DAC

• if the linear fit of the pulse height curve failed, i.e. the gain is below 1.0 ADC/DAC

• if the pixel saturated in the low VCal range, i.e. parameter p1 of the hyperbolic
tangent fit to the pulse height curve is above 1.5

A module is graded as “A” if the fraction of pixel defects is less than 1%, graded as “B” if the
fraction is in the 1-4% range, and graded as “C” in case the fraction of defective pixels is above
4%. If at least one pixel has a mask defect, such a module is graded as C. Grade A modules will
be placed in the innermost layers of BPIX and the inner disks of FPIX. Grade B modules will
be mounted in the outer layers and disks. Grade C modules will not be used in the upgraded
pixel detector.

6.4.3 ROC performance

Missing charge has an impact on the hit resolution. The charge information depends on the
pixel threshold and on the pulse height calibration. In the case of a calibration based on the av-
erage per double column or even per chip, the variation of gains and pedestals on a chip should
be limited. To ensure a uniform response of all pixels on a chip, restrictions will be also applied
to the average noise and the width of the trimmed threshold. The choice of performance based
grading criteria was mainly determined during the module qualification tests performed for
the present pixel detector [49], and are shown in Table 6.1.

In order to unify the physical thresholds of all pixels on a readout chip, the global chip thresh-
old can be fine-tuned for each pixel by the use of four trim bits. After trimming, the RMS of the
pixel threshold distribution should not exceed 400 electrons.

The correlation of the pulse height and the amplitude of an injected calibration signal can be
described by a linear function over a large range. The slope of this function is called the gain,
and the offset is called the pedestal. The relative gain width is calculated by dividing the
RMS of the gain distribution by the mean. The pedestal spread is converted into electrons by
using the calibration from the test-beam. The spread in both parameters is acceptable if the
mis-calibration contribution to the track and vertex reconstruction is less than the effects of
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multiple scattering. The tolerable variation of the gains is about 20% and the pedestal RMS is
required to be less than 5000 electrons.

6.4.4 Sensor leakage current requirements

To detect eventual sensor damage during assembly, limits on the leakage current are defined
as shown in Table 6.1. The leakage current at the initial operational voltage of 150 V should
not exceed 10 µA at T=+17 ◦C. With increasing radiation damage, the module sensors will be
operated at increasing depletion voltage VOP. In order to ensure reasonable behaviour at higher
operating voltages, a limit is set on the slope of the IV-curves: I(VOP)/I(VOP-50 V) < 2.

The grading criteria for the sensor leakage current are defined at the room temperature. There-
fore the leakage current measured at -20 ◦C has to be converted to the corresponding leakage
current at +17 ◦C. In Table 6.1 we show the grading criteria used for the previous production,
when modules were qualified at -10 ◦C due to less expected radiation damage. The mean of
the ratio of converted to and measured current at the room temperature is around 1.5. Conse-
quently the limit for the current measured at -10 ◦C is set 1.5 times higher than for the current
measured at +17 ◦C.

6.4.5 Module tests and calibration with X-rays

Module tests and calibration with X-rays has a twofold purpose: the testing of the module
response to charge injected in the silicon sensor at high rate, and the calibration of the internal
signal (VCal DAC) of each ROC. For these purposes, dedicated X-ray test stations will be built
at each module qualification center.

High rate tests with X-rays are currently being developed. The details of the programme of
x-ray tests to be used during module production remains to be decided, whilst the following
tests are already available:

• pixel hit efficiency versus the hit rate

• double column readout uniformity

• bump-bonding quality test

• pixel noise measurements versus the hit rate

To determine the ROC threshold in electrons one needs to calibrate the VCal DAC value. This
will be done with several fluorescent lines. The primary X-ray beam hits a selectable target
and excites the emission line(s). In such a way one produces a monochromatic X-ray beam.
A comparator threshold will be determined for each energy and then the VCal DAC will be
found that corresponds to the established threshold.

In the future, we will decide which tests will be used for evaluating every module during pixel
upgrade detector production.

6.5 Construction Database
The main purpose of the Construction Data Base (DB) is to keep track of the

• inventory of all module components

• component and modules test results

• assembly and mounting status

• shipping and storage information
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FPIX is planning to use the same DB developed in the past for the current detector. BPIX is
considering using either the same DB as FPIX, or developing a new DB similar to the one that
has been used in the past.

6.5.1 FPIX DB

The Construction DB will reside in the CMS Online Database environment at P5 that provides
high performance, very reliable service, high availability, and a secure environment. It will use
the same database schema as that used very reliably for construction and online operations of
the CMS Pixels and HCAL detectors since 2005. Interfaces exist for users to access the database
remotely for loading and retrieving data. Database loads are very restricted, but read access is
more widely available.

The Pixel databases began as a construction database and was later deployed for detector con-
figuration and monitoring. The FPIX DB group has had the unique experience of using the Pixel
Construction database to successfully coordinate the efforts of multiple institutions in different
geographical locations to construct the present CMS Forward Pixels. Since then, a consider-
able amount of effort has gone into developing database interfaces for users to both load and
access data remotely. These interfaces can be readily used for implementing an efficient and
dependable pixel detector construction process distributed across multiple geographical loca-
tions. The standard procedure for users to load information is to produce data in predefined
XML formats and copy them to a spool area in P5, where a dedicated database loader picks it
up and writes the data to the database. As for data retrieval, a preferred mode is to retrieve
data from the database using the CMS WBM interface.

6.5.2 BPIX DB

The BPIX DB design is based on similar projects previously used for the current BPIX detec-
tor and for the Tracker Inner Barrel/Disk (TIB/TID) detector assembly. A single DB instance
running at CERN will serve all production centers and should be filled either by authenticated
clients running at the various centers and/or via a web interface running at CERN. Frequent
(few times per day) DB back-ups will be performed automatically.

The key point of such a DB is its strong integration with the testing procedures of the various
components. The applications used in the testing centers to steer the testing procedures should
integrate DB clients capabilities and fill the relevant DB tables. Dedicated DB tables will be
created for each type of test integrating a common set of information about the performed test
(such as the list of tested objects, an overall score for the outcome of the test, the center perform-
ing the test, the date, etc...) with a test-specific set of information. The test-specific information
are for example the list of defects found in the test, the physical properties measured (e.g. IV
values), and any other quantitative result that can be obtained in the test and later processed
for statistical analysis. The concrete content of the test-specific tables will be developed in par-
allel with the definition of the various testing steps. A first prototype implementation is being
developed for the tests performed for the current pixel barrel detector construction.

In addition to pre-processed test-specific results, the DB will also contain links to web URLs or
grid PFN with the raw data of the performed test. This should allow central reprocessing of
the test data in case new analysis and grading procedures are defined after the initial tests. A
centralised analysis, opposed to analysis done at a local test center, can also be used as standard
modus operandi. This was the approach used in the TIB/TID assembly process and provided
uniformity of the test results across the three different integration centers (Pisa, Firenze and
Torino).
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Mounting and positioning information is also stored in the database. This is done by defining
a logical position numbering scheme and associating the module ID to it. The current CMS
DetID numbering schema, modified to include the additional layers, can be used to avoid later
complications in matching of different conventions and to simplify the integration with existing
CMS software and visualisation tools. While these tables only contain the current snapshot of
the detector mounting, the historical view of the assembly operations is stored in a dedicated
table containing all mounting and unmounting steps for each module or component.

A DB prototype is being tested using MySQL as backend and the python-storm object oriented
library to define the clients API. Templates of tables for inventory of components (sensor, HDI,
ROC) and compound objects (bare modules, full modules) have been defined for testing pur-
poses. Fake test-specific tables have also been prepared while the procedures for the actual
tests are finalized. A transfers handling system based on what was used for TIB/TID has also
been created.
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Chapter 7

The Power System

The power system of the Phase-1 upgrade to the pixel detector will also have to be modified. As
in the other aspects of this upgrade, existing infrastructure will be reused as much as possible
to minimize cost and installation time. Replacing all the pixel cables in the existing cable plant
would be a significant task in terms of time, and adding new cables on top of what is already
present would be very difficult given that space is at a premium in the cable trays from the YB0
to the PP0. However, the existing cable plant to the detector can be reused and is sufficient for
the increased demands of a four-layer, three-disk detector if higher voltage can be supplied on
the existing cables and is stepped down using custom DC-DC converters in the pixel service
cylinders on-detector. In this chapter, we describe the custom electronics and the chip (ASIC)
needed to accomplish this task.

7.1 System Parameters and Conception
In total, four different voltages are required to power the front-end electronics of the pixel
system: two low voltages for operation of the module readout electronics; the bias voltage, to
deplete the silicon sensor; and an “auxiliary” low voltage for electronic components that are
located on the supply tube. A simplified view of the new pixel power supply system in shown
in Figure 7.1. The power system of the current detector is described in detail in [43].

The present PSI46 readout chip requires 1.6 V for the analog and 2.2 V for the digital part.
Six on-chip voltage regulators compensate for variations due to different voltage drops on the
cables, and improve power supply noise rejection. Internally the chip operates with 1.4 V
and 2.0 V. For the original analog version of the chip, the analog current per ROC amounts to
26.1 mA, while the static digital current per ROC is 29.9 mA. These static analog and digital
ROC currents were used to predict the currents in the individual cables of the current detector,
and the predicted values were compared with the measured values, with excellent agreement.
The digital current has also a dynamic component that depends on the chip activity. The total
digital current is thus a function of the particle fluence rate, R, which scales with instantaneous
luminosity. A functional dependence of Idig = (29.9 + 0.1× R [MHz/cm2]) mA was deduced
from measurements with the real detector at various instantaneous luminosities during the
first half of 2012. This rate dependence was confirmed in lab measurements on single modules
using x-rays. The rate-dependent part of the digital power consumption is dominated by the
transportation of hits from the pixel unit cell to the double column periphery, which happens
independently from the bunch crossing rate. The digital readout activity upon receipt of a
trigger is expected to be higher for a bunch crossing intervall of 50 ns, as events contain more
hits compared to 25 ns bunch crossing. However, this contribution is sub-dominant and the
above quoted number is based on measurements with 50 ns bunch crossing. Therefore in the
remainder of this chapter no distinction between the two bunch crossing screnarios is made.
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Figure 7.1: Simplified schematic of the pixel power supply system. It shows the connectivity
of one unit of a A4603 power supply, and how two A4602 power supplies provide together the
five independent channels of one auxiliary power cable. The digital and analog voltages, Vdig
and Vana, are supplied by the low voltage channels LV0 and LV1, respectively, while the high
voltage to bias the sensors, Vbias, is supplied by two independent channels, indicated by HV0
and HV1, in each power supply unit. Cable break points are in patch panels 0 and 1 (PP0 and
PP1).

An increase of the power consumption for the new PSI46dig chip is not expected. This will
have to be confirmed by measurements; preliminary measurements of the static and dynamic
currents do not indicate an increase. The digital current per module has been calculated based
on measured cluster rates and widths for BPIX, and based on simulated particle fluence rates
for FPIX (as a detailed extraction from data has not yet been done for FPIX), for all layers and
disks. Required analog and digital currents per module are summarized in Table 7.1.

The digital voltage is also used to operate the TBM chip. The current per TBM chip amounts to
about 35 mA.

The high or “bias” voltage is required to deplete the silicon sensor. The depletion voltage is
about 50 V for an unirradiated sensor, but increases over the detector lifetime, as more particle
fluence is collected. The CMS pixel modules, cables, connectors and power supplies have been
laid out for a bias voltage of down to−600 V. The innermost layer of the BPIX will be exchanged
after accumulation of 250 fb−1, corresponding to a fluence of about 1.6× 1015 neq/cm2. At this
point the sensors in the BPIX inner layer will no longer be fully depleted. However, the de-
tector is designed to work well also with partially depleted sensors. The bias current increases
linearly with fluence. In addition, the required current depends exponentially on the sensor
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Layer /disk Analog current [A] Digital current [A]
Layer 1 0.42 1.32
Layer 2 0.42 0.71
Layer 3 0.42 0.61
Layer 4 0.42 0.58
Disk 1 inner / outer 0.42 / 0.42 0.63 / 0.53
Disk 2 inner / outer 0.42 / 0.42 0.63 / 0.53
Disk 3 inner / outer 0.42 / 0.42 0.63 / 0.53

Table 7.1: Currents per pixel module (16 ROCs) for the analog (1.6 V) and digital (2.2 V) line, for
layer 1-4 of the barrel and the inner and outer ring of disks 1-3. An instantaneous luminosity of
2× 1034 cm−2s−1 is assumed. The digital current includes 35 mA per module for the TBM chip.
For simplicity, BPIX currents based on pseudo-rapidity averaged cluster rates and widths are
shown in the table. If the pseudo-rapidity dependence of the cluster rate and width is included,
the currents depend on the module’s pseudo-rapidity and are slightly lower.

temperature. A temperature drop of 8 K decreases the current by a factor of about 2. Details
depend on the annealing scenario. Based on measurements of the leakage currents after up to
5.5 fb−1 of data acquired in 2011 at

√
s = 7 TeV, and using a scaling factor of 1.13 to account

for the increase of fluence with center-of-mass energy, as deduced from measurements at three
different values of

√
s, the current per module at

√
s = 14 TeV can be estimated as a function

of the integrated luminosity and sensor temperature. For 250 fb−1 and a sensor temperature of
0 ◦C (−4 ◦C), the bias current of a module will amount to about 4.1 mA (2.7 mA) for layer 1
and 0.47 mA (0.31 mA) for layer 4.

Finally, an auxiliary voltage of 2.5 V is needed to operate the detector control electronics inde-
pendently from the front-end. This includes the CCU25 ASICs, the Pixel Opto-Hybrids, and
the PLL chips. All these components are located on the supply tube.

7.1.1 Power Supplies

The pixel detector is powered via the CAEN EASY 4000 power supply system. The system
is controlled from a SY1527 mainframe, which contains three A1676A branch controllers. Six
two-channel A3486H supplies transform 400 VAC into 48 VDC and can deliver up to 2 kW per
channel. Magnetic field and radiation tolerant modules of types A4603 and A4602 transform
the 48 V into the low, bias and control voltages. One A4603 module consists of two identical
units, which deliver two low voltages (90W + 40W at 8-12 V, Section 7.3), plus two independent
bias voltages (−600 V, 20 mA) each. In total, 32 and 24 A4603 supplies are used by BPIX and
FPIX, respectively. The A4602 power supplies are 4-channel devices. Sixteen such modules are
used in the pixel system. The whole system fits into two power racks.

7.1.2 Power Cables

Two types of cables exist: “multi-service (MS) cables”, which carry the low and bias voltages,
and “auxiliary power cables” for the auxiliary power. All cables are split into three parts: a
30-40 m long cable, which connects the power supply to Patch Panel 1 (PP1); a 5 m long cable,
which runs from PP1 to the tracker bulkhead (PP0); and a 0.5 m long cable, which goes from
there to the end flange of the supply tube. The conductor material is copper in all cases.

The 144 custom multi-service cables contain 6 x 4 mm2 low voltage conductors, ten AWG30
wires for the bias voltage, and two pairs of AWG28 wires for low voltage sensing. From the
six low voltage conductors, four (two for power and two for return) are used for the digital
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voltage, where larger currents are required, and two (one for power, one for return) for the
analog voltage. The total resistance is typically 0.5 Ω on the analog line and half of that on the
digital line (both for power plus return). The ten bias lines are arranged in two independent
bias channels, each with four power lines and one common return line.

The twelve auxiliary power cables are standard cables with 26 x AWG20 conductors, plus five
pairs of AWG28 wires for sensing. The 26 conductors are arranged in five independent chan-
nels: four channels with six lines (three power, three return) each, which are connected to one
A4602 supply and provide power to the pixel opto-hybrids and other supply tube electronics,
and one channel with two lines, which is connected to another A4602 supply, and is used to
power the CCUs of one control ring.

7.1.3 Modularity for BPIX

Each barrel half shell is powered by 16 MS cables and two auxiliary power cables, correspond-
ing to 10 independent auxiliary power channels. Two MS cables are routed through one “slot”
of the supply tube and power either 35 or 39 detector modules. Each MS cable includes eight
bias voltage lines, which are connected to between one and four pixel modules each. The eight
bias lines are grouped into two independent bias channels.

One auxiliary power channel powers the control components corresponding to one barrel read-
out slot, or the CCUs of one control ring.

7.1.4 Modularity for FPIX

Each half disk is powered by four MS cables; and one MS cable powers either 5 or 6 modules
of the inner ring, plus 9 or 8 modules of the outer ring, i.e. 14 modules in total. Each bias line
serves 1-2 pixel modules.

One auxiliary power cable powers one half cylinder. One channel powers the control compo-
nents corresponding to a 45◦ sector in φ, or the CCUs of one control ring.

7.1.5 Upgrade of the Power System

The upgrade of the pixel detector poses a considerable challenge for the power system. The
increase in the number of readout channels by a factor of 1.9 with respect to the original pixel
detector configuration increases the front-end power consumption by the same factor. Resistive
power losses scale with the current squared, and are significant due to the sizeable resistance
of the long supply cables. The required amount of additional or thicker cables cannot be in-
stalled, due to lack of space both in the cable channels and the connector areas (PP1 and PP0).
Supplying the required power through the existing cable plant could cause overheating of the
cable channels. In addition, the required total analog and digital power, i.e. front-end power
consumption plus losses in supply cables, surpasses the power capacity of the CAEN A4603
power supplies. DC-DC step-down converters will be used to overcome both problems. These
devices will allow to transmit the power at a higher voltage but lower current. The conversion
ratio, r, is defined as the ratio of input voltage, Vin, to output voltage, Vout, i.e. r = Vin/Vout.
With an input voltage of 9-10 V and analog and digital output voltages of 2.4 V and 3.0 V, re-
spectively, conversion ratios of 3-4 will be reached, which decreases resistive power losses by a
factor of around 10. The DC-DC converter output voltages are higher than the ROC operating
voltages to compensate for the voltage drops in the power PCBs and the module power cables.
The DC-DC converters and their integration into the pixel detector will be described in detail
in the next section.
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Layer /disk Modules per converter pair Analog currrent [A] Digital current [A]
Layer 1 1 0.42 1.32
Layer 2 1 / 2 / 3 0.42 / 0.84 / 1.25 0.71 / 1.42 / 2.13
Layer 3 4 1.67 2.44
Layer 4 4 1.67 2.32
Disk 1 2+2 / 1+2 / 1+3 1.67 / 1.25 / 1.67 2.30 / 1.68 / 2.21
Disk 2 2+2 / 1+2 / 1+3 1.67 / 1.25 / 1.67 2.32 / 1.68 / 2.22
Disk 3 2+2 / 1+2 / 1+3 1.67 / 1.25 / 1.67 2.32 / 1.69 / 2.22

Table 7.2: Number of modules connected to a DC-DC converter pair, consisting of one con-
verter for the analog and one for the digital voltage; and output currents per DC-DC converter.
An instantaneous luminosity of 2× 1034 cm−2s−1 is assumed. For the disks, the two numbers
in the sums are the numbers of inner and outer modules, respectively. In the disks as well as
in barrel layer 2 three modularity variants exist. For example, one, two or three modules are
connected to one pair of DC-DC converters in the second barrel layer.

Each pixel module is connected to one pair of converters. The number of modules per converter
pair depends on the digital current and thus on the location of the modules in the detector. The
envisaged modularity is summarized in Table 7.2. One power cable, corresponding to one
A4603 power supply unit, will be connected to 6-7 (4) pairs of DC-DC converters for BPIX
(FPIX). No DC-DC converters are required to supply the bias voltage and auxiliary power.

7.2 DC-DC Converters
7.2.1 Working Principle

The DC-DC step-down converters foreseen for the pixel detector are of the “buck” type. The
basic schematics is shown in Figure 7.2. Two power transistors T1 and T2 act as switches. They
are periodically switched on and off with a switching frequency fs, such that during a time ton
transistor T1 is conducting and T2 is open, while during time T − ton, where T = 1/ fs, T2 is
conducting and T1 is open. In this way the load is periodically connected to and disconnected
from the power supply. The ratio ton/T is the duty cycle D of the converter and corresponds for
an ideal, lossless converter to the inverse of the conversion ratio, D = 1/r. An inductor stores
energy during the time ton and releases it during time T − ton. The core of the inductor has to
be made of non-magnetic material, since all ferrites would saturate in the 3.8 T magnetic field
present in the CMS tracking volume. Capacitors at the in- and output of the converter bypass
AC components, such that a DC voltage is delivered to the load. A feedback loop based on the
Pulse Width Modulation technique (not shown in the figure) stabilizes the output voltage at a
hardware-programmable value.

The challenges for the application of DC-DC buck converters in high energy physics are to
achieve sufficient radiation and magnetic field tolerance, high efficiency, low ripple, low elec-
tromagnetic emissions, low mass, low volume, all at the same time.

7.2.2 Specification for DC-DC Converters

The specifications for the DC-DC converters to be used in the CMS pixel upgrade project are
summarized in Table 7.3.
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Figure 7.2: Simplified schematics of a buck converter. The feedback control loop is not shown.

Input voltage 9-10 V
Output voltage 2.4-2.5 V or 3.0-3.3 V
Conversion ratio 3-4
Maximum output current 3-4 A
Efficiency At least 75%, at nominal operating conditions
Maximal dimensions 3.0 cm x 2.0 cm x 1.4 cm
Radiation tolerance (500 fb−1) 100 kGy and 2× 1014 neq/cm2

Protection features Over-temperature, over-current and under-voltage protection
Control features Remote disabling and status information
Special requirements Stable operation under large and fast load variations
Total number required 1184
Total number including spares 1800

Table 7.3: Specifications for DC-DC converters for the CMS pixel upgrade.

7.2.3 ASIC Development

The semiconductor technology must provide both standard CMOS low-voltage transistors to
realize the driving and control circuitry, as well as the high-voltage tolerant power transis-
tors. While deep-submicron CMOS transistors are known to be relatively radiation-hard, the
radiation tolerance of the high-voltage transistors, which are typically Laterally Diffused MOS
(LDMOS) transistors, has been evaluated in dedicated studies [50]. The Total Ionizing Dose
(TID) can induce threshold shifts and leakage current increase, while fluence induced displace-
ment damage effects include an increase of the transistor on-resistance. A special transistor
design is necessary to make the transistors sufficiently radiation-tolerant for the application in
the CMS Tracker.

Radiation-tolerant buck converter ASICs have been developed in the PH-ESE group of CERN,
using the 0.35 µm I3T80 technology from ON Semiconductor (previously AMIS). The most re-
cent prototype ASIC in this technology is the AMIS4 [51]. This is a fully integrated synchronous
buck converter which includes all required linear regulators, a bandgap reference, adaptic logic
for dead-time handling, as well as measures against Single Event Effects. Protections against
over-current, over-temperature and under-voltage states as well as a soft-start procedure are
implemented and handled via a Finite State Machine. The converter can be switched on and
off remotely and outputs a status signal. The chip is optimized for inductances of 200-500 nH
and switching frequencies of 1-3 MHz. The device is specified to work with input voltages of
up to 10 V, and to deliver output currents of up to 3 A. Currents up to 4 A can be delivered
when the converter is properly cooled (even when the coolant is at room temperature). Based
on the layout of the future AMIS5 chip, it was checked that electro-migration will not be an
issue for currents of 4 A and any realistic chip temperatures. For example, a safety margin in
current density of about 3 is found for a chip temperature of +50 ◦C.

Radiation tests both with protons and x-ray photons have been performed on single transistors
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Figure 7.3: The AC PIX V8 DC-DC converter (left), and a part of the bus board with three
DC-DC converters (one with a prototype shield; the cables coming out of the shield belong to
thermistors), cooling bridges and dummy cooling pipes (right).
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Figure 7.4: Power efficiency of the AC PIX V8 DC-DC converter as function of the input voltage
and output current, for an output voltage of 2.5 V (left) and 3.3 V (right).

and prototype chips. The AMIS4 chip was functioning up to a Total Ionizing Dose of about
1 MGy [51], with an efficiency drop of about 2%. Both single transistors and full chips have
been successfully tested up to fluences of about 1× 1015 neq/cm2. The efficiency was found to
increase slightly with fluence. At the installation position of the DC-DC converters (a radius
of about 20 cm and z ≈ 200 cm) a TID of about 100 kGy and a fluence of 2× 1014 neq/cm2 is
expected for a luminosity of 500 fb−1 [52].

In summer 2012, the next version of the chip, AMIS5, will become available. Functional dif-
ferences between AMIS4 and AMIS5 are mainly related to details of the implementation of the
control signal logic (status signal and remote control). AMIS5 will also implement changes to
a certain type of on-chip pre-regulator, to improve the stability of the chip.

7.2.4 DC-DC Converter Development and Performance

The AMIS4 and its predecessor, the AMIS2 [53], were used to develop buck converters tailored
to the application in the CMS pixel detector. In the following, results based on the most recent
prototype converter, AC PIX V8, with the AMIS4 ASIC will be described, unless it is explicitly
stated that results have been obtained with AC PIX V7 converters, which are equipped with
AMIS2. The AMIS2 ASIC is similar to AMIS4, but does not yet implement the safety and
control features. Dead times are fixed and an external 3.3 V supply is required.

In Figure 7.3 the AC PIX V8 converter is shown. The 2-layer PCB is equipped with the AMIS4
chip in a QFN32 package, a custom toroid inductor with a plastic core and an inductance of
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450 nH, and pi-filters at the input and output (L = 12.1 nH, C1 = C2 = 20 µF). The switch-
ing frequency is set to 1.5 MHz and the output voltage is either 3.3 V or 2.5 V. Slightly lower
output voltages of 3.0 and 2.4 V are currently foreseen to be used in the detector. The com-
parison between measurement results of the 3.3 and 2.5 V converters show that a change of
the output voltage by 5-10% will have an insignificant influence on the converter performance.
The converters will be equipped with a shield, which serves three purposes: it reduces radi-
ated magnetic emissions, it segregates noisy parts on the PCB from quiet parts, and it serves
as a cooling contact for the coil. The preferred technology for the shield is a plastic body onto
which a 30 µm thick copper layer is galvanically deposited. The total copper thickness is there-
fore 60 µm. Shields milled out of Aluminium (90 µm thickness) are an alternative. The shield is
connected to ground potential. The footprint of the DC-DC converter is 28 x 16 mm2, and the
height, including shield and connector, amounts to 13 mm.

The power efficiency, Pout/Pin, of the AC PIX V8 converter has been evaluated as a function of
input voltage and load current. As is visible from Figure 7.4, the efficiency for input voltages
of 9-10 V and output currents of 2-3 A, as expected in the pixel application, reaches about 80%
for an output voltage of 2.5 V and about 82% for an output voltage of 3.3 V. The statistical
uncertainty of these measurements are 0.5% (absolute). Only for output currents of well below
1 A efficiencies are significantly lower with values of about 70%, with an uncertainty of 1%
(absolute). All quoted efficiencies have been determined at room temperature. A decrease of
the cooling temperature by 1 K increases the efficiency by about 0.05% (absolute).

Even with optimal PCB and filter design a DC-DC converter will always produce a certain
amount of conductive noise, i.e. noise currents propagating through the cables, due to its
switching nature. Both Differential Mode noise, manifesting itself as voltage ripple, and Com-
mon Mode noise is created. Noise spectra have been measured with a classical EMC set-up: the
noise signal is induced in a magnetic pick-up probe, which is clamped around the power and
ground conductors in the incoming or outgoing cable. The pick-up noise signal is measured
with a spectrum analyzer. A lot of effort has been invested to optimize the PCB layout and
the filter design for low-noise performance [54, 55]. As mentioned above, one function of the
shield is to segregate the “noisy” part of the PCB from sensitive components like the inductor
of the output pi-filter. This is documented in [56, 57].

The flow of large fast-changing currents through the air-core inductor leads to magnetic emis-
sions (radiated noise). The magnetic radiation has been minimized through optimized coil
design, using FE simulations [58]. The remaining field is reduced to a negligible level by the
shield. This can be seen from Figure 7.5, where the emissions with and without shield are
compared for AC PIX V7 converters. For these measurements, the magnetic emissions of the
powered DC-DC converter are scanned with a magnetic probe, in a plane parallel to the PCB,
and at a distance that corresponds to a height of 1.5 mm above the shielding.

Due to its inefficiency of about 20%, the DC-DC converter dissipates heat, which has to be re-
moved by active cooling. The critical components are the ASIC and the inductor. The chip is
glued with heat-conductive glue into its package, and is connected through vias to a large cop-
per ground area on the PCB backside, which will be in contact with a cold surface. The shield
is exploited to cool the inductor. It is filled with cured heat-conductive paste, to ensure that the
inductor transmits its heat to the metal-coated inner surface. By thermal conduction the heat
is then brought through four solder connections from the shield to the backside ground area.
This concept has been studied both with FE simulations and measurements, using an infrared
camera for measurements without shield and thermistors for measurements with shield [57].
For an output current of 3 A, the chip package temperature is about 25 K above the cooling
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Figure 7.5: Magnetic emissions of the AC PIX V7 DC-DC converter, at a distance correspond-
ing to a height of 1.5 mm above the shield. The field component perpendicular to the PCB plane
is presented. The colour-coding shows the voltage induced in a magnetic near field probe. Left:
without shield, right: with a plastic shield coated with a 30 µm thick copper layer (60 µm in
total). Both measurements have been performed with an input voltage of 8.5 V and an output
voltage of 2.5 V.

temperature. Without the shield, the inductor temperature was rising to temperatures of up to
70 K above the cooling temperature, for an output current of 3 A. Under the same condition,
but with the shield in place, the inductor temperature is at most 40 K above the temperature of
the cooling block. Resulting temperatures both for chip and coil are uncritical even for cooling
at room temperature. The over-temperature protection of AMIS5 will set in at 120 ◦C.

The magnetic field tolerance of DC-DC buck converters has been tested in 2008 in a 7 T Nuclear
Magnetic Resonance magnet at Forschungszentrum Jülich, using DC-DC converters both with
an early custom prototype chip (AMIS1) and with commercial chips, with ferrite and air-core
inductors. The efficiency of converters with air-core inductors changed by at most 5%, while
devices with ferrite inductors showed a drastic drop of efficiency by up to 80%. The AMIS5
boards will be tested for magnetic field tolerance in 2013.

7.2.5 Integration of DC-DC Converters

In BPIX and FPIX the same DC-DC converters will be used. In both cases they are located
outside of the sensitive tracking volume, and far away from the sensitive front-end electronics.
The requirements in terms of low-mass and low-noise design are therefore relaxed with respect
to a potential installation close to the front-end chips.

7.2.5.1 Control Communication

The DC-DC converters will require two control lines: one input line for the enable/disable sig-
nal, and an output line with the binary status information (status good or bad). The parallel
PIO ports of the CCU25 ASIC [59] will be used for the control communication. To limit the
number of connections, pairs of converters powering the same modules will be controlled to-
gether. The status signal will be delivered as open-drain, to allow for a wired-OR of the output
signals.
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7.2.5.2 Integration for BPIX

For BPIX the DC-DC converters will be located in segment A of the supply tube (Figure 4.10),
at η ≈ 4 and z = 200− 230 cm.

Up to 13 pairs of DC-DC converters will be plugged to a bus board (Figure 7.3). This 8-layer
PCB with dimensions 488 mm x 40 mm x 1.6 mm will distribute power and control signals for
the DC-DC converters. The bias voltage will also be transmitted through this PCB. The board
will be connected to a 0.5 m long multi-service cable on the far end, and will be plugged to other
power distribution boards at the near end. These boards bring the power from segment A
to segment C, from where it is transmitted via copper cladded aluminium cables of 360 µm
diameter and 1 m length across segment D to each individual pixel module.

Based on the layout of a prototype bus PCB, and with realistic assumptions for the power
boards in segments B/C and the cables in segment D, voltage drops between the DC-DC con-
verters and the pixel modules have been estimated in a DC analysis for an input voltage of
10 V and realistic output currents. Voltage drops on power plus return are typically 600 mV,
with the largest single contribution coming from the wires in segment D. With respect to nom-
inal module input voltages of 1.6 V and 2.2 V, the voltage margin amounts to 150-300 mV for
DC-DC output voltages of 2.4 and 3.0 V.

In the current BPIX system, eight real and one “dummy” CCU are used per half shell, i.e. one
CCU per readout slot, and all CCUs are located in the central slot of the supply tube. The
CCUs will be relocated to the A/B transition regions of their respective readout slots, from
where they will communicate with their DC-DC converters, POHs, DOHs, etc. The control
ring signals between CCUs will be transmitted with a new flexible ring cable.

The geometry of the DC-DC converters, in particular the shape of the shield, has been opti-
mized such that 13 pairs fit into each supply tube slot. CAD studies have shown that the re-
maining volume is sufficient to house all other required services (optical fibers, cooling pipes,
etc.).

The DC-DC bus board will be fixed by four screws to the supply tube. Long holes will allow for
thermal expansion. A heat dissipation of about 30 W is expected from the DC-DC converters
in one supply tube slot. The CO2 cooling pipes, which are routed from the end flanges to the
pixel detector through the supply tube slots, will be used for cooling of the DC-DC converters.
In fact, the heat from both DC-DC converters and opto-hybrids is used to pre-heat the CO2
liquid, such that a two-phase flow is created. The DC-DC converters are cooled through their
backside, which will be in contact with aluminum cooling bridges. Each converter is fixed with
two screws to a cooling bridge. One bridge serves one converter pair. The bridges are made
out of two parts. The lower part will be glued precisely to the bus PCB, and will support the
cooling pipe. Once the cooling pipe is in place, the upper parts can be screwed to the lower
parts. Cut-outs in the bridges minimize their mass. To insulate the electrical DC-DC ground
from the cooling system, the cooling bridges will be anodized all around.

7.2.5.3 Integration for FPIX

The DC-DC converters for FPIX will be installed at the inside of the service cylinders (Fig-
ure 1.10), between the end flange and the port cards. Bus boards will carry four pairs of DC-
DC converters, where one pair delivers power to three or four pixel modules. Each bus board
will serve one port card, corresponding to one readout group respectively 1/4th of a half disk.
Twelve bus boards will be required per half cylinder. The voltage margin has been estimated
and is very similar to the BPIX case. From the bus boards, low voltages will be transmitted
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via cables to the port cards, and from there via 75 cm long flexible aluminium readout/power
cables to the pixel modules on the disks.

Bias voltages will be transmitted directly from filtering cards to the port cards and then through
the aluminium readout/power cables to the pixel modules.

Similar to the BPIX case, the CO2 detector cooling loops will be used to cool the DC-DC con-
verters.

7.2.6 Future Developments

During 2012, testing of DC-DC converters with the AMIS4 chip will continue, including e.g.
system tests similar to those described in Section 7.4, tests of the cooling performance and
radiation tolerance. Once the final geometry has been chosen, the production of the shield
and inductor will be transferred to industry. Electrical and thermal tests of fully equipped bus
boards are under preparation. Passive and active thermal cycling of the converters will be done
to test and prove their reliability.

The AMIS5 ASIC will become available in summer 2012. This chip will implement the final
properties, and, if fully functional, would be used in the pixel upgrade. The AMIS5 chip will
have to be tested very carefully, including tests of magnetic field and radiation tolerance. A pre-
series of 200 DC-DC converters of the final design will be produced with the vendors selected
for mass production.

In total, 800 DC-DC converters are required for BPIX and 384 for FPIX. Packaged untested
chips will be delivered to CMS. Converter PCBs will be produced, equipped and tested for
functionality in industry. Further functionality and performance tests as well as thermal cycling
will happen at RWTH Aachen University. The actual mass production is expected to take place
during 2014.

7.3 Power Supply Modification
In their original version the A4603 pixel power supplies are incompatible with the envisioned
DC-DC conversion scheme, due to a limitation of their output voltage to 7 V for the digital part
and 5.8 V for the analog part. However, with a relatively simple and low-cost modification the
existing CAEN A4603 power supplies will be made compatible.

The maximum output voltages will be increased from their current values to 12 V for both
channels. The output voltage will be software-programmable in the range of 8 to 12 V, such that
the conversion ratio for the DC-DC converters can still be adjusted as desired. Stabilization of
the output voltage in the presence of DC-DC converters, which represent a negative-impedance
load for the power supplies, could be difficult, and is not required, as the DC-DC converters
regulate their output voltage themselves. Therefore, after successful tests (Section 7.4), remote
sensing has been dropped in favour of a simple local sensing at the power supply output.
Voltage drops on supply cables will therefore reduce the DC-DC converter input voltages, with
respect to the PS output voltage. All other parameters, in particular the total output power, set
precision, read-back precision and voltage ripple, will stay as they are.

The modification includes the exchange of components on the motherboard itself as well as
the exchange of mezzanine cards, followed by firmware upgrades and a recalibration. Nev-
ertheless the modification will be implemented in a modular way, such that the installation of
“modification kits” can be performed at CERN, if required. In total, 66 power supply mod-
ules will be modified. The first four prototypes will be delivered until July 2012. If thorough
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Layer Bias current [mA], −4◦C Bias current [mA], −2◦C
Layer 1 8.1 10.0
Layer 2 7.4 9.1
Layer 3 6.1 7.5
Layer 4 5.0 6.1

Table 7.4: Estimates for the current per power supply bias channel at two different sensor
temperatures, for the four barrel layers. An integrated luminosity of 250 fb−1 is assumed.

tests are successful, the modification kits will be delivered by October 2013, and installed by
the supplier when required by the pixel project. A burn-in of the modified power supplies, i.e.
operation under load for a specific period, likely to be between half-a-day and several days,
depending on the amount of changes required to the motherboard, will be performed. This
can happen in batches, and is expected to be feasible during the available shutdown time.

The safety margin of the power supplies has been estimated, based on previously mentioned
currents per ROC, assuming DC-DC converter output voltages of 2.4-2.5 V and 3.0 V, and using
channel-by-channel calculations of power losses on cables and on the supply tube, as well as
the measured DC-DC converter efficiencies. In the following, all margins are calculated with
respect to the nominal capability (in terms of power or current) of the power supply. For an
analog DC-DC converter output voltage of 2.4 V (2.5 V), the maximum required analog power
of any power supply is 28.7 W (30.1 W), while the available analog power per power supply
is 40 W. This corresponds to a safety margin of 28% (25%). The optimal value for the analog
voltage can only be decided once voltage drops on the supply tube are known with more pre-
cision. For the digital power, the maximal required power of any power supply is 57.3 W and
61.8 W for instantaneous luminosities of 2.0 and 2.5× 1034 cm−2 s−1, respectively. Compared
to the available 90 W per power supply, this corresponds to safety margins of 36% and 31%, re-
spectively. The calculation behind these margins is very detailed, but it includes assumptions,
simplifications and extrapolations. Uncertainties arise e.g. from the DC-DC efficiency, supply
tube voltage drops, power consumption of the future chip, irradiation effects on DC-DC con-
verters and the ROC, dependence of the hit rate on center-of-mass energy, and a potential beam
displacement. Critical parameters have been varied individually within their uncertainty and
the effect on the margins has been determined. Typically the margins change by a couple of
per cent.

The currents per power supply bias channel have been calculated as well, taking into account
the connectivity of modules to bias channels. Per channel, 20 mA can be supplied. Required
currents per channel are shown in Table 7.4 for all layers, for an integrated luminosity of
250 fb−1 and two typical sensor temperatures. The exchange of the innermost layer is cur-
rently foreseen after 250 fb−1. Operation up to 250 fb−1 is possible with a safety margin of 50%
or better (depending on the sensor temperature). Operation up to 500 fb−1, with twice the bias
currents required, is possible with a safety margin of 19%, if a sensor temperature of −4 ◦C can
be reached. The safety margin of layer 2 amounts to 26% and 9% for 500 fb−1 and temperatures
of −4 ◦C and −2 ◦C, respectively.

A number of additional (modified) power supplies will be ordered, to allow for system tests
and commissioning of new detector components to be performed in parallel to the operation
of the current pixel detector during 2014-2016. Modified power supplies could in principle be
down-graded and then be used again in the current detector, if spares are needed during that
period.
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7.3.1 Further developments

While detailed calculations based on the input data available to-date show that the modified
A4603 power supplies can be used up to LS3, as detailed above, a number of further studies
and projects have been launched, aiming at either decreasing the power consumption or at in-
creasing the capabilities of the power system. If successful, these measures would be beneficial
if the luminosity increases faster than currently projected, or if LS3 would be delayed. In the
following, some of these projects are outlined.

• Slow control of the power supply output voltage. The DC-DC chip foundry does
not recommend permanent operation with voltages above 10 V, but the application
of voltages up to 12 V for short periods will not do any harm to the DC-DC chip.
Currently in all estimates the power supply output voltage is chosen such that the
maximum DC-DC converter input voltage does not surpass 10 V even for zero cur-
rent. Consequently for realistic currents the digital voltage will be somewhat lower
than 10 V, due to voltage drops over the supply cables. The sense wires could be used
to measure the input voltage of the DC-DC converter, and this information could be
used to adjust the power supply output voltage such that the voltage drop is com-
pensated. This would increase the safety margin on the digital power by about 5%
(relative) for 2.5× 1034 cm−2 s−1.

• Shielding of the power supplies. The power supply output power is currently lim-
ited by the requirement of compatibility with the substantial magnetic fringe fields
present at the location of the power supply racks. For a magnetic field below about
50 mT, a more efficient material could be used in the transformer core. Previous
shielding campaigns for the tracker cooling plant motors indicate that the magnetic
field can be reduced to below that level by local shielding.

• Installation of additional cables. The possibility to install and connect a limited num-
ber (at most 16) of additional pixel multi-service cables is being studied. The advan-
tage of this measure would be two-fold: the pixel modules could be distributed onto
more cables, and these cables plus their corresponding power supplies could be laid
out for a higher bias voltage (e.g. 1000 V), to provide full depletion up to higher
fluences. While details are complex and have to be worked out, these cables will
have to be pulled already during LS1. It has therefore been decided to prepare for
this, irrespective of the future decision on the actual usage of these cables.

• Operation of pixel multi-service cables up to 1000 V. Tests will be carried out on
spare cables to understand if they could be operated up to, for example, 1000 V.
Both the trip limit (loss of insulation) and a potential degradation should be studied.
If successful, tests should be repeated on irradiated cables. A similar program is
underway for the outer tracker.

• Development of new power supplies. As detailed above, the power supply system
is expected to work up to an instantaneous luminosity of 2.5× 1034 cm−2 s−1 with a
safety margin of about 30%, a number that is considered sufficient to accommodate
the uncertainties in the power calculations. However, as of today, the date of LS3
is not fixed, and the luminosity projection up to LS3 is uncertain. A larger instan-
taneous luminosity and therefore a reduction of the safety margin in late Phase-1
cannot be excluded. New, and more powerful, power supplies will increase con-
siderably the margin of the power system. They will also allow the provision of a
higher bias voltage. Given the long development time of new power supplies, es-
timated to be five to six years, including specification, qualification, ordering and
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production, the development of these devices has to start already now. New power
supplies are also required for the “Phase-2 pixel detector”, a completely new device
to be installed in LS3. The specification of the new power supplies should therefore
be compatible with both the Phase-1 and Phase-2 pixel requirements. The specifica-
tion of these new power supplies has started, but several key parameters for Phase-2
(such as the future pixel size) are not yet fixed. The new power supplies could be
available already in LS2, and will in any case be available well before LS3.

Since an operation with bias voltages of up to 1000 V is desired and could be made possible
by several of the above described measures, this has already to be taken into account for the
design of components that carry the bias voltage, both on the supply tube and the modules. It
has to be noted that an increase of the bias voltage from the nominal maximum value of 600 V
up to e.g. 1000 V would lead to a slight increase of the bias currents.

7.4 Power System Tests
7.4.1 Pixel Module Noise with DC-DC Converters

The noise spectra of DC-DC converters have been measured with a classical EMC set-up, which
allows for comparison and optimization of the converters. However, only system tests with real
pixel detector modules can tell if the performance of the detector would be compromised by
the use of DC-DC converters. Since pixel modules with the new ROC are not available yet,
all system tests have been performed with present pixel modules, which are, however, very
similar to the future ones.

Present barrel pixel modules with 16 ROCs have been powered with AC PIX V8 DC-DC con-
verters, based on the AMIS4 ASIC, which provided the required 3.3 V and 2.5 V. The DC-DC
converters were plugged to a prototype bus board and connected to the pixel module with 1 m
long aluminium power cable prototypes, as foreseen for the final detector. A CAEN A4603
power supply with the original back-board was used to power the DC-DC converters. The PS
was modified such that it can deliver the required input voltages for the DC-DC converters
when operated with a voltage divider on the sense line. The connection between the power
supply and the DC-DC converters was realized with an original multi-service cable of 40 m
length. A USB-based lab readout board, as routinely used for module qualification, served
as data acquisition system. The “PSI46 expert” software was used to program the DACs, to
perform standard detector calibration procedures, and to read out the data. A threshold scan
was performed, and the S-curve of each pixel was fit with an error function to determine its
width, as a measure of the pixel noise. Arrangements with one or two pixel modules and up
to eight DC-DC converters (corresponding to four pairs) were studied. In measurements with
two pixel modules, these were powered either both from the same pair of DC-DC convert-
ers, or each from its own pair. All measurements are compared with measurements in which
the modules were powered conventionally, i.e. directly from the A4603 power supply. Up to
now, no significant increase of the module noise was observed. Figure 7.6 shows the result-
ing histograms (black curves) for a measurement with two modules and four pairs of DC-DC
converters, of which one pair was used to power the two modules. The noise amounts to
157.0 electrons without (left plot) and 157.2 electrons with (right plot) DC-DC converters. The
difference is not significant. This is the largest set-up studied so far.

To simulate the situation when the DC-DC converters are connected to several modules and
operate under full load, an additional constant load of 2 A is connected in parallel to the mod-
ules and also to the other digital voltage lines. As visible from the red curves in Figure 7.6, also
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Figure 7.6: Distributions of the noise (width of the S-curve) of all pixels of one pixel module,
in an arrangement with eight DC-DC converters, from which one pair was used to power two
pixel modules. Measurements have been performed without (left) and with (right) DC-DC
converters, for the following four cases: no additional load (black); an additional constant load
of 2A on each digital line (red); a variable load as expected due to orbit gaps on each digital
line (blue); and a variable load corresponding to an inverted orbit gap pattern on each digital
line (pink).

in this case no negative effect due to the powering via DC-DC converters is observed.

Several tests were performed with AC PIX V7 DC-DC converters with AMIS2 ASICs.

The effect of the converter’s switching frequency has been investigated. While per default the
switching frequency of AC PIX V7 is 1.3 MHz, it has been varied between 1.0 and 3.0 MHz, i.e.
over the whole accessible range. The difference in the mean of the noise histograms is below
1%.

To simulate a potential low impedance AC connection between pixel modules and DC-DC con-
verters due to e.g. carbon fiber support structures, which could alter in particular the Common
Mode noise path, the components were arranged on a large solid copper support plane. The
AC coupling to this plane did not lead to any negative effect.

System tests have also been performed with an FPIX panel, comprising 21 ROCs, and AC PIX V7
DC-DC converters on an independent set-up. Again, the noise behaviour of the panel was not
compromised.

7.4.2 System Tests with LHC Time Structure

The same set-up was used to investigate a potential effect due to the time structure of the LHC
beam: every 89 µs there is a 3 µs long so-called abort gap, which allows the beam to be dumped.
Due to the sparsified readout scheme of the PSI46 ROC the corresponding drop in digital ac-
tivity leads to large and fast load changes. The current drawn from the digital converter drops
within a few bunch cycle periods by up to 1 A for 2× 1034 cm−2s−1. An active load was used
to mimic fast load changes, both with the orbit gap pattern and with its opposite, i.e. assuming
just a few filled bunches. A load switching between 2.0 A and 0.0 A was connected in paral-
lel to the pixel modules and also to all other digital voltage lines, and the pixel modules were
powered either conventionally or with AC PIX V8 DC-DC converters. As visible from the blue
and pink curves in Figure 7.6, the pixel noise is much less affected when the module is powered
from DC-DC converters. The DC-DC converters’ regulation and additional filters present on
the DC-DC converters contribute to the stability of the power supply chain.



144 Chapter 7. The Power System

7.4.3 Remote versus Local Sensing

The remote sensing technique is currently used to compensate for large voltage drops over
the supply cables, to ensure that the correct voltage is applied to the pixel modules. Since the
DC-DC converters, located relatively close to the pixel modules, provide a (locally) regulated
output voltage, this is not required anymore. Due to the negative impedance characteristics of
DC-DC converters, remote sensing could even lead to instabilities. Tests have been performed
to compare the system behaviour with remote sensing, as realized in all measurements pre-
sented so far, to local sensing directly at the power supply. The same set-up as described above
was used. Sensing was either performed at the input of the AC PIX V8 DC-DC converters,
or at the back of the power supply. No significant differences between the means of the noise
histograms were observed, even with a dynamic load with LHC-like time structure. The sense
lines, which cannot be removed from the cables anyway, can still be used to measure the volt-
ages at the supply tube. This measurement will happen inside the power supplies, to which
these wires will still be connected.

7.4.4 Future Tests

Several further tests are under preparation. These include:

• tests with more pixel modules;

• operation of DC-DC converters at lower temperatures;

• system tests with more advanced prototypes of the bus board;

• studies of the power distribution in one supply tube channel including the boards
of segments B and C;

• characterization of the cooling properties when using a CO2 cooling system;

• and tests with modified power supplies.

Tests with new pixel modules will be performed as soon as these are available. In the pixel
pilot system (Chapter 10), half of the modules will be powered with DC-DC converters and a
modified power supply. This test will be crucial to investigate and address a potential negative
influence of DC-DC converters at the system level, e.g. via cross-talk. In particular, it will be
verified that the performance of the surrounding strip detector is not compromised.
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Beam Pipe & Early Installation Preparations

To improve the physics performance of the pixel detector in terms of impact parameter reso-
lution and vertex resolution, the first active layer of the Pixel detector will be at 2.9 cm from
the beam line. This distance is not compatible with the diameter of the present central sec-
tion of the beam pipe and a smaller diameter beam pipe has been designed and submitted for
construction.

The smaller beam pipe diameter needs to be balanced against the safe and efficient operation
of the accelerator requiring beam stability with minimum background in the experiment. In
addition, for the safety of the detector, the experimental section of the beam pipe should never
be an aperture limitation for the beam and this should be true for all possible beam conditions
and expected beam optics configurations. Finally, the minimum beam pipe diameter and wall
thickness is also constrained by the mechanical stability under vacuum.

8.1 CMS Beam Pipe System
The CMS beam pipe spans over ±18 m from the interaction point to both ends of the experi-
mental cavern. It is segmented into a central section and 4 sections on each end. The central
section is 6.2 m long and consists of a cylindrical part of 3.8 m length with conical ends. The
present cylindrical piece has an inner diameter of 58 mm and is made out of 0.8 mm thick beryl-
lium, while the conical parts are made out of stainless steel also 0.8 mm thick. The design of
the CMS beam pipe system and especially the central section has been the subject of extensive
studies leading to the conclusion that a cylindrical central part followed by a conical section at
each end is the most favorable in terms of reducing backgrounds since it minimizes the solid
angle with heavy material as seen by particles produced at the IP [60], [61], [62]. The conical
section of the present central portion of the beam pipe starts at ±1.9 m and follows the η = 4.9
cone, it extends into the end-cap portion of the pipe and terminates in a thin window before a
flange at ±10.7 m which couples it to the HF pipe. The HF pipe is almost 3m long, also slightly
conical, varying in diameter from 170 mm to 208 mm and is constructed from 1.2 mm thick
stainless steel. It terminates in a thin window flange which carries 3 ion pumps and reduces
the inner diameter to 58 mm, for coupling to the CASTOR-T2 (CT2) pipe. This cylindrical pipe
again terminates in a flange and bellow system, which couples it to the cylindrical, stainless
steel forward pipe, 2.4 m long, which terminates at the junction to the TAS absorber at 18 m.
The schematic of the present as well as the final drawings of the future beam pipe can be seen
in Figure 8.1

The main features of the CMS beam pipe system are:

• The Be central section which presents minimal material to particles emerging from
the interaction point.

145
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Thursday, 5 May 2011

Figure 8.2: Sketch of the new (top) and old (bottom) beam pipe. For the new pipe notice the
conical part extending to z=1450 mm in order to achieve a smaller diameter on the cylindrical
part of 45 mm.

• The conical outer sections along lines of constant η (allowing the use of stainless
steel while still minimizing background in the muon system).

• The thin reducing window at the end of the endcap pipe.

• The HF and CT2 pipes which allow forward calorimetry up to η =7, external to the
return yoke.

• The placement of pumps and flanges out of the detector acceptance.

The radius and thickness of the central beryllium section are important parameters affecting
the physics performance of the CMS tracking system. The impact parameter resolution and
vertex resolution could be substantially improved by a re-designed pixel tracker, which has an
additional fourth tracking layer within the limited space between the beam pipe and the strip
tracker, ensuring also that the first measured point, given by the radius of the first layer, is as
close to the beam line as possible. The support system proposed for the upgraded pixel tracker,
would allow such a 4-layer system to be installed, but with installation tolerances so small as to
pose a substantial risk. Reduced risk and better performance can be obtained if the beam pipe
radius can be reduced. This requirement has to be balanced against assuring safe and efficient
operation of the accelerator and minimizing background in the experiment.

8.2 New Central Beam Pipe Design
8.2.1 Design Constraints

As already pointed out, the main reason to change the beam pipe design is to allow a new Pixel
detector to be mounted closer to the interaction point. This can only be achieved by reducing
the outer diameter of the cylindrical part of the beam pipe (see Figure 8.2).

As the new Pixel detector features the innermost barrel layer at 29 mm from the beam line,
taking into account mechanical tolerances and the 2 mm ”stay clear” region for ease of installa-
tion and adjustments, the outer diameter of the cylindrical part of the beam pipe cannot exceed
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45 mm. A certain number of mechanical and physical characteristics of the old beam pipe
design need to be maintained:

• The overall length of 6240 mm

• the longitudinal extension of the pure Beryllium section of the beam pipe (length =
3804 mm)

• the cone angle of the conical section (current η value of 4.9).

• the support position at +/- 1630 mm

With all these constraints in mind, the new beam pipe is defined by simply extending the con-
ical part following the η=4.9 line closer to the center until the cylindrical part can start with an
outer diameter of 45 mm. The transition from conical to cylindrical now occurs at z=1457 mm
from IP. As a consequence, the inner conical section already starts within the pure Beryllium
part of the beam pipe and the support at z=1630 mm finds itself in the conical part. The only
other parameters left free for optimization are the inner radius of the cylindrical part for a
length now of 2915 mm and the material to be used for the outer conical part. Consequently, a
study was carried out by which the minimal inner radius of the beam pipe was determined to
be 21.7 mm with a wall thickness of 0.8 mm (see Section 8.2.3 for further details).

8.2.2 Choice of Materials

For the choice of the beam pipe material for the outer conical part, three options were inves-
tigated. The first option is to keep the material unchanged by using Stainless Steel as was
done for the current beam pipe design. Secondly, two other alloys were considered, type 2219
Aluminum ( 93%) and Aluminum/Beryllium composite (AlBeMet R© [63]).

The Stainless Steel option was discarded, since this material is heavy, it gets easily activated
and in addition, some of its isotopes have a rather long half-life. As a consequence, significant
effort would be required to shield the Stainless Steel pipe during opening and maintenance
of the detector, a feature which is not in accordance with the ALARA principle for radiation
protection. Aluminum (type 2219) on the other hand, although easily activated as well, results
in radioactive isotopes with short half-lives and, just after one month cool down period, the
activation level drops by about a factor of three. Aluminum beam pipes are widely used in the
LHC experimental areas and present very little technical risks.

Finally, the AlBeMet R© composite performs best in terms of activation and material density,
since 62% of this alloy is made of pure Beryllium and in addition its mechanical properties
are nearly as favourable as the Aluminum alloy type 2219. However, in spite of these obvious
advantages, not a lot of experience exists with beam pipes built out of this material, it has never
been used for LHC experimental beam pipes and in fact only short pipes have ever been built
with it (at DESY). AlBeMet R© is very brittle and some of its properties, such as notch sensitivity,
are not very well known. Technical and schedule risks were considered higher for AlBeMet R©
with respect to Aluminum and it comes at a substantial higher cost. All of these facts were
considered during the CMS central beam pipe Engineering Design Review (EDR held at CERN
on March 5th 2012) and resulted in the recommendation of using Aluminum as material of
choice for the external conical part, 1630 mm support collars and end flanges.

However the committee recognized the future potential of AlBeMet R© (for instance in rebuild-
ing the stainless steel, conical end cap beam pipe sections in CMS using a material less sus-
ceptible to activation) and suggested that a R&D program for future AlBeMet R© beam pipes
should be started soon in collaboration with the CERN-TE department.
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8.2.3 Beam Pipe Support Structure

The central beam pipe is attached to the Tracker structure by means of a pair of 4 stainless steel
wires (two vertical and two horizontal). The attachment points are located 1630 mm away from
the interaction point, resulting in a span of 3260 mm.

Since with the new design of the beam pipe the attachment points now fall on the conical part of
the pipe, the design features a short cylindrical section (width = 12 mm) around these points to
allow for the needed support adjustments and slack. It is planned to redesign these supports,
moving away from Stainless Steel clamps to Aluminum in order to significantly reduce the
amount of material. The detail design should take into account not only the primary function
of supporting the beam pipe without introducing stress to the structure, but also the need to
maximize clearances to the Barrel and Forward detectors during the insertion and removal
processes.

8.3 Central Beam Pipe Tolerances and Aperture Calculations
The required beam aperture determines the theoretically minimum inner diameter for any new
beam pipe. During injection the beam occupies the largest aperture in the vertical plane and in
case of an asynchronous beam dump the beam is largest in the horizontal plane. The dimen-
sion of the beam pipe must be chosen such that, taking into account all possible mechanical
tolerances of the beam pipe, all installation tolerances and all possible movements of the pipe
during operation, the wall of the pipe can never approach the beam closer than the limiting
distance required by the beam aperture. As a prudent precaution for the safety of the detector,
no element of the beam-pipe within it should have a smaller aperture than the closest machine
element to the interaction region, which in the CMS case is the TAS absorber, situated at 18 m
and having an inner radius of 18 mm.

During the design of the LHC experimental beam pipes currently installed, conservative aper-
ture estimates lead to the request for a ”stay-clear” cylinder of 14 mm radius around the nom-
inal beam line close to the interaction point. The following mechanical factors have been con-
sidered to contribute to limiting the practicably achievable minimum inner pipe radius, such
that the ”stay-clear” cylinder is always contained within the physical pipe:

• Construction tolerances causing the pipe radius to be less than nominal.

• Mechanical sagging of the pipe between supports.

• The precision with which the pipe can be surveyed into place.

• Time-dependent movements of the beam pipe supports (attached through the Tracker,
Tracker support and barrel Hadron Calorimeter to the central yoke wheel). These
may be caused by displacements of the whole cavern with respect to the plane of the
LHC machine, settling or flattening of the central yoke wheel, or distortions due to
the magnetic field.

In Table 8.1 the original estimates of these mechanical contributions are compared with the
values or upper limits inferred from measurements of the installed system.

As it can be seen from the final linear sum of the tolerances, there are significant improvements
in minimizing the uncertainty of the beam pipe envelope with respect to the ideal beam line
believed to be achievable for the new beam pipe. This in turn allows to significantly lower the
limit on the minimum diameter of the cylindrical portion of the pipe (see next paragraph).

Major improvements in being able to better constraint the final tolerances come from:
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Quantity 2005 after LS1 after LS1 +1 year after LS1 + 3 years Comments
Construction
tolerances
(circularity)

2.6 mm 0.4 mm 0.4 mm 0.4 mm Deviation from
circular cross-
section at any
point

Concentricity
tolerances,
including
sag between
supports

2.2 mm 0.75 mm 0.75 mm 0.75 mm Deviation from
ideal cylinder
axis in the cylin-
drical region of ±
1.45 m

Installation
alignment
to beam line
and/or TAS

2.6 mm 1.6 mm 1.6 mm 1.6 mm Survey esti-
mate based on
as-achievement

Quad fiducials
to beam line
uncertainty

0.0 mm 0.5 mm 0.5 mm 0.5 mm Only if align-
ment with beam
line. Possibly
time-dependent.

Load transfer 0.0 mm 0.2 mm 0.2 mm 0.2 mm Measured limit
Field induced
yoke move-
ment

1.2 mm 0.5 mm 0.5 mm 0.5 mm 2011 results from
Nuclear interac-
tion tomography

YB0 yoke dis-
tortion

1.4 mm 0.2 mm 0.6 mm From survey and
Nuclear interac-
tion tomography

Cavern and
YB0 yoke
movements

5.0 mm 0.5 mm 1.5 mm From survey as
measured, over
last 2 years, pro-
jected to 1 year or
3 years

Tolerances
Linear Sum

15.0 mm 3.95 mm 4.65 mm 6.05 mm

Table 8.1: Quantities contributing to the total tolerance.
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1. Measurements made on the present as-built pipe, confirming the excellent quality control
of the processes critical for the final mechanical precision achieved by the manufacturing
company (first 2 quantities). These values are part of the tolerances requested and ac-
cepted for the new beam pipe.

2. Better estimate based on as-achieved alignment of the various survey elements and refer-
ence frames, leading to a very good precision in the final position of the beam pipe itself
(3rd quantity).

3. Precise measurement of the beam pipe movement with and without magnetic field by
means of nuclear interaction tomography [64] allowed to reduce significantly the toler-
ance for magnetic field induced movement of the YB0 yoke (hence of the beam pipe).

4. Finally many measurements were taken during the last few years in order to establish the
variation of the cavern floor and YB0 yoke relative to the beam line. These measurements
show a stabilizing effect with time of the cavern floor position under the heavy load of
the YB0 yoke. However, not enough time has passed since the lowering of YB0 (Febru-
ary 2007) and it is conservatively assumed here that there will still be some stabilization
ongoing at the level of 0.5 mm per year.

It is important to note that the last 2 quantities (”YB0 yoke distortion” and ”Cavern and YB0
yoke movements”) are considered to be time dependent. Both can be monitored either by
the use of nuclear interaction tomography and/or by direct survey during normal operation
periods. These quantities could then be reset to zero if so deemed necessary, providing enough
time is granted to access the beam pipe support elements inside the YB0 yoke. As no such time
is presently foreseen during the three years following the end of LS1, the last value of 6.05 mm
is considered as input for the final aperture calculations.

8.3.1 Aperture Calculations

New aperture calculations were made by machine experts in order to establish whether the
smaller diameter central beam pipe section would still be compatible with safe and stable beam
operation for various machine optics and energies. Relevant inputs to the aperture calculations
are:

1. The final value of 6.05 mm as the linear sum of the tolerances for the position of the beam
pipe with respect to the ideal beam line. Since no intervention is foreseen between LS1
and LS2, the LS1+3 years value is considered.

2. ”Stay clear” region of 14.00 mm around the beam. This quantity is to be added to the
6.05 mm linear sum of the tolerances already presented from the LS1+3 years column of
Table 8.1.

3. New beam pipe radius in the central cylindrical section is assumed to be 21.7 mm.

4. Closed orbit tolerance of 4 mm at nominal injection energy and optics (170 µrad crossing
angle, 2 mm beams separation and 3.75 µm nominal normalized transverse emittance)

5. Beta-beating of 20%.

The output of the aperture calculation is a quantity called n1 defined as the largest setting in
sigma of primary collimators such that the local aperture is protected from secondary halo [65].
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Injection (450 GeV) Flat top (7 TeV)
Central beam pipe radius (mm) 29 21.7 29 21.7
Tolerances (mm) 11 6.55 11 6.55
n1 (σ) at IP5 26.4 19.8 567 454

Table 8.2: Results of the aperture calculations for the new beam pipe. For the aperture calcu-
lation represented in this table, the tolerance used was 6.55. It turned out later that indeed we
can have 6.05 mm instead due to a better understanding of our survey data.
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Figure 8.3: Aperture calculations at injection in n1 (sigma) for the new central beam pipe radius
of 21.7 mm and new tolerances from Table 8.1 (green) compared with the old beam pipe and
tolerances (blue).

Taking into account also operational margins, the primary aperture of the LHC needs to stay at
n1 >7.0. This value of n1 is the criterion for the geometrical acceptance for all elements in the
ring. Details about the aperture calculations are summarized in table 8.2.

From this point of view, the most stringent conditions are at injection energy and optics as
the beam size is larger and still un-squeezed at the IP. Figure 8.3 shows the results of the n1
calculation for the new beam pipe design with new tolerances as compared to the old design
and old tolerances both at injection. It can be seen how the new design is still well within the
geometrical limits having an n1 value around 20 σ. Outside the central region the old and new
CMS beam pipe system coincides and the closest aperture limit is at ±16.4 m from the IP in the
bellow module transition between the forward and CT2 sections of the pipe.

Special considerations should be made for the very high β? optics conditions (i.e. greater than a
kilometer). In these conditions the reduced central section of the pipe may become an aperture
limitation.

Although not clear to what extent the high beta-star scenario will be pursued during the future
LHC physics program, the agreed solution consists in ensuring that, for the duration of this
specific program, the central beam pipe position stays at all time in the shadow of the TAS.
As the TAS inner radius is 18 mm, taking into account the 14 mm ”stay clear” region, this



8.4. Beam Background Simulations 153

Figure 8.4: Fluka simulation of a beam-gas interaction coming from the right end side of the
CMS long straight section. On the left (a) the resulting shower profile in the pixel and silicon
strip tracker region opening up in the magnetic field toward the left side. On the right (b) the
radial profile at three Z locations in the region covered by the Pixel detector. A cut-off of 9 cm
is clearly evident.

implies that the total uncertainty in the position of the central beam pipe should stay below
4 mm. From Table 8.1 it can be seen that this is guaranteed at time = 0 from the last survey
and adjustment of the beam pipe (for example just after LS1). High beta-star operation of the
machine is then possible with no limitation in its value, providing enough time is granted to
survey and possibly re-adjust the position of the central pipe.

8.4 Beam Background Simulations
During 2010-2011 data taking periods, extensive studies were made on the impact of machine
induced background events in CMS. One important aspect of the new beam pipe is the measure
of its impact on the machine induced background events showering the central portion of the
detector.

Machine Induced Background events (MIB) were simulated in the LHC detectors focusing on
two main sources: tertiary beam halo and beam-gas interactions. Particle fluxes originating
from these operational beam losses were calculated with the MARS15 [66] code (later also with
FLUKA [67]) and presented at the entrance to the ATLAS and CMS experimental halls (about
22 m from IP). It is found that background rates in detector subsystems strongly depend on the
origin of MIB, particle energy and type. Using this source term, instantaneous and integrated
loads on the detectors and impact on the detector performance can be further derived. The
latter was done for CMS using both GEANT4 [68], [69] (with the standard CMSSW based full
detector simulation) and FLUKA (which uses a somewhat simplified version of the CMS ge-
ometry) simulation codes. Material and shape of the central section of the pipe have an impact
on how the MIB events are seen by the CMS detectors close to the beam line (mainly Pixel,
inner portion of the silicon strip tracker, HF, BCM1 and PLT).

Figure 8.4(a) shows the hit density released on the inner portion of the CMS detector as a result
of a primary beam-gas interaction along the LSS5.

As primary beam-gas events further interact along their path toward CMS (coming from the
right in Figure 8.4(a)), they enter the detector region still well collimated and open up in the
presence of the magnetic field reaching higher radii when exiting the detector. In the pixel re-
gion these events are well confined below a radius of about 8-9 cm (Figure 8.4(b)). Of relevance
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Figure 8.5: GEANT simulation of hit density in proximity of CMS for events where primary
beam-gas interaction occurred along LSS5. As expected, the highest values are found at the
end of the conical section of the pipe between 200 mm and 250 mm from IP5.

for CMS in this context are mostly beam-gas events interacting with the beam-pipe and beam-
pipe elements in the proximity of the interaction region, hence superimposing to the innermost
detectors showering particles to the normal p-p interaction products originated from the IP.
Especially for the Pixel, these extra particles, being almost parallel to the silicon modules, may
leave a large number of hits and, if the event is triggered at L1, causing at present sizeable
dead-time for the experiment (long time to readout and clear). Figure 8.5 shows the interaction
map for events which primary beam-gas interaction occurred along LSS5. As can be seen from
the colored density map, the beam pipe material is a source of many of these interactions and
in particular the region where from conical it becomes cylindrical at around 2 m from the IP
which scores the highest density in the map.

The shape and mostly the material in the conical section of the of the beam pipe plays a ma-
jor role in determining the amount of showering particles from beam-gas interactions which
eventually make their way in the inner region of the CMS detector.

8.4.1 Geant4-based Simulations

The effect of replacing the stainless steel conical part of the CMS beam pipe by either AlBeMet R©
or Aluminum components was tested using beam-gas Monte-Carlo samples (beam gas events
coming from 3.5 TeV proton beams) recently generated with FLUKA.

The new beam pipe geometry was described in the Geant4-based simulation with the option of
0.8 mm AlBeMet R© or 1.2 mm thick Aluminum for the conical parts extending beyond 1900 mm
from the IP, while the Pixel detector description stays the same (present Pixel). These samples
were passed into CMS Geant4-based simulation, and the resulting activity in the Pixel was
measured for the different pipe configurations and materials.

It is evident from the results of Figure 8.6 that there is a substantial gain in the new beam
pipe when using AlBeMet R©instead of stainless steel in terms of total number of clusters (Fig-
ure 8.6(a)) and cluster density at lower radii (Figure 8.6(b)).
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Figure 8.6: GEANT simulation of the whole Pixel cluster multiplicity (a) and radial cluster
distribution in the forward disks (b) as result of beam-gas interactions for Beam 1. Here the
new pipe is assumed to be with AlBeMet R©.

Beam-gas induced clusters (RECO) based on 4M events AlBeMet R© Aluminum
Events with >1 Pixel cluster 0.89 0.95
Events with >100 Pixel clusters 0.65 0.72

Table 8.3: Beam-gas induced Pixel clusters for the AlBeMet R© and Aluminum options as com-
pared to Stainless Steel.

At the simulation level, when comparing Aluminum and AlBeMet R© to stainless steel, one
observes 60% less hits in the pixel barrel layers, and 40% less in the forward disks.

As mentioned previously (Figure 8.5) most of the beam-gas induced hits in the pixel volume
come from interactions with the central beam pipe; as the new materials have a much lower
density, it is not surprising to observe a lower activity in the pixels. A further positive effect
shown here is the pronounced reduction of resulting hits at low radii (i.e. with the new pipe
the rise to low radii of Figure 8.4(b) is less steep).

These results are confirmed at the reconstruction level. Table 8.3 summarizes the benefit of the
new beam pipe as compared with the old one for both AlBeMet R©and Aluminum. Most rel-
evant is the gain for events leading to high Pixel cluster multiplicities (greater than 100 Pixel
clusters) for which we are expecting a reduction of ∼ 35% and ∼ 30% in the AlBeMet R© and
Aluminum case respectively, leading to the expectation of a substantial reduction on the exper-
iment dead-time for the same beam conditions.

8.4.2 FLUKA-based Simulations

A parallel effort was also launched using the FLUKA based CMS geometry description taking
as inputs the original beam-gas events generated using MARS15. In this case we studied the
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Figure 8.7: Fluka simulation of the hit density for electrons emerging from the interaction of
primary beam-gas events (entering from the right) with detector material for the old beam pipe
(left) and the new aluminum beam pipe (right).

Figure 8.8: Fluka simulation of the electron flux for electrons emerging from the interaction
of primary beam-gas events (entering from the right) with detector material as a function of
radius (left) and Z (right).

effect of the new beam pipe layout and material on beam induced background activity for the
old Pixel and also implemented and studied the new Pixel phase I upgrade geometry.

Results show that while hadron and neutron densities are not affected too much by the change
in beam pipe layout and material, the electron density, which by far dominates the overall
background, does (Figure 8.7). This is explained by reduced electromagnetic showers in the
conical part of the beam pipe due to lighter material. Figure 8.8 shows the electrons flux as a
function of radius and along the beam line for the various cases examined. Notice how, in spite
of the reduced beam pipe radius and innermost layer position of the Pixel detector, the electron
flux is now about a factor of 2 less with respect to the present pipe and larger radial position
of the present Pixel detector. The longitudinal distribution also shows a substantial reduced
electron flux along the Pixel detector coverage.

8.5 Spare beam pipe and strategies
Given the very high cost of the new beam pipe in Be and Aluminum, there will be no purchas-
ing of a spare part. To cope with the unlikely scenario of a damaged or un-usable pipe we are
faced with a few options:

1. Purchase a second identical pipe but entirely in Stainless Steel
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2. Re-use the old 59.6 mm diameter beam pipe

The first option has the advantage of requiring no modification to the new Pixel detector, but
the big disadvantage of having a massive amount of material between the interaction point
and the Pixel detector itself, heavily spoiling the physics performance of the whole CMS detec-
tor. Furthermore in that location stainless steel will soon activate further spoiling our physics
results and it will represent an almost impossible challenge for the management and minimiza-
tion of radiation exposure during maintenance operations.

Although far from optimal, the second option is more favorable but is obviously not compatible
with the present layout of the Pixel detector. Two further options are then possible: either re-
move the innermost layer and continue to use the outer three or prepare a 16 faceted innermost
layer at 39 mm (as described in the Technical Proposal) from the beam line in exchange to the
present 12 faceted layer at 29 mm. The latter seems the best possible solution and provisions
will be made such that the present mechanical design stays compatible with this option.
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Chapter 9

CO2 Cooling

The introduction of CO2 two-phase cooling is a major innovation of the pixel upgrade project,
compared to the C6F14 liquid cooling of the present detector; it greatly contributes to the re-
duction of the passive material in the tracking volume, and hence to the improvement of the
tracking performance.

Evaporative cooling is an appealing technology, in particular for tracking detectors with high
power density, as it provides high cooling efficiency with minimal amount of material. The
choice of CO2 as refrigerant is particularly advantageous, because of its excellent thermo-
dynamical properties, that allow the use of very small pipes, and because of its low density.
In addition CO2 is substantially cheaper than fluorocarbon refrigerants, and has much lower
impact on the environment.

The main aspects of the implementation of CO2 two-phase cooling for the CMS pixel detector
are discussed in this chapter.

9.1 The 2PACL Method
The process design chosen for the CMS pixel cooling system is the 2-Phase Accumulator Con-
trolled Loop (2PACL) [70], originally developed for the AMS Tracker Thermal Control Sys-
tem [71], and later implemented in the LHCb VELO Thermal Control System [72].

This cooling method is characterized by the absence of any active components inside the de-
tector. The process is completely controlled from the cooling plant, that can be located at a
relatively large distance from the detector (ideally in an accessible and radiation-free zone),
while only small-diameter tubing is required inside the detector volume.

The main components of the cooling plant are a vessel, a pump, a heat exchanger and a “pri-
mary” cold source (a chiller, or another circuit in turn cooled by a chiller). A scheme of the
process is shown on the left side of Figure 9.1. The vessel (called accumulator) is used to store a
saturated liquid/vapor mixture of carbon dioxide. The mixture is liquefied in a heat exchanger
(condenser), which is cooled by the primary system. The liquid is then pumped through the
transfer lines up to the detector, where it evaporates inside small tubes (evaporators), and then
returns into the accumulator. Pressure (and temperature) regulation inside the accumulator
sets the evaporation temperature inside the detector.

9.1.1 Thermodynamic Process Details

The right plot of Figure 9.1 illustrates the 2-phase process that the CO2 undergoes inside the
cooling circuit. A pump increases the pressure of sub-cooled CO2 that is sent to the evapo-
rators inside the detector (A-B). On its way to the detector the CO2 liquid is heated up by a
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Figure 9.1: Left: scheme of the 2-PACL process. Right: the 2-PACL thermodynamic cycle.

thermal contact with the returning CO2 vapor mixture (B-C liquid flowing to the detector, E-F
liquid/vapor mixture returning from the detector). At the detector inlet, the CO2 is distributed
to the parallel evaporators by capillaries (C-D), which provide the necessary pressure drop to
reach the onset of evaporation. Inside the detector pipes (the evaporators) the heat is absorbed
from the detector (D-E) and a fraction of the CO2 progressively evaporates. The liquid/vapor
mixture is then transferred back to the cooling plant (E-F) into the accumulator vessel (G),
where the regulation of the process takes place (see below). The CO2 is then liquefied and
sub-cooled by passing through a heat exchanger, the condenser, into which the refrigerant of
the primary circuit circulates in counterflow; after that, the CO2 is ready to be pumped again
into the detector. The primary circuit needs to run typically at a temperature about 10 ◦C lower
than the minimum operating temperature of the CO2 2-PACL.

The element of the system where the process is controlled is the accumulator (G). The volume of
the accumulator is at the same pressure1 as the entire portion of the circuit from the inlet of the
detector (after the capillaries) to the inlet of the condenser. A cooling spiral and a heater inside
the vessel regulate its pressure, and hence the evaporation temperature inside the detector.
In addition, the regulation of the flow of the primary fluid inside the condenser controls the
temperature of the sub-cooled liquid CO2, ensuring correct operation of the pump.

The relatively simple control system, not requiring any active component inside the detector
volume, is a key aspect of the 2-PACL concept, that contributes to maximizing the reliability
and safety of the overall system.

9.1.2 Implementation in Existing Systems

The first CO2 cooling system designed for a particle detector was the AMS system. AMS was
designed to operate on the International Space Station (ISS); operation in space implies de-
manding requirements in terms of robustness and reliability, since access is normally impossi-
ble, maintenance and repair are excluded. The quality required to operate in space can only be
achieved by a very rigorous approach during design, production and qualification. Among the
basic rules, we can list: (i) keep the design as simple as possible, (ii) select components of the
highest quality, with specifications that exceed the operation requirements by ample margins;
(iii) use certified assembly techniques; (iv) perform thorough tests during assembly and on the
complete system, with no tolerance for any defect.

The second CO2 system based on the 2-PACL concept was designed for the LHCb VELO. Part

1In this simplified scheme the pressure drop in the transfer lines and in the evaporators is neglected.
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of this system is inside the vacuum of the LHC machine, and therefore even a microscopic
leak in that part would stop the operation of the LHC. The system was designed using the
same “aerospace quality” as the AMS one, and has now been running for three years without
a slightest problem, and almost without any maintenance.

For the CMS system we plan to use the same approach. Malfunctioning of the cooling system is
likely to generate severe problems to the detector and to the data taking. CMS can be opened for
maintenance at most once per year, and opening is a costly and somewhat risky operation, that
will become in future more and more complicated to manage due to the increased radiation
levels in the cavern. Therefore the approach outlined above, although it implies some cost
increase, is fully justified for CMS.

9.2 The CMS Pixel System
9.2.1 Requirements and Constraints

The cooling system needs to remove the thermal load from the detectors as well as the heat
leaking from ambient to the cold parts of the system. Contributions to the latter are given by
the heat leaks through the insulated pipe bundles between the cooling plant and the detector
and into the cooling station and manifolds. At present, the maximum power estimates are:
6 kW for BPIX, 3 kW for FPIX and 1-2 kW for the heat leak into the pipe bundles. The design
value for the cooling plant targets therefore 15 kW of total cooling capacity, thus providing
ample safety margin.

The CO2 cooling will re-use the copper pipes joining the cooling distribution racks on the cav-
ern balconies with the first patch panel located inside the CMS detector, named “PP1”; such
pipes are now delivering the liquid C6F14 to the present pixel detector. The relatively small
layer (18 mm) of insulation installed around those pipe bundles was designed and qualified
to ensure operation without any condensation for coolant temperatures of −20 ◦C; for lower
temperatures condensation cannot be excluded.

Two operation scenarios define the range of temperatures required for the coolant: the com-
missioning phase and the long-term operation.

During commissioning the detector volume may not be sealed yet, and therefore the operating
temperature has to remain above the ambient dew point, to avoid any condensation. Taking
into account the average dew point of the CMS experimental cavern, a temperature of 15 ◦C is
chosen as upper value of the operation range.

During long-term operation, the silicon sensors need to be kept below −4◦C, to mitigate radi-
ation damage effects. To fulfill such requirement, a coolant temperature of −20 ◦C is chosen
as a lower limit of the operation range, while the on-detector cooling design will ensure a tem-
perature difference sufficiently small between the sensors and the coolant. Such a choice is
compatible with the properties of the insulation of the cooling channels, described above.

The CO2 cooling plant will rely on available services at P5. As cold source, the plant will use the
primary chiller of the C6F14 system. The performance limitations of the fluorocarbon system
have been tested during the end of year technical stop in 2011/2012. Test results showed that
the primary chiller has enough power to cope with the CO2 needs. The upgrade works that
will be executed during the LS1 will be needed only for the improving the present C6F14 system
performances at the present detector.

At the same time, during LS1, consolidation of the dry air and nitrogen plants is planned, to
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increase the flow available to CMS and its auxiliary systems. The planned modifications take
into account the needs of the new CO2 plant.

9.2.2 Cooling Plant Design

As shown in Figure 9.2, the cooling system for the pixel detector upgrade consists of two iden-
tical units. Each unit is designed to provide sufficient cooling power for the entire detector,
i.e. 15 kW. Under normal operating conditions BPIX and FPIX use each a separate unit, but
they can be connected to the same unit in case of need. The two units allow BPIX and FPIX to
operate at different temperatures, if needed, and at the same time the design offers a two-fold
redundancy, which can be useful in case of technical problems, or for maintenance.

Liquid CO2 is pumped to the detector through long transfer lines (Section 9.3), using the cop-
per pipes already installed on the CMS central wheel. Heating or cooling of the accumulator
volume regulates the evaporation temperature at the detector. The plants will be also equipped
with an independent storage system. In this way the volume of the accumulator can be dimen-
sioned to optimize the regulation, while the much larger volume needed to empty the plants is
provided by the additional storage system.

The cooling system delivers a constant flow to the detector. Manual regulation valves are im-
plemented on the main manifolds, to balance the flow in the different cooling lines. Variations
of thermal loads inside the detector can affect the flow balance: if the heat load decreases in a
given line, its flow resistance decreases, hence that line will see a larger flow, and the flow to the
other lines will correspondingly decrease, which may lead to a feedback loop. In order to keep
the balancing stable and independent of variations of the thermal loads inside the detector (e.g.
due to powering/un-powering different parts), each cooling line is equipped with a capillary
at the inlet of the detector. The capillaries provide a pressure drop that is large compared to
the pressure drop variations expected inside the detector, thus making the system stable. The
capillaries will be placed outside the active volume, which offers possibility of access in case of
need, and avoids adding material in the tracking volume.

As mentioned in 9.2.1, the CO2 system will use the primary circuit of the C6F14 system as cold
source, which has proven to be adequate during the performance test.

The control system for the plant process will be developed using PVSS, using the UNICOS
standard developed at CERN, which is the basis for the controls of the LHC and the experi-
ments cryogenics. Based on the experience gained with the prototype plants (described below
in Section 9.2.3) the system will implement all the control functionalities, as well as the moni-
toring of the main cooling plant parameters, which will be transmitted to the Detector Control
System (DCS).

9.2.3 Prototyping Steps

Based on the experience of the CO2 systems of AMS and the LHCb VELO, several prototypes
and small-scale systems have been recently designed, built and operated at CERN. The devel-
opments have been carried out by a CO2 cooling team composed of engineers and technicians
from the Detector Technology Group, the CMS Group and the ATLAS Group of the CERN
Physics Department, and from the Cryogenics Group of the Technology Department.

The first CO2 system that was built is the ”CORA” unit: CO2 Research Apparatus (Figure 9.3).
It is a system aiming at testing and qualifyingof components to be used for the construction
of other cooling plants, and for ”system tests” with detector mock-ups. The plant can provide
a cooling power of 2 kW at −35 ◦C. In the last months the CORA unit has been dedicated
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Figure 9.2: Layout of the Pixel CO2 cooling system.

Figure 9.3: CORA: CO2 Research Apparatus.

to a full-scale test of the CMS transfer lines (discussed in Section 9.5). The system, including
mechanical part and controls, was designed and built with contributions from the whole CO2
team, which holds the responsibility for its operation. The accumulator has been built by an
external company, on a design developed jointly by CERN and NIKHEF.

Based on the CORA design, the 1kW cooling system ”MARCO” (Multipurpose Apparatus for
Research on CO2, shown in Figure 9.4) has been developed and built by the CERN Detector
Technology Group for the IBbeLle experiment, and will be used as a design basis for the ATLAS
Inner B Layer system.
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Figure 9.4: MARCO: Multipurpose Apparatus for Research on CO2. Left: 3d model; Right: the
plant during assembly.

For small-scale testing (modules, etc.), the Detector Technology Group also developed an opti-
mized design for a 100 W unit. Two such units have been built so far, and they are in use in the
LHCb and ATLAS Collaborations. The design is available and easily reproducible.

During the design and construction of these systems a lot of attention and a large effort has
been devoted to identifying and qualifying components that can serve as standards for future
projects: a set of valves, pumps, heat exchangers, filters, etc. have been qualified for CO2
applications and can now be used in systems of different size. A similar concept of standard-
ization has been applied to the control systems, based on UNICOS and PVSS. The design and
construction of the cooling plants for the CMS Pixel Upgrade will be based on those standards.

9.2.4 Construction Plans, Schedule, Resources

9.2.4.1 Construction Plans

Two cooling systems will be built in the context of the Pixel detector upgrade project.

The first system will be installed in the Tracker Integration Facility (TIF), a large clean room in
the Meyrin site, originally built for the integration and commissioning of the CMS Silicon Strip
Tracker. It is foreseen that the final integration and commissioning of the pixel detector will
take place in the TIF.

The TIF cooling system will be half-size compared to the final Pixel system, i.e. it will be
composed of one of the two identical units that form the final system (see again Figure 9.2).
The purpose of this auxiliary system is to perform full-scale cooling tests using detector mock-
ups, hence providing the final validation of the cooling system, and support the commissioning
of the detector before installation. It will then remain as auxiliary setup for any further activity
after detector installation.

As a primary cold source the TIF plant will use the C6F14 cooling system that served the Silicon
Strip Tracker commissioning, connecting either to the chiller or to the fluorocarbon circuit,
depending on the scheme chosen for the P5 system. The chiller currently installed can support
operation at −30 ◦C, but with limited power. An upgraded chiller will be installed in Autumn
2012 to allow operation with up to 15 kW load, which is the nominal figure for a single cooling
unit. A dry air plant and the rest of the services needed are already available.

The commissioning of the cooling plant will include the fine-tuning of the control system, that
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will be identical to the one for the P5, also implementing the ability to simulate the presence of
the second unit and test the redundancy concept.

The final system for P5 will be installed after the commissioning of the TIF system. Details of
the services needed and of the installation sequence are discussed later in this chapter.

9.2.4.2 Resources

The construction of the plants will be done at CERN, with contributions from external compa-
nies for some of the assembly tasks and construction of specific components (accumulators). In
addition, external companies will also be employed to support some of the installation work.

The CERN team in charge of the project includes personnel from the CMS and Detector Tech-
nology groups of the Physics Department who have participated in the conception, design,
construction and commissioning of the prototype systems described above in Section 9.2.3. The
team is composed of a core of engineers (4 FTE), along with substantial technical support. The
CERN responsibilities include choice of the cooling plant components, guidelines for the de-
sign, coordination of construction and installation, design and implementation of the controls,
commissioning of the system and interface to the DCS.

The group from IN2P3 Lyon is in charge of the engineering design of the cooling plant, in-
cluding participation in the sizing and choice of components, full 3D modeling of the system
and realization of the construction drawings. The designers will then provide assistance and
supervision for the assembly of the plants.

BPIX and FPIX engineers participate in the cooling plant design process by providing input on
performance requirements, design of the on-detector part of the system, and definition of the
instrumentation for the process monitoring.

9.2.4.3 Schedule

A coarse planning for the construction of the two systems is shown in Figure 9.5.

The design phase for the two systems will be completed by mid 2012 and the procurement of
the components will start as soon as they are fully defined, so that construction can advance
during the last part of the year. The design work is common to the P5 and the TIF systems, and
the procurement of the parts will be done in parallel for both.

The system for the TIF will be built in the second half of 2012, and it is expected to be opera-
tional in early 2013. It will be first thoroughly tested in standalone mode, and then it will be
exploited for full-scale tests with detector mock-ups and realistic power loads. Afterwards it
will remain available to support the detector integration and commissioning.

In 2013, in parallel with the commissioning and operation of the TIF plant, the system for P5
will be assembled, and will be ready by the end of the year. Installation and commissioning at
P5 is planned for the first half of 2014. Given the two-fold modularity of the P5 system, it could
also be considered to build, install and commission the two halves sequentially rather than
in parallel, if that turned out to be more compatible with the overall schedule of the different
activities at P5.

9.3 Design of the Cooling Lines
The current Pixel detector and the outer Strip Tracker are cooled down by a system based on
liquid C6F14, operating at pressures around 3 and 6 bar for the two detectors, respectively. The
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Figure 9.5: Planning for the design, construction, installation and commissioning of the Pixel
CO2 cooling systems.

supply and return lines connecting the cooling plant to the detector are made of 12 mm inner
diameter copper tubes, laid along the CMS central wheel in 2008. Such pipes were qualified by
a pressure test at 20 bar. After qualification, the tubes have been covered by several thousand
cables and optical fibers; replacing them would be an extremely time-consuming and risky
operation. It was therefore chosen to investigate the option of re-using the existing pipes with
CO2, re-qualifying them for higher pressure.

One of the main advantages of evaporative cooling systems is the efficient heat transfer that
the fluid provides while boiling. The design of the system must ensure that the onset of evap-
oration happens before the inlet to the detector, but not too much before, so that the full latent
heat of vaporization can be used for detector cooling. On the other hand, the vapor quality (e.g.
the mass ratio of vapor and liquid) at the exit of a detector loop should never exceed a value
of 0.5-0.6 in order to prevent the ”dryout”, i.e. a significant loss of cooling performance due to
the absence of liquid along the pipe walls.

The rest of this section explains how the transfer lines and the evaporators will be optimized to
guarantee operation in correct thermodynamic conditions.

9.3.1 The Cooling Loops on YB0

The present Pixel detector is cooled with liquid C6F14 at low pressure (3.5 bar). Four bundles
each containing 9 copper pipes with 12 mm inner diameter (two bundles for inlet, two for
outlet) run along the central CMS wheel (YB0, Figure 9.6), bringing the coolant from the cooling
plants to the cryostat region and back (Figure 9.7). Each bundle is insulated with two 9 mm
layers of SpaceLoft R©.

In the new CO2 system, 8 out of 9 pipes will be used in each bundle, 4 for inlet pipes, containing
liquid, and 4 for return pipes, carrying a mixture of liquid and vapor. Three main aspects have
to be addressed to adapt the existing pipes to the new system.

1. The YB0 section of the copper pipes was qualified up to 20 bar after installation in 2007.
With CO2 evaporative cooling the range of operating pressures will be between 20 and 70
bar (the CO2 saturation pressure is 70 bar at 30 ◦C and 20 bar at −20 ◦C). The pipes have
been re-qualified for operation at 70 bar, as reported in Section 9.3.1.1.

2. The cross section of the pipes is large compared to the CO2 flow required to cool down
the detector; that translates to a small fluid velocity, which could cause boiling in the inlet
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Figure 9.6: CMS experimental cavern structures, with YB0 and the magnet cryostat, including
the pipe bundles for the pixel cooling.
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Figure 9.7: The four bundles of cooling pipes serving the Pixel detector.

pipes. If that was the case, higher flow could be obtained by implementing by-passes in
PP1, in order to maintain the design pressure and temperature conditions at the inlet of
the detector.
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Figure 9.8: The test set-up for full cooling loop qualification.

3. The 2PACL system requires that inlet and outlet pipes be at the same temperature. If the
heat transfer inside the bundles is not enough, the section between PP1 and PP0 can be
replaced by new pipework designed to maximize the heat transfer efficiency.

In order to address the issues (2) and (3) mentioned above, a dedicated setup has been built
and appropriate tests are planned, as discussed in Section 9.3.1.2.

9.3.1.1 Qualification for Operation up to 70 Bar

The pipes have been qualified in two steps: (i) reproducibility and single connection strength
for the brazed connections and (ii) deformation under pressure (up to rupture) of an entire
cooling loop with typical geometry.

Several samples of pipe sections brazed together were produced and tested in 2011 with the
same methods and procedures used during the cooling system construction in 2007. Burst
tests with water and tensile tests showed a perfect reproducibility of the results, with a rup-
ture pressure of about 240 bar and a tensile strength of 245 MPa. On top of the destructive
tests, metallographic investigations were performed on some of the samples, showing a full
reproducibility of the qualification criteria issued during installation in 2007 [73].

Once the reproducibility and the maximum sustainable pressure of the joints was verified, a
more complex test set up was built, to evaluate the elastic limit, the deformation range and the
maximum sustainable pressure of a full cooling loop.

The mock-up of the cooling circuit was made of 8 U-shape pipe sections brazed together and
bent with the same tool used during installation in CMS in 2007 (Figure 9.8). The set-up was
about 16 m long, for a volume of 1.84 l. It was fixed to the table with plastic brackets that allow
movements of the pipes. One side of the pipe was equipped with a pressure sensor connected
to an acquisition system and the other side to a manual pump for pressurization.

Water was injected in the pipes while monitoring its pressure and volume, the deformation
of the pipe diameter at various points and the elongation of different pipe segments. Several
cycles were performed, in which water was injected to reach a chosen pressure value, and then
the pressure was released. The change in volume observed in the cycle is shown in Figure 9.9 as
a function of pressure. Permanent deformations of the pipes were detected for pressures higher
than 120 bar, which is therefore identified as the elastic limit. The same analysis based on the
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Figure 9.9: Total volume changes on the pipes after a load cycle.

change in pipe diameter yielded the same result. Up to 195 bar the elongation was found to be
lower than 0.05% for the longest pipe sections. After measuring the elastic limit, the pressure
test was continued up to rupture, which happened at 247 bar.

The results of these tests show that the pipes can be operated safely with the CO2 system at 70
bar, and the necessary certificate was obtained from the CERN Safety Commission [74].

To ensure that the limit of 70 bar cannot be exceeded even in case of accidental overheating
(above 30 ◦C), any section of the piping that can be isolated from the rest of the circuit (including
the detector circuits) will be protected by safety valves or burst disks.

Before operating the system in CMS, each pipe will have to be qualified following the proce-
dures detailed in Section 9.5.

9.3.1.2 Full Scale Piping Test Set-up

A full-scale mock-up of two CMS cooling loops has been built at CERN, in the proximity of the
2 kW CO2 cooling system CORA. On each cooling loop, a dummy heater of 1 kW is mounted
to simulate a part of the detector load. The four pipes (two inlet and two return) are routed
along a wall, reproducing all the height differences, the inclinations and the bending radii that
can be found on the copper pipe bundles at P5. Insulation equivalent to the one present in
YB0 is being installed. An acquisition system with a PVSS interface allows recording pressure
and temperature at different spots along the circuits (see schematics in Fig 9.10), and the flow
is measured by the control system of the cooling plant.

This set-up will be used to measure the performance of the cooling lines in the whole range
of possible operating temperatures and thermal loads, for different values of the coolant flow.
The test will allow to define whether the flow in the transfer lines needs to be larger than in
the detector, in which case by-passes will be implemented in PP1. The test will also provide
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Figure 9.10: The cooling loop full-scale mock-up schematics, with the pressure transmitters
(PT) and temperature sensors (TE) used to monitor the process..

a precise measurement of heat transfer efficiency inside a pipe bundle, which will be used as
input for a possible re-design of the section from PP1 to PP0 (see below in Section 9.3.2).

The test is expected to be completed by Fall 2012. Preliminary results show that the heat trans-
fer between the inlet and outlet pipes is enough to maintain the adequate temperature set point
in a wide range of flow rates around the nominal flow required to operate the detector. The
part list of the TIF system has been defined based on such results.

9.3.2 The Region Inside the CMS Cryostat

While the cooling pipes between the plant and PP1 are buried under a large amount of services,
the lines between PP1 and the detector are relatively easy to access and can be replaced if
needed.

In this section of the cooling lines, the electrical breaks also referred to as “dielectric fittings”
need to be re-qualified for the new CO2 systems. They consist of ceramic couplings that were
designed and tested for the low pressure C6F14 system, and are composed of ceramic and metal,
hence material compatibility with CO2 is not a concern. Following the concept used for the
qualification of the YB0 copper pipes, a representative series of samples will be tested for high-
pressure to assess their suitability for the new system.

On the detector end, special “Lancashire” fittings connect to the detector pipes. These fittings
were chosen as they can be assembled without the use of tools. They contain rubber O-rings
and are therefore not compatible with CO2. They will be replaced by Swagelok VCR fittings.

The pipes themselves are of the same type as the YB0 sections, with smaller diameter and same
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Tubing length [mm] Power [W]
Startup 500 fb−1

Layer Loop Supply BPIX Supply Tube BPIX
Tube S.by HL S.by HL S.by HL

1 1 6965 2242 38 50 39 112 97 170
2 2 6965 4514 38 50 118 174 155 211
3 1 9468 3376 75 99 71 87 80 96
3 4 9468 3381 75 99 87 106 98 117
4 2 7199 4514 39 51 126 141 134 150
4 3 7199 4514 39 51 126 141 134 150

Table 9.1: Barrel Pixel cooling loop design. Lengths and power estimates are given separately
for the pipe sections on the supply tube and those inside the detector. The power consumption
of the detector depends on the instantaneous particle rate, and increases with irradiation: in
order to give the full range of figures, estimates are provided for the detector in standby (S.by)
and operating at high luminosity (HL), at startup and after having collected 500 fb−1.

wall thickness, therefore the re-qualification for high pressure performed for the YB0 pipes
applies here, with larger safety margins. The other aspect to consider is the overall heat ex-
change efficiency between supply and return lines. If the heat exchange inside the YB0 bundles
turns out to be adequate, the pipes between PP1 and PP0 could be reused, replacing only the
Lancashire fittings and possibly the dielectric fittings. If, instead, the heat exchange efficiency
needs to be improved, the pipes between PP1 and PP0 will be replaced by a concentric tube as-
sembly that functions as a heat exchanger. In this case the supply line will be inside the return
line, thereby being isolated from environmental heat input and will be cooled by the two-phase
fluid in the return line to a temperature below the saturation temperature. This assures that the
supply line contains only liquid phase, which is necessary in order to guarantee a correct flow
distribution through the capillaries.

The test described above in Section 9.3.1.2 will provide all the necessary information to define
the details for which open questions remain.

9.3.3 The Barrel Pixel Cooling Layout

In the Barrel Pixel detector, each of the four layers will be connected to two separate cooling
lines from the cooling plant, one arriving to the detector on the +z end of CMS and the other
on the −z end. Before entering the Pixel support tube each main cooling line will be split into
the numerous detector-cooling loops, following the segmentation described in Table 9.1.

Each detector loop will cool down the full barrel length over a given azimuthal range, and its
inlet and outlet pipes will be located on the same z-side (Figure 9.11). All inlet pipes, mounted
on the supply tube shells, will be used to cool down the electronic devices there. In this way, the
CO2 will reach saturation and start boiling before entering the detector section of the cooling
loop.

Detector loops connected to a single main line (also called “parallel loops”) are designed to
have similar operation parameters also under changing thermal load conditions. The capillar-
ies installed after the manifolds contribute to minimizing the differences, as discussed above in
Section 9.2.2.

The expected performance of this cooling system is shown for one of the two layer-1 cooling
loops in Figure 9.12, where the temperatures of the CO2 and of the tube inside the detector
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Figure 9.11: Barrel Pixel cooling loop schematics; x-y plane section (left) and view along z on
the supply tube (right).

Figure 9.12: Calculated temperature of CO2, fluid and tube, over the length of a selected Pixel
barrel detector loop, under typical operation conditions. The segments where the pipe temper-
ature is higher than the CO2 temperature are those where heat is dissipated in the pipe, namely
the section on the support tube with the DC-DC converters, and the detector section with the
front-end electronics.

are plotted along the full cooling loop length. It is calculated that the tube surface tempera-
ture will not exceed -16 ◦C when the CO2 inlet temperature is -20 ◦C. The calculations shown
are those for one of the worst cases in terms of power density (BPIX Layer 1) and results can
be considered as representative and conservative for the other circuits. The full heat transfer
chain, including the thermal contact with the detector sensors, needs to be optimized and then
qualified experimentally. Such tests are foreseen during the second half of 2012.
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Figure 9.13: Pipe routing for one Forward Pixel detector half cylinder.

9.3.4 The Forward Pixel Cooling Layout

In the Forward Pixel detector, each disk is cooled down independently by two loops, serving
the two halves of the disk, on +X and −X respectively. The single half-disk cooling tube is
routed along the four carbon fiber structures supporting the detector blades. A schematic of
the tubes on one half disk is given in Figure 9.13.

The cooling pipe arriving from the plant is split into a manifold at the detector support tube;
each detector loop is routed below the DC-DC converters and the electronic port cards. In this
region, the CO2 reaches the saturation point and evaporation begins.

In Figure 9.14, the calculated values for the CO2 temperature (liquid and pipe) and pressure
are reported, in case of a typical load, for the cooling loop on the half disk number 1. Such
calculations show that at the inlet of the detector the tube temperature is about −17 ◦C. As for
the Barrel Pixel, the full heat transfer chain, including the thermal contact with the detector
sensors, will be finalized and validated in the second half of 2012.

9.4 Integration of the Cooling Plant in CMS
Two possible locations have been identified for the cooling plant: the service cavern (USC),
or the experimental cavern (UXC). In USC, the cooling plant could be accessible also during
beam time, thus allowing for an easier preventive and corrective maintenance. In addition, the
environmental conditions in the USC cavern are much less harsh than in UXC (no radiation,
no magnetic field), resulting in less stringent requirements in the choice of components, hence
a larger commercial range. Integration in USC requires a longer transfer line between the plant
and the accumulator (located in USC), and the manifold, which would be installed in UXC;
for this solution radiation protection studies need to be completed, to quantify the possible
activation of the fluid circulating at a small radius around the particle interaction point.
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Figure 9.14: Pressure and temperature of CO2 liquid and tube over the length of a selected
Forward Pixel detector loop under typical operation conditions.

9.4.1 Preliminary Studies on Radiation Protection Issues

Preliminary studies on radiation protection issues have been launched at the end of 2011. The
mass of the fluid exposed to irradiation has been estimated to be about 1% of the total mass
in the plant; for this calculation, it has been considered as exposed fluid that contained in the
cooling circuits inside the vacuum tank of CMS, i.e. the volume of pipes from PP1 to PP0 plus
the volume inside the Pixel support tube and detector circuits; the case of the Barrel Pixel has
been taken, where the volumes exposed to irradiation are bigger than for the Forward Pixel ,
hence deriving a safe conservative estimate. The total absorbed dose on the irradiated mass
is calculated to be 200 kGy for an integrated luminosity of 500 fb−1, as shown in Figure 9.15,
which translates to 2.4 kGy on the whole CO2 mass. On the basis of these estimates, the CERN
Radio-Protection is performing activation studies in order to assess whether the plant needs to
be in a controlled area: the result of such studies will guide the choice of location.

9.4.2 Cooling Plant Layout and Installation Issues

Two identical CO2 plant cores will compose the integrated cooling system for the Phase-1 pixel
upgrade. These cores supply independent cooling to the FPIX and BPIX systems, but also
ensure a built-in redundancy into the system as each has the capacity to cool the entire system
at a given set point. Each one of these units will fit into an ad hoc insulated box, accessible
through “fridge” type doors, so that the internal volume can be kept cold and dry through
adequate flushing of dry air. The two cooling unit boxes will be located next to each other, and
will be connected by two pipes that allow the backup of one sub-detector on the other sub-
detector unit. The envelope assigned for each unit is about 1.2 m × 1 m × 1.8 m (l × w × h). A
preliminary arrangement of the hydraulic components inside the boxes is given in Figure 9.16.
Next to the cooling plant cores two accumulators will be installed, with a volume of 135 l each
(preliminary estimate). Two manifolds will distribute the coolant to the eight cooling loops of
BPIX and FPIX, respectively. These manifolds will also be contained in an insulated box, and
will be instrumented with inlet and outlet pneumatic shut-off valves, two burst disks calibrated
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Figure 9.15: Absorbed ionizing dose as a function of distance from the beam line for two differ-
ent values of z: z=125 cm corresponds to the position of the first TEC disk. The three vertical
lines show the average Pixel position, the innermost TIB layer and the innermost TOB layer.

at 88 bar (Maximum Design Pressure), inlet and outlet temperature and pressure probes, and a
flow meter.

As mentioned in the previous section, the cooling plant cores and the accumulators could be
integrated either in the USC or in the UXC cavern, depending on the outcome of the radio-
protection studies. The manifolds will be located in UXC, in proximity of the cooling pipes
already installed and connecting the detector to the present C6F14 cooling system. The cooling
plant will be connected to the manifolds with 1” insulated pipes. If the plant is installed in
USC, the most practical routing for these pipes would be the tunnel housing the magnet cryo-
genic lines. As mentioned in earlier, the cold source for the plant condensers and accumulators
will be the chiller of the C6F14 system, if the plant is installed in USC, or the primary fluorocar-
bon circuit, if the plant is installed in UXC. In either case, the length of the connections to the
primary cold source will be minimized.

9.5 Qualifications of the Copper Lines on YB0
The pipe material and joints of the lines connecting the first patch panels PP1 inside the CMS
vacuum tank to the balconies of the UXC cavern have been fully qualified for operation with
the CO2 system, and will be reused. The pipes will have to be reshuffled on the balconies to
implement the new connection scheme, and a dedicated in-situ qualification will be applied.
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Figure 9.16: Preliminary layout of one cooling plant core.

The existing distribution network is organized in four bundles of 9 pipes each; two bundles are
used for the C6F14 supply and the other two for the fluid return (see Figure 9.7). In the new
application, inlet and return pipes will be routed together. Out of the 36 existing pipes, only
32 will be used. In each bundle, 4 inlet and 4 return pipes will serve the same sub-detector,
leading to 2 pipe bundles, one on each Z end, for BPIX and 2 for FPIX.

Because of the direct relation between the temperature inside the detector and the pressure at
the inlet of the detector, it is desirable to equalize the length and the static height on all cooling
pipes serving the same sub-detector. Based on the available data from the as-built model of
the CMS cooling system, studies are on-going to optimize the selections of pipe bundles to be
coupled together. Before circulating CO2 in the system, the installed pipework will be pressure
tested at 1.25 times the Maximum Design Pressure of 70 bar (that is ∼88 bar), as required by
the CERN Safety Commission. This test pressure is significantly lower than the elastic limit of
120 bar, and at this pressure the measured deformations of the pipes are negligible.

The pressure test will be done on all 9 pipes of each bundle, so that one can be kept as a spare
and possibly used with no need for further testing. The test will be done after the existing de-
tector has been disconnected from the cooling system, as the detector pipes cannot be operated
at the required pressure. The test will be done with liquid C6F14, in order to reduce the stored
energy in the system and avoid the necessity to evacuate the PP1 and balcony areas during the
test. An ad-hoc simple manifold will be prepared for the connection on the balcony side, where
the pumping system will be located, and plugs will be put on the pipes at PP1.

The test will consist of the following sequence of operations:

• drain C6F14 from the existing plant, possibly by vacuum (4 hours)
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Figure 9.17: Layout of C6F14 cooling distribution from PP1 to the Pixel detector.

Figure 9.18: Layout of CO2 cooling distribution from PP1 to the Pixel detector.

• disconnect the copper pipes from the detector at PP0 (1 hour per PP0)

• cut the copper pipes at PP1 and put in place the plugs (2 hours per PP1)

• disconnect the copper pipes from the C6F14 cooling plant manifold (1 day)

• connect the pipe bundles to the pumping station for pressure test at the balconies
(1 hour per bundle)

• pump C6F14 liquid into the pipes at the nominal test pressure and verify the tightness
(2 hours per bundle)

The last two operations are typically done per each bundle, i.e. repeated 4 times, but can also
be grouped to operate more bundles simultaneously, by building a suitable manifold dedicated
to the pressure test. After the liquid C6F14 pressure test is executed, a complete draining of the
pipes is needed, preferably using vacuum pumping. This step can take about 3 days, after the
caps are removed at PP1.

9.6 Cooling Lines from PP1 to Detector
On the existing cooling circuit, the layout of the pipes between PP1 and the detector follows
the schematics of Figure 9.17. At PP1 a ceramic element, vacuum brazed to copper connectors,
is used to connect the pipes arriving from the balconies (Cu 12 mm ID) with the pre-bent pipes
installed inside PP1 (Cu, 10 mm ID). This connection is done via soft soldering and its resistance
to the pressures needed for CO2 operation is to be verified. A test bench is ready and the
qualification program will be started in summer 2012. After the 10 mm Cu pre-bent pipes,
still before PP0, an intermediate Lancashire fitting, containing a rubber joint, will have to be
removed for operation with CO2.

In the new configuration, the connection at PP1 may be replaced (if needed) as well as the pipe
between PP1 and PP0, which may be substituted by a concentric pipe, in order to increase the
heat exchanged between in-going and out-going CO2. In any case, at PP0 there will be a small
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manifold for each line arriving from the plant. Each manifold will distribute the coolant into a
maximum of 4 detector cooling loops and will have capillaries at their exit, in order to balance
the flow between the detector loops. The new parts to be installed between PP1 and PP0 will be
prepared and tested for leaks in advance, so that they can be installed as pre-assembled pieces
before the new detector. Stainless steel VCR connectors will be used to connect the manifold
capillaries to the detector pipes at the support tube (sketch of Figure 9.18).

9.7 Plan for Cooling Plant Installation and Commissioning
In 2014, the final system for the P5 operation will be installed in the P5 caverns. Necessary ser-
vices (power, dry air for instrumented valves and for drying, cold source) will be prepared in
advance in the chosen location (see Section 9.4). The necessary tests to qualify the present pri-
mary system have been performed during the winter stop 2011/2012 and they have shown the
need of some refurbishment for the primary fluorocarbon circuit. Such changes (replacement
of some heat exchangers, upgrade of the pumping system) will be executed at the beginning
of the LS1. Power and dry air systems will also be upgraded. For the dry air, the work will be
done during LS1, in order to increase the total flushing capacity for the CMS detector. An ad-
ditional quantity of dry air covering the needs of the CO2 cooling system is taken into account
in the specifications. After the installation in P5, the CO2 cooling plant will not be immediately
connected to the detector cooling lines, since those will still be operated with the present C6F14
system and the existing detector. Dummy thermal loads can be implemented at the level of the
manifolds to test and commission the new CO2 cooling system while the present pixel detector
is still in operation.

9.7.1 Preliminary Installation Scenario & Qualification Tests in Stand-alone

The integration of the cooling system at P5 involves improvement and consolidation of existing
services and infrastructure that will be done in advance, and a program of installation and
commissioning activities for the cooling plant itself. In this section we describe, as an example,
the installation plan for the option in which the plants are located in USC.

The following preparation work is planned:

• dry air consolidation and preparation of connection pipes at the USC and UXC lo-
cations (manifold and plant flushing, pneumatic valves piloting); for the manifold
valve piloting, multipipes will be installed between the location in USC chosen for
the electro-pneumatic rack and the manifold location in UXC;

• installation of electrical cabinet (USC);

• consolidation of the primary system and preparation of connections: the latter ac-
tivity requires the primary fluorocarbon circuit to be empty, so it has be performed
during the consolidation works at the beginning of LS1;

• reinforcement of the floor in the location chosen for the plant cores and the accumu-
lators;

• installation of the connection pipes between the cooling plant cores and the mani-
folds (this will require at least 1 month if the plant is located in USC).

Having prepared the necessary infrastructure, the installation plan includes, for USC55, the
following activities:

• installation and connection of the cooling plant cores and the accumulators;
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• pressure and leak test of both accumulators and plant cores;

• installation and connection of the control cabinet;

• installation and connection of the electro-pneumatic cabinet;

• connection of cooling plant to the primary cold source.

In the experimental cavern, UXC55, the work includes:

• installation of the manifolds;

• pressure and leak test of stand-alone manifolds;

• connection of manifolds to electro-pneumatic cabinet;

• connections of manifold to the control cabinet.

Once the cooling system is fully installed, it can be connected either to the final detector and de-
tector pipes, or else to temporary pipes and dummy thermal loads for commissioning. Details
of the connection and test procedures follow.

9.7.2 Connection to the Detector and Qualification Procedure

The manifolds installed in the UXC cavern will be equipped with Swagelok VCR connectors
in stainless steel, plugged with caps for the pressure and leak test of the manifolds in stand-
alone. Whenever the long transfer lines need to be connected, caps will be removed. Copper
pipe extensions connecting the manifolds to the existing YB0 copper pipes in the location of
the C6F14 plant will be installed in advance and left in the proper position for connection. In
order to connect the existing pipes to the manifolds, the pipes need to be disconnected from
the present detector and qualified for operation in pressure, as specified in Section 9.5.

Once this is achieved and the manifolds are installed and pressure tested in stand-alone mode
on the balconies, the following tasks will be executed:

• brazing of the “extension” copper pipes to the existing ones (3 days);

• VCR connection of such pipes to the manifolds (2 hours);

• installation of the PP1 to PP0 pipes and manifolds, as described in Section 9.6.

After the full path from the manifold to PP1 is completed, a pressure test will be done on the
copper pipes, in order to guarantee their safe operation with CO2. This can be performed
using the manifold of the cooling plant as injection system, and must be performed with gas
(Argon or CO2), thus it will imply to evacuate the area for a couple of hours of test. After
pipes are qualified at 88 bar, the pressure will be lowered to 80 bar and sniffing mode leak
search performed at the level of the new connections: manifold VCRs, copper pipes brazed
connection in the previous manifold location and PP0. One day should be reserved for such
tests, with at least three sniffing systems available: one on the balconies, and one on each end
of the detector at PP1.
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Chapter 10

Pilot System & Early Integration into CMS
DAQ

For the CMS pixel phase 1 upgrade, we will introduce some new concepts to the detector read-
out and powering such as digital readout at 400 Mbps, new Pixel Optohybrids, new FEDs, and
DC-DC converters. This will require changes to the data acquisition system (DAQ), detector
control and monitoring system (DCS), data quality monitoring (DQM), and offline reconstruc-
tion. The current plan is to be ready to install and commission the phase 1 pixel detector with
modified DAQ and DCS systems during an extended Year-end-Technical-Stop near the end
of 2016 and to have the new detector fully operational soon after. To be best prepared for a
short commissioning period and to take advantage of the long shutdown during LS1, we will
build a small pilot system of a few prototype modules incorporating the new readout chain,
which will be installed in available space in the existing FPIX half cylinders in late 2013. The
new µTCA FED system will be used, otherwise the baseline plan is a hybrid solution with new
daughter-boards on the existing FEDs to readout the new fully digital pixel system. When the
LHC delivers beams again in late 2014, we will use this pilot system to learn in the actual col-
lision environment of CMS how the readout, control, and offline systems perform. This will
provide valuable experience for the operation of the new pixel detector as well as enabling an
early start for the modifications that are required for the DAQ, DCS, and DQM.

It is essential that installation and operation of the pilot system should have minimal effect on
the operation of the current pixel detector. The present FPIX was designed for possible instal-
lation of a third disk, thus sufficient infrastructure (optical fibers, power cables, and cooling)
is available to accommodate the pilot system in these locations. Since the existing mechanical
support as well as the cooling lines should not be modified to accommodate the pilot system,
we are constrained to use the current C6F14 instead of CO2 cooling for the pilot system. The
pilot system can be mounted on a spare FPIX half-disk support structure at the location of the
third disk on one of the current FPIX half cylinders. The prototype modules would be placed on
brazed aluminum cooling channels connected to the existing FPIX cooling manifolds. Mount-
ing a few prototype modules on the half disk will give only partial azimuthal coverage, but
still allowing for integration into the offline tracking software for efficiency and other studies.

The goals of the pilot system are:

• Gain operational experience with the new ROCs and TBM with digital transmission
and readout in the FED at P5, providing long-term tests of stability over days, weeks,
and months.

• Get a head start on required DAQ modifications: FED firmware and software and
calibration procedures.

• Test the DC-DC conversion powering, test for possible electrical interference to nearby
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subdetectors (Tracker Inner Barrel), and get a head start on required modifications
to DCS.

• Study how the TBM and FED handle conditions present in P5, including high-occupancy
background events from beam-gas collisions (machine induced background, or MIB)
and single-event upsets to front-end electronics.

• Demonstrate improved hit efficiency for the new ROC in the high-rate environment
of the LHC, using tracks projected to the pilot system from the present pixel and
strip tracker.

• Provide a fully integrated and realistic test bed for prototype µTCA pixel FED and
FEC electronics when such become available.

10.1 Description of the Pilot System
The half-disk pilot system will have four 2x8 modules mounted on the brazed aluminum cool-
ing channels, which are attached to the aluminum half-disk support structure. Figure 10.1
shows how the modules will be mounted. The pixel modules will be oriented perpendicular to
the beam axis, covering from 6.1 cm to about 13 cm. The geometrical configuration is similar to
the FPIX upgrade detector. The half ring will then be mounted as a third disk on one of the half
cylinders. The 2x8 pixel module will be constructed exactly like the new FPIX module, with a
HDI glued to the back of the sensor module. We will use the pre-production PSI46digV1 chip,
which is designed for barrel layers 2–4 and the forward disks. (If the PSI46dig+ chip designed
for barrel layer 1 is available, some modules will be equipped with these.) A new TBM will
be attached to the HDI. To test both speed variants of the TBM to Port Card connection, some
modules can be equipped with a 160 Mbps TBM07, as planned for the outer disks of the FPIX,
and others can be equipped with a 400 Mbps TBM08, as in the inner disks and barrel layers
3–4. (The TBM is described in Section 5.2.) From the HDI, a prototype Aluminum flex-cable
developed for the FPIX upgrade will transmit the output signal from the TBM to a prototype
phase 1 FPIX Port Card, to which a Pixel Optohybrid board (POH) and supporting electronics
are mounted. The output from two TBM07 modules is combined on the Port Card in the Data
Keeper ASIC, which multiplexes two 160 Mbps data streams from the TBMs and includes a 4-
bit to 5-bit encoding scheme for stability of the optical transmission, giving output in the same
protocol as a TBM08. The 400 Mbps output of the Data Keeper or a TBM08 will be transmitted
by a single channel of the POH over fiber to the downstream FEDs.

For powering of the pixel module, in principle, since we have all power cables already in place
for the third disk, we do not need to use DC-DC conversion. However, since DC-DC conversion
is an important element to the upgraded pixel detector (c.f. Section 7), we intend to have some
modules powered by a prototype DC-DC converter board using AMIS5 chips (c.f. Section 7.2.3)
for the digital and analog power of the ROCs. This will also allow evaluation of the impact of
any electrical interference from the DC-DC converters inside of CMS, either within the pixel
system or to other subdetectors. For maximum flexibility, it is envisaged that we will build
two pilot system half disks, one powered by the conventional CAEN power supply modules
(A4603), and the other one by DC-DC converters. The prototype DC-DC converter bus board
will be thermally connected to the existing cooling lines on the half cylinder for cooling and
controlled via a CCU board, which has spare channels available.
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Figure 10.1: Picture showing how the pilot system pixel modules will be attached to the existing
Al brazed Cooling channel and half ring support structure.

10.1.1 Parts Needed

For the pilot system, we will use prototype or pre-series versions of the various new electronic
circuits that will be used for the upgraded FPIX detector as described in previous chapters.
These include the PSI46dig ROC, TBM07, sensor modules, Aluminum flex cable, Pixel Optohy-
brids, Port Card, DC-DC converter bus board, AMIS5 chips, and the modified FED. In addition
the present pixel FEC and tracker FEC VME boards will be reused for phase 1 and the pilot sys-
tem. We will use the spare Aluminum half-ring support structures and the brazed aluminum
channels. No other mechanical support or cooling lines are required.

For trunk power cables, power filtering boards, and power cables within the half cylinder, we
will use the spares left over from the construction of the FPIX detector. A modified CAEN
power supply unit will be used for powering the modules with DC-DC converter.

Bump-bonding of the new ROCs to the new 2x8 modules will be done in industry. An addi-
tional benefit of the pilot system is to allow us to start working with our industrial partners
and have their processes verified early.

10.1.2 Development of New Components

All the required components will be tested electrically and functionally. The ROC and TBM
wafers will be probe tested with known good dies marked. Likewise, the sensor wafers will be
probe tested, and only good sensors and ROCs will be used for bump bonding. The prototype
aluminum flex cable, Port Card, and POHs will be fully tested before installation. The HDIs
will be probe tested, and the accepted ones will then have the TBMs glued to them. Then
the assembled HDIs will be electrically and functionally tested which may include a thermal
cycling stress test.

The new µTCA pixel FED hardware and firmware that can receive and decode the new digital
data format is under development as described in chapter 5. To ensure the capability to read out
the pilot blades earlier than the µTCA system might be fully operational, prototype versions of
daughter boards for the existing FED, and firmware, will be available at the time of integration
at CERN.
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For this small-scale intermediate DAQ upgrade, a plug-in board is made that fits into the
present FED. The plug-in is essentially a mini-FED, with provisions for one 12-channel fast
optical receiver, a 10 Gb Ethernet output to the downstream DAQ, a USB2 interface to the
FPGA, and a large FPGA. A large FPGA will allow us to spy on the internal operations and
help in debugging firmware issues, a capability not available in the present FED. We foresee
maintaining the operation of the plug-in FED with the current VME infrastructure and keeping
the capability for the present readout links into the downstream DAQ. Therefore, during early
operations, the pilot detector will use the plug-in FED plus the infrastructure that already exists
for calibrating and operating the present pixel detector with as small an impact as possible.

A diagram of the stage one FED is shown in Figure 10.2 . Note that the board is for testing
purposes and component choices are not final.

Figure 10.2: Prototype FED for the digital TBM data. Each of these plug in cards is essentially
an autonomous FED since there are individual 12 way optical inputs, a 10 Gb Ethernet output
and an RJ-45 port for the Trigger Throttling system (TTs). Additionally, the JTAG port allows
realtime inspection of the FPGA.

10.1.3 Assembly and Testing

Bump-bonded pixel modules will be delivered to two sites for assembly and testing. These are
Purdue University and University of Nebraska at Lincoln. Both have acquired a new gantry
system and will use the modules to fully check out their assembly procedure. The assembly
includes gluing the HDI to the pixel modules. The assembled pixel modules will then be tested
for functionality and then fully characterized in terms of performance (pixel alive, S-curve,
trimming, gain calibration) before accelerated aging tests. Pixel modules that pass all the ac-
ceptance criteria will be shipped from the assembly sites to Fermilab for assembly on the half
ring support structure. The assembled half disk will then be shipped to CERN for installation
in the FPIX half cylinder and further testing.
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10.2 Installation, Commissioning and Monitoring
The existing FPIX half cylinders have services and mechanical structures to support a third
disk. Each of the two pilot system half disks will be installed in these locations and provided
with the necessary cooling, power, and optical fiber connections for control and readout. The
pilot system half disks will be integrated into the existing FPIX half cylinders and commis-
sioned using a test stand running the modified pixel online software at CERN. Commissioning
of the hardware and software begins with functional tests of the communication and readout
using the modified software. Parameters for the ROCs will initially be taken from module test
results. The online software calibration procedures will be used to tune front-end electronics
settings as required, due to fiber connections, timing changes, and temperature differences.
Prototype detector calibration procedures as implemented in the online software will be vali-
dated on the full readout chain prior to installation in CMS.

The pilot system will be installed with the present FPIX half cylinders in to CMS when required
by the LS1 schedule. The installation into CMS at P5 follows the identical procedure for the
initial installation of the FPIX detector, performed in 2008 and repeated after repairs in 2009.
No changes to the installation procedure are required to accommodate the pilot system, apart
from connection of a few additional cables and fibers between the half-cylinder and Patch Panel
0.

10.2.1 Integration into DAQ

The pilot system will require addition of new hardware to the pixel DAQ system at P5. (DAQ
system changes for the phase 1 pixel detector are described in chapter 5.) To minimize the im-
pact on operation of the existing pixel detector, it is advantageous to deploy a separate parallel
system as far as possible. The pilot system will be initially controlled and readout from dedi-
cated VME boards placed in existing crates (spare slots are available) or, preferably, in a ded-
icated pilot system VME crate. Rack space is available for a dedicated crate. Clocks, triggers,
and control commands will be distributed from the TTC system by one pixel FEC motherboard
with two mezzanine mFECs, one connected to each of the pilot system half-disks, which are
serviced by separate optical fiber ribbons. The pixel FEC should be a unique VME board, to
allow possible firmware changes if necessary to match the new TBMs. Devices on the Port
Card and the DC-DC converter card will be programmed by a separate tracker FEC with two
mFECs, each connected to new prototype CCU boards in each half cylinder. While spare tracker
FEC channels exist in the present pixel system, operating with an independent board allows
complete separation of the present pixel detector and the pilot system. One modified FED card
with two daughter boards (or two 12-channel inputs) is needed to receive the optical links from
the two pilot system half-disks. One S-link connection to the central CMS DAQ event builder
allows readout of the pilot system FED in the usual data stream. When available, prototype
µTCA FED/FEC electronics will also be used with the pilot system.

10.2.2 Modification Needed to Existing DAQ and Detector Control System

To accommodate the pilot system in the pixel data acquisition system at P5, some modest
changes are required to online software that can be accommodated within the present software
framework. Existing low-level interfaces can be cloned and modified to program parameters
to the new devices present in the phase 1 readout chain. This includes programming of new
ROCs and TBMs, accessed through the pixel FEC, and new devices on the Port Card (Pixel Op-
tohybrid and Data Keeper) and DC-DC converter card, accessed through I2C programming via
the tracker FEC. The nature of these changes are minor (e.g. hardware addresses and functions)
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and can be made with minimal development within the existing software framework.

The existing software framework also supports numerous local calibration runs that are used
to optimize front-end electronics parameters. Many of these procedures can be used directly
or with small modifications. For example, threshold adjustments and gain (ADC to charge)
calibrations should work identically with the new ROC. Additional scans and optimization
procedures appropriate to the new readout chain can be developed within the software frame-
work in a straight-forward manner. One anticipated change is the optimal set up of the digital
optical links, which can follow existing scans of linear laser driver set points used for the ana-
log optical links. Commissioning of the pilot system and pixel online software at P5 includes
development of needed calibrations, to be further specified as the readout chain is tested and
operational experience dictates.

Likewise, the changes required to the Detector Control System (DCS) are relatively minor
changes related to details of hardware changes or additional channels for control and mon-
itoring. They to will be achieved within the existing framework. Of particular note are the
modifications to the CAEN power supplies for use with DC-DC conversion based powering.
The pilot system with DC-DC conversion will provide a test case for the required changes.

10.2.3 Monitoring

Operation of the pilot system within CMS will also allow development of Data Quality Mon-
itoring (DQM) for the new phase 1 detector in advance of the installation of the full detector.
Beginning with the current pixel system, adding a few additional monitoring elements (e.g.
histograms) will be a simple way to begin. Monitoring of the error stream from the new FED
channels will require modifications to the software to interpret error conditions from the new
FED. Other monitoring elements based on higher-level data objects, e.g. cluster position, clus-
ter size and charge, will be identical once data is decoded in the DQM framework, and no
changes will be required apart from adding the new monitoring elements. As in the case of the
DAQ and DCS, operational experience will lead to additional ideas to be implemented during
operations of the pilot system.

10.2.4 Integration into Offline Reconstruction

The pilot system will be integrated into the CMS tracking software. The data will be present in
the CMSSW framework when the prototype FED is included in data taking. Local reconstruc-
tion of hits (clustering) on the new modules is a simple extension to the list of detectors in the
pixel system. Once clusters are available, the hits on the pilot system detectors may easily be
added in the tracking finding algorithms. To perform efficiency studies of the new ROC, tracks
found using the present tracker (i.e. excluding the pilot system) can be swum to the position
of the new modules using existing software and correlated with clusters on the new detectors.
This is a simple extension of detector performance studies already performed for efficiency
studies in the present tracker.
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Installation, Testing and Commissioning

The basic installation and testing sequence is similar to what has already been done twice with
the current pixel detector, which gives us a well documented, precise plan of action.

This chapter describes the chronological sequence of the various steps necessary for the instal-
lation of the phase 1 upgrade to the pixel system. The process of installation and testing starts
with the removal of the present pixel system and ends with the go-ahead to the experiment
to start the closure procedure of CMS. The goal is to deliver a system that is fully certified as
functional and is ready for commissioning and integration with the experiment. Due to the
limited time allowed, limited tests will be performed to assure that no more interventions on
the soon-to-be inaccessible hardware connections are needed.

Following installation, a significant amount of further work will be required to prepare the
detector for physics data taking. During this phase, the detector will be calibrated and tuned
to a reasonable level of performance, integrated with the rest of CMS and timed in with cosmic
data taking. This procedure was successfully applied previously with the current detector. The
time estimates for the whole process will be refined based on the experience we gain with the
up-coming extraction and re-insertion of the present pixel detector that is planned for LS1.
Furthermore, still during LS1, we plan to exercise the insertion procedure of the new system
with a dedicated detailed mockup.

Table 11.1 shows the outline of the installation and checkout sequence.

11.1 Considerations on Radiation Protection for Future Pixel De-
tector Maintenance

After extended periods of operation of the LHC at high luminosity, radiation protection needs
to be considered for any work to be carried out in the inner volume of the cryostat of the CMS
solenoid. The beam pipe, the bulkhead of the tracker and the ECAL are the main sources of
radiation due to activation. The amount of radiation from the preshower detector (ES) and
ECAL end-cap (EE) reaching the inside of the vac-tank depends on the opening of YE1. If YE1
is rolled away by 5 m or more it will not contribute significantly to the radiation in the tracker
region [75]. However, the expected level of activation depends on the peak luminosity, the
running time of LHC and the cool down time before accessing the area.

As the running scenarios and the performance of LHC are very hard to predict all calculations
will have significant uncertainties. The shielding design is based on calculations assuming
10 years of LHC operation at design luminosity: 1× 1034 cm−2s−1. After this irradiation, the
activation level inside the vac-tank is expected to be between 15 µSv/h and 50 µSv/h, approxi-
mately equally shared by radiation from the beam pipe, the bulkhead region and the ECAL [75].
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Task ID Description Min
(days)

Max
(days)

Integrated
(days)

1 Prerequisites 4 4 4
2 Extraction of present

system
4 4 8

3 Work on cooling pipes 7 10 15 to 18
4 Insertion of BPIX and

checkout of connec-
tions

5 7 20 to 25

5 Insertion of FPIX and
checkout of connec-
tions

4 6 24 to 31

6 Insert BCM/PLT and
close the Pixel volume

3 3 27 to 34

7 Reach nominal cooling
and give the go ahead
for closing CMS

1 1 28 to 35

8 Calibration and com-
missioning in local

20 30 48 to 65

9 Commissioning with
the rest of CMS

5 5 53 to 70

Table 11.1: Sequence of steps for the installation, testing and commissioning of the Phase 1
Pixel detector. The table shows the estimated duration according to previous experience with
the present system and the maximum time for each step where contingency is added. The con-
tingency is not a fixed percentage but it is weighted according to the difficulty of the tasks and
the capability to extrapolate the present experience to the new system. The units are working
days.
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The bulkhead shielding disk will be 2 cm of lead, resulting in a reduction factor of 5 for this
source. The beam pipe will be shielded also by 2 cm lead except around pumps and flanges
where the thickness will be 4 cm. With these in place, the overall reduction factor for radiation
will be larger than 5.

Activation and radiation levels will also be better understood at the beginning of LS1. How-
ever, the expected radiation levels in LS1 will be much smaller: 5− 15 µSv/h. At this stage
there will be no shielding. Shielding will be ready to be used for any access after the end of
LS1.

Beam energy, peak luminosity, integrated luminosity and cooling time before accessing the re-
gion will determine the level of activation. Therefore, after any opening of the YE1 disk, the
radiation level inside the vac-tank will be measured by, or under supervision, of the radiation
protection department of CERN. All work in this area has to be planned to minimize the expo-
sure of personnel to radiation. This applies for both the individual and the collective dosage.
All working procedures have to be reviewed under participation of radiation protection experts
before being carried out. Depending on the measured radiation levels, the radiation detection
department will request different levels of details in work preparation and documentation.

To maintain the unique feature of CMS of allowing fast access to all detector components and
to respect the ALARA principle of radiation protection, a modular system of shielding is under
construction that can be adapted to all foreseeable maintenance scenarios. For the work at the
pixel detector the following scenarios are foreseen.

1. Work on the bulkhead, as connection or disconnection of services after installation or
before removal of the pixel detector, or for any repair or maintenance of the services at
the bulkhead. In this case the beam pipe inside the vac-tank will be covered with lead
shielding and a shielding disk will be set up about 10 cm in front of the bulkhead. The
shielding disk will extend in radius far enough to shield the radiation from the ECAL
and will have the possibility to be partly opened to give access to the bulkhead area
actually worked on. The details of the sectioning of the shielding disk are currently under
discussion with the experts from pixel, tracker, BRM (Beam Radiation Monitor) and PLT
(Pixel Luminosity Telescope).

2. The extraction or insertion of the pixel detector will be done without shielding. It is
limited in duration, but requires all the space close to the beam pipe.

3. Work inside the PP1. The shielding is compatible with the insertion of the special so-
called “Surkov frame.” This frame allows easy access to all PP1s except the lower two. For
accessing these, all shielding will be removed and a U-shaped shielding will be mounted
underneath the beam pipe, supported by the Surkov-Frame.

A general layout of the shielding is shown in Figure 11.1.

11.2 Prerequisites for Pixel Removal and Installation
The configuration of the CMS experiment for pixel installation is shown in Figure 11.2. Both
endcaps should be in the 10.6 m open position. There are several prerequisites that need to be
met before starting pixel activities:

• Necessary Beam Pipe (BP) supports and protections:
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Figure 11.1: General layout of the beam pipe and bulkhead shielding.

Figure 11.2: CMS configuration for pixel installation and removal.

• The Beam pipe column support must be installed at 10.7 m from the in-
teraction point (IP). This can be adapted with the column displaced by
80 cm and additional horizontal extension (nose) if parallel activities are
planned on the preshower (ES).
• The additional ”spider-wire” beam pipe support must be installed at 6 m

from the IP.
• Standard beam pipe mechanical protections must be installed. They will

be partially removed only during extraction/insertion of the pixel system
in the part of the beam pipe closer to the interaction point.

• Necessary platforms:
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• Main installation platform. Two options are available for pixel activity:

1. Heavy-weight platform (20 ton) for contemporary EE, ES, and pixel
activities (this platform is also called GASPROM platform);

2. Light-weight platform (10 ton) for pixel activities only.

• Pixel platform. This is the platform that is installed partially inside the
vac-tank. It extends from the CMS Tracker bulkhead to ∼ 7 m in Z over
the main installation platform. This platform rests on four support beams
that are fixed to the magnet solenoid structure. The total estimated time
for the installation of beams and platform is one working day.
• Beam pipe and bulkhead shielding. This is described in the previous sec-

tion. The estimated time to install the shielding is one working day.
• Pixel scissor table. The table base with rails is screwed on the pixel plat-

form floor. This table has to be precisely aligned in all three directions
with respect to the rail system inside the inner bore of the Strip-tracker. It
supports the pixel system during removal/insertion. The estimated time
for its installation is four hours.

• Others:

• Alignment ring. The alignment ring is to be removed. This implies the
disconnection, installation of a temporary support and guiding rails, mov-
ing the alignment ring to higher Z and locking the alignment ring in its
garage location. The estimated time for this operation is two hours.
• Nose shell. The Nose shell is to be removed. This device is the humidity

barrier between the pixel volume and the outside environment. Once it
is removed the pixel cooling system should have a setting point for the
fluid above the dewpoint of UXC. The estimated time for this operation
is one half of an hour.
• Beam pipe support at 3.5 m. The BP support at 3.5 m is to be modified

for BCM (Beam Condition Monitor) extraction. The carbon fiber support
at 3.5 m is to be completely removed and replaced with the aluminum
stiffener support while the one at 3.2 m should be removed only on the
bottom half. At this point it is safe to open the inner ring of the bulkhead.
The estimated time for this operation is two hours.
• Beam Conditions Monitor. The BCM is to be completely removed, placed

inside the transport boxes and carried away from the installation plat-
form. The estimated time of this operation is one half of a day per end.
• Horizontal wires. The Horizontal Wires at 3.2 m should be released and

secured on the bellow protection and the two horizontal pulley supports
should be retracted. The estimated time for this operation is one half of
an hour.
• Beam pipe support at 3.2 m. The top part of the beam pipe support at

3.2 m is to be removed and replaced with the aluminum stiffener support.
The estimated time for this operation is two hours.
• Beam pipe survey and tools preparation. The survey of the central beam

pipe collars with theodolite and precision alignment of the pixel scissor
table. The estimated time for this operation is four hours as no personal
is allowed on any of the platforms during the beam pipe survey.
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Most of these actions can be performed in parallel on the plus and minus ends of the CMS
experiment. The total time to reach this configuration is 4-5 working days.

At this point the pixel system can be removed.

In parallel to preparation of the volume inside the vac-tank there are several other activities
that have to take place between the end of operation with beam and the insertion of the new
pixel detector. These actions can take place while CMS is opening following operation with
beam in the first few weeks of the extended technical stop.

CMS balcony X2 in UXC:

• Cooling system. The C6F14 cooling system and pipes need to be drained to the
best possible level (within the pressure tolerances of the Pixel detector). Follow-
ing drainage the copper pipes from the balconies (X2) to the vac-tank need to be cut
from the present C6F14 cooling plant and reconnected to the new CO2 systems.

• Power system. The CAEN power supplies (A4602 and A4603) will be upgraded to
be compatible with the specification of the new pixel detector. (See Chapter 7.)

CMS S1 in USC:

• VME electronics. The VME electronics in S1G01-4 need to be upgraded to the one
compatible with the new digital readout. In particular all FEDs need to be replaced
with the new boards based on microTCA (see Section 5.4). This work will take place
in the service cavern (USC) and can start as soon as the last beam is dumped before
the technical stop. This activity should have no impact on the schedule of work in
the UXC.

• Pixel PLCs and DCS. The pixel PLC system located in S1G02 needs to be expanded
with extra modules to readout the larger number of sensors foreseen for the up-
graded pixel detector. The following steps will have been done before the installa-
tion of the pixel detectors.

• Connect RTD/HMX simulators at PP0 and read back with the PLC, make
sure all channels are giving correct values and the cable mapping is cor-
rect.
• Read the values from PVSS make sure that each channel data point is

reading the correct channel.
• Turn on/off CAEN modules from PVSS and make sure all PVSS controls

of the CAEN supply working.
• Connect simulated (passive) loads at PP0 and read back from PVSS. Make

sure cable mapping is correct and PVSS data points has correct channel
address.
• Test the interlock for each interlock group and see that the corresponding

CAEN power modules turned off.
• Connect simulated loads and RTD/HMX humidity sensors at PP0 patch

panel on the Tracker bulkhead, corresponding to each half cylinder. Test
the functionality of the PVSS controls (finite state machine, activating in-
terlocks for over-temperature, humidity).

All these activities can be performed either before the present pixel system is extracted or while
there is work on the Pixel cooling pipes (See Section 11.3) before the insertion of the upgraded
detector and after the extraction of the present one (these activities require access to PP0).
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Activity End
1 Disconnect cooling pipes and electri-

cal/optical cables
Minus half shift

2 Setup and extract FPIX Minus 1 shift
3 Disconnect cooling pipes and electri-

cal/optical connection
Plus half shift

4 Setup and extract FPIX Plus 1 shift
5 Setup and extract BPIX Minus 1 shift
6 Pack and crane all removed objects to the

surface for storage in the RP area
Both Off critical-

path

Table 11.2: List of steps for the removal of the present pixel system.

11.3 Extraction of the Present Pixel System and Other Preparatory
Work

The removal of the present pixel system will follow well established procedures. Such proce-
dure has been developed during the 2008-2009 YETS when the present forward pixel system
has been removed and will be further tuned during LS1 when the present pixel system (both
Barrel and Forward) will be extracted and reinserted. During this period it will be crucial
to understand the potential interferences associated with operation in a challenging radiation
environment like drainage of the irradiated cooling fluid from the system and mechanical in-
terferences with the radiation shields. These steps are outlined in Table 11.2.

Once the old Pixel detector is removed the work on replacing the cooling pipes between PP1
and PP0 can start. This work is necessary due to the ceramic electrical decoupler. The cop-
per cooling pipes will be disconnected at PP1 and the sections between PP1 and PP0 will be
removed. Further drainage and cleaning of any remaining C6F14 should be performed on the
remaining copper lines. The new pipes should be installed and capped on the PP0 side and
connected to the existing copper lines at PP1. The new cooling system has very different op-
erating pressures than the present one. This demands for thorough testing of all components
before connections to the detector. Once the new pipes are connected to the new cooling sys-
tem we deem necessary to pressure test with argon the full system up to the PP0 connections
before installing the detector. This activity implies work on both ends of the detector on the
top and the bottom of the vac-tank (4 different muon sectors). The estimated time to complete
this task is 7-10 days and it will be better evaluated during LS1 when a detailed inspection of
the vac-tank should provide the details to optimize the operation.

11.4 Phase 1 Pixel Installation
The installation of the new pixel detector will be very similar to what has been already done for
the present pixel system. The list below show the sequence of the various steps for the Barrel.
The choice to start from the MINUS END is completely arbitrary. The same procedure should
then be followed for the Forward Disks system, but since they are inserted one end at the time,
an extra day should be added to the schedule.

1. Insert and test BPIX:

(a) Insert BPIX from the MINUS end. This will be done one half-barrel at the time and
it is going to take 1 day per half-barrel.
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(b) Connect BPIX on both ends estimated another day (half day on each end).

(c) Gas (argon) pressure test the cooling lines. Estimated one day.

(d) Establish cooling to the detector (estimated half day).

i. One line at the time checking temperature behavior in the BPIX via DCS (this is
DCS-to-cooling mapping).

ii. Coolant temperature should be chosen somewhere between 15 ◦C and 20 ◦C in
order to avoid any problem with condensation (UXC dewpoint is guaranteed
below 13 ◦C).

(e) Test of the connection (electrical and optical) Estimated a couple of days.

i. Detector should be powered one power supply at a time and corresponding
temperature should be monitored via DCS (CAEN to DCS mapping)

ii. Detector parameters from pre-insertion testing should be used to configure the
detector.

iii. The most critical step in this process is to establish the quality of the optical
connections.

Figure 11.3 shows a picture of the bulkhead inner part without the carbon fiber panels so that
all the pixel connection to the services are visible.

Figure 11.3: Picture showing the bulkhead with the inner rail without the covers and with all
connection in place.

11.5 Other Activities Within the Pixel Volume
With the new pixel detector installed and cabled correctly, the BCM carriage that also contain
the PLT is to be installed. The whole process is quite similar to the Pixel installation and testing.
The BRM and PLT installation consists of:

• Mechanical installation

• Electrical and optical connections
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• Connections check out.

The estimated duration of this process is 1 working day for both PLUS and MINUS ends. The
tight alignment requirements for the PLT system imply that the final adjustment of the PLT
location is to be done as an iterative process with the survey team. A half-day on each end
should be sufficient.

The last activity in the vac-tank is the closure of the humidity seal of the pixel volume, which
can be seen in Figure 11.4. The carbon fiber panels for the inner bulkhead need to be placed

Figure 11.4: Closure of the pixel volume with the humidity seal.

on top of the connection region up to a radius of 625 mm and sealed with Velcro and Kapton
tape. The bulkhead nose shell will be installed over the beam pipe carbon fiber supports. The
arrangement acts as a seal between the pixel volume and the outside environment, and hosts
the heating foils to avoid condensation on the outer surface of the seal itself.

The effectiveness of the seal must be tested by monitoring the dew point inside the pixel vol-
ume with the following conditions:

1. Establishing the nominal flow of dry gas (either dry air or Nitrogen at 1-2 volume ex-
change per hour).

2. Bringing the cooling system temperature setpoint to nominal (−20 ◦C).

3. Powering up the detector.

4. Checking the stability versus time overnight with different power conditions for the de-
tector.

Official signoff that the pixel work in the vac-tank is finished. At this point the alignment ring
can be put back in place and infrastructure and tooling can be removed.

The total estimated time for this activity is 1 to 2 days.

11.6 Other General Considerations
To minimize the long-term effects of radiation damage on silicon sensor, it is recommended to
keep them cold after exposure to irradiation. During the replacement of the CMS pixel detector
it is desirable to minimize the amount of time with the silicon strip tracker at room temperature.
The plan is to install a humidity seal between the pixel and the strip volume during LS1 that
should guarantee the necessary decoupling between the pixel and the strip environment.
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The most likely scenario is that one end of CMS (preferably the MINUS end) will be opened
before the other as tools and trained personnel are not sufficiently available to open both ends
of CMS at the same time. The impact on the schedule of parallelizing work on both ends is
quite minimal and it could be accounted as no more than a couple of days.

The activity levels of the inner part of the CMS detector requires installation of radiation shield-
ing in the vac-tank region. Installation and removal of the shielding is estimated to add a day
at the beginning of the schedule and a day at the end of it. The shielding is being designed
such to minimize the interference with Pixel replacement/maintenance and the impact on the
time-estimates for the affected activities will be assessed.

11.7 System Calibration, Integration and Commissioning
The phase 1 pixel detector is very similar to the present pixel system. Up to this date the present
pixel system has been calibrated and re-commissioned two times:

• The first following the installation (total calibration time of two months)

• The second following the year-end technical stop between 2011 and 2012 (total cali-
bration time of three weeks).

In terms of commissioning, the differences between the two systems are mainly on the readout
electronics. The data will be transmitted in a digital format (see Chapter 5) over new optical
links to the service cavern, received and processed with the upgraded FEDs.

The main challenges for the calibration and commissioning are identified in the analog and
digital parts of the front-end electronics (ROC). Threshold minimization and gain optimiza-
tion are the most critical calibration for the detector. The procedures will be very similar to
the one already in place at CMS. The most noticeable difference is that for the phase 1 pixel
system we are planning to pre-calibrate the modules during their production phase so that the
detector will be installed with a pre-existing database configuration for the foreseen temper-
ature of operation. Such approach should shrink the necessary time to calibrate the detector
standalone (local calibration) as most of the calibrations are iterative processes and the time for
their completion strongly depends on the starting configuration.

The list of the major local calibrations are:

• Bias and gain of optical links.

• Power consumption tuning (power DACs).

• FED parameter tuning (optoreceiver and delay).

• TBM parameter tuning (gain).

• ROC parameters tuning (threshold and gain).

• Pixel trimming.

Following the calibration in local mode the new pixel system should join the rest of CMS in the
central DAQ and participate in global runs. The experience gained with the operation of the
pilot blade system in the previous three years will be crucial for the successful and timely com-
pletion of this process. The pixel detector, DCS and DAQ will be tested for their compatibility
with the overall experiment. There are three phases that we foresee:

• High trigger rates test with random triggers.

• Cosmic data taking for the gross time alignment of the pixel system with the rest of
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the experiment.

• Data taking with p-p collision for the fine and final time alignment.

Both cosmic data and early collision data will be crucial for the alignment of the detector and
for measurements of various other parameters important for tracking like the Lorentz angle.
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Chapter 12

Project Organisation, Responsibilities,
Planning and Costs

The community involved in the Pixel Phase 1 Upgrade project is much larger than the com-
munity that originally built the present Pixel detector, its size being nearly that of the entire
present Tracker community (Tracker = Pixel + Strips detectors).

There are 46 institutions participating, widely distributed over the world, with about 400 physi-
cists, engineers, senior technicians and doctoral students involved into this construction. These
include both the people who are committed to carry out the construction of the upgraded de-
tector and those mainly working on software aspects, including study of the physics case and
detector response simulations.

12.1 Participating Institutes and Collaborators
1. Institut für Hochenergiephysik der OeAW, Wien, AUSTRIA

M. Friedl, J. Hrubec, H. Steininger

2. Department of Physics, University of Helsinki, Helsinki, FINLAND
P. Eerola

3. Helsinki Institute of Physics, Helsinki, FINLAND
D. Fusi, J. Härkönen, P. Luukka, T. Mäenpää, T. Peltola, E. Tuominen, E. Tuovinen

4. Institut Pluridisciplinaire Hubert Curien, Université de Strasbourg, Université de Haute
Alsace Mulhouse, CNRS/IN2P3, Strasbourg, FRANCE
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F. Bachmair, R. Becker, M. Donega, P. Eller, D. Hits, U. Horisberger, U. Roeser, M. Rossini,
A. Starodumov, H. P. von Gunten, R. Wallny
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36. Princeton University, Princeton, New Jersey, USA
B. Harrop, D. Marlow

37. University of Puerto Rico, Mayaguez, Puerto Rico, USA
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12.2 Project Organisation
The Phase 1 Pixel upgrade is a subproject of the overall CMS Tracker Project. Therefore, its
organization fits within the general organization of the Tracker project. The general Tracker
project organization is shown for reference in Figure 12.1. Names of people holding the differ-
ent roles are the ones at the time of writing.

In compliance with the CMS Constitution and with the Tracker project Constitution, the Tracker
Institution Board is the highest decision-making body in the Tracker Project. The Tracker
Project Manager, appointed by the CMS Spokesperson, heads the project and is assisted by
two deputies and the Tracker Resource Manager.

A number of Boards oversee, steer, endorse, etc., as appropriate, specific managerial, organi-
zational or technical matters. Among these boards, the one specifically concerned with the
management of the Pixel Phase 1 Upgrade project is the Phase 1 Upgrade Management Board
(Phase-1 MB).

From the construction organization point of view, the Phase 1 Pixel detector can be subdivided
into three main areas:
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1. the Forward Pixel (FPIX) system, including all in-detector parts, structures and compo-
nents specific to the end Disks;

2. the Barrel Pixel (BPIX) system, including all in-detector parts, structures and components
specific to the Barrel;

3. Common Systems and Integration (CSI), including all in-detector parts and components
which are the same in FPIX or BIX or are however procured through a single common
procedure, the off-detector services (such as power supplies and cooling plants) and all
the integration interfaces. CSI is also the interface to the CMS Technical Coordination.

The construction activities in the three main areas are each coordinated by a specific Technical
Coordinator.

This structure is indicated in Figure 12.1. Each Phase 1 Upgrade technical Coordinator coor-
dinates and oversees the actual day-to-day work of different Working Groups and Production
Centres, distributed across most of the participating Institutes.
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Figure 12.1: Tracker organizational chart.

12.2.1 Phase 1 Upgrade Management Board (Phase-1 MB)

This board evolved from a previously existing (up to January 2011) and now phased out Tracker
Upgrade Steering Committee, which had steered the physics studies, simulations, and R&D ac-
tivities leading to the Pixel-related sections of the CMS Upgrade Technical Proposal. Its mem-
bers are the link persons to the Funding Agencies (FAs) supporting the construction of the
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upgraded Pixel detectors either with financial funds for Materials and Services (M&S), or with
manpower available at the home Institutes, or both. This board is completed by a number of
ex-officio members: the full Tracker Management Team, the Chairman of the Tracker Institution
Board, the present Pixel detector Operation Managers, and the CMS Technical Coordinator.

The concept that inspired the composition of this board is that representatives of the main
Funding Agencies in the Pixel Phase 1 Upgrade project share a common commitment and re-
sponsibility to deliver the upgraded detector. The responsibility for managing the project is
shared by these agency representatives and with the Tracker Project Management team through
their combined involvement in the Phase-1 MB.

The Phase-1 MB supervises, reviews progress and defines planning and strategy for the Phase-
1 Upgrade project; defines and manages the scope, the budget and the milestones of the project,
as well as the sharing and responsibilities between different Funding Agencies involved result-
ing in an internal MoU. The Phase-1 MB meets several times a year, at least during CMS and
Tracker weeks. Decisions are taken by consensus whenever possible.

In any important areas where consensus cannot be reached, or where there is a significant
impact on the wider Tracker project, the Tracker PM can bring these matters to the Tracker
Management Board for resolution.

12.2.2 Phase 1 Upgrade Project Leader

The Chairperson of the Phase-1 MB is selected among the members, by the members them-
selves (ex-officio members do not vote and cannot be selected) and is the de-facto Project Leader
of the Phase 1 Upgrade subproject within the Tracker project.

The Chairperson represents the project on the CMS Upgrade Project Office. The Chairperson is
endorsed by the Tracker PM, Tracker Institutions Board and CMS Upgrade Managers.

The Phase-1 MB Chairperson/Project Leader role is characterized by the following charge and
deliverables:

• To lead the Phase-1 MB to define and manage the scope, cost and budget for the pixel
upgrade, taking into account the LHC schedule, available resources, and interests of
the groups involved.

• To lead the MB to define a set of project milestones and then steer the project to
meet them, assuring the necessary flow of resources and information throughout
the project.

• To work closely with the Phase-1 BPIX, FPIX and CSI Coordinators to review tech-
nical progress; manage the planning and strategy to deal well with problems and
opportunities; establish and use appropriate documentation with reliable archiving
for all relevant technical specifications of parts and interfaces, QA procedures, QC
procedures and logistics.

• To prepare for reviews of important technical, engineering and procurement deci-
sions, normally chaired by CMS Technical Coordination.

• To chair the Phase-1 MB, organize meetings, agendas, objectives, and follow-up with
reports to the TIB.

• To work in partnership with the Tracker PM team to assure proper consideration of
all decisions, including their impact on the Tracker project as a whole, with appro-
priate preparation of points for endorsement by the TIB.
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• To work closely with the Tracker Resource Manager on all resource-related matters.

• To represent the Tracker Phase-1 Upgrade in the CMS Upgrade Project Office as well
as in CMS Management and LHCC meetings.

Last but not least, the Phase-1 MB Chairperson has been responsible for assembling an editorial
team and publishing this TDR.

12.2.3 Phase 1 Upgrade Technical Coordination Team

This team is composed of two detector construction Coordinators, one for BPIX, one for FPIX,
and the Common Systems and Integration (CSI) Coordinator. These people lead the technical
activities within the project. The Coordinators act as a team to ensure that:

• Realistic and detailed plans are prepared.

• Adequate resources and supervision are committed to the different activity lines.

• The planning is consistent with the project milestones, quality objectives and budget.

• Progress is properly monitored across the technical activities in all centres.

• Technical specifications for parts and interfaces between parts of the system are es-
tablished, well defined, documented and followed.

• QA/QC procedures are established, well defined, documented and followed.

• Information flows properly within the project, to/from the Phase-1 MB and within
the technical Coordination team, and that there is a central repository used to orga-
nize and archive project documents.

The CSI Coordinator will ensure that the common parts of the upgraded area, which are outside
the normal supervision of the FPIX and BPIX Coordinators, are fully supported and properly
integrated into the project such that the appropriate solutions are adopted by FPIX and BPIX.
The Phase-1 BPIX and FPIX Coordinators, working together with the CSI Coordinator, should
ensure that common solutions are implemented wherever it is appropriate.

The Coordinators convene technical steering groups of experts as necessary.

As seen in the global Tracker organizational chart, the Coordinators report to the Phase-1 MB,
and the Tracker PM.

12.2.4 Role of the Resource Manager

The Resource Manager of the Tracker project has also the role of Resource Manager of the Phase
1 Upgrade subproject. His/her tasks include:

• Maintaining and updating the subproject Cost Book, starting initially from estimates
of costs and funding, and progressively evolving it towards a detailed bookkeeping
of actual expenses on one side, and FAs contributions on the other side.

• Elaborating and updating the cost time profile and the cost sharing among FAs.

• Taking care, together with the technical Coordinators and/or with the heads of
Working Groups and/or the people responsible of the Production Centres, of pro-
curements for the construction of the upgraded detector; specifically, the Resource
Manager is responsible for the tendering process involved in common procurements
performed centrally.

• Reporting regularly on construction expenditures to the Phase-1 MB, to the CMS FB,
and preparing regular reports for the LHC RRB as required.
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12.3 Construction Responsibilities
As already mentioned, the community committed to share the effort of constructing the up-
graded Pixel detector is almost the size of the entire current full-Tracker community. Over the
last few years, through a series of meetings and discussions of different official managerial
boards within the Tracker and technical working groups, a responsibility sharing model has
been outlined which stems from historical involvements in the construction of the present Pixel
detector but has expanded into larger communities and consortia similar to the ones which suc-
cessfully carried out the construction of the present Strip Tracker.

We now describe the sharing of responsibility for delivery of the different parts of the detector,
discussing its historical evolution and some rationale behind it.

12.3.1 FPIX

The FPIX will be built in the USA, like the current Forward Pixel. The upgraded FPIX com-
prises 672 modules. The bumpbonding of Sensors to ROCs will be outsourced to commercial
companies.

Concerning the production infrastructure, it will be the responsibility of the USA FAs to setup
a network of Production Centres in the USA: modules will be assembled at Purdue University
(infrastructure already exists) and University of Nebraska. Final assembly of the modules onto
the half disks will be performed at Fermilab, which is basically already fully equipped since
the production of the existing detector. Commissioning of each complete half cylinder will be
done at Fermilab and then at the Tracker Integration Facility (TIF, in Building 186 at CERN).

12.3.2 BPIX

The BPIX, which for the present detector was under the full responsibility of a Swiss Con-
sortium composed of PSI, ETH and the University of Zürich, will now be shared among four
Europe-based consortia, one of which involves also Taiwan. Overall the upgraded BPIX com-
prises 1184 modules, plus additional 96 modules in the replacement Layer 1 (total 1280 mod-
ules to be built)

The mechanical structure, including the on-detector cooling tubes, the Supply Tube, and almost
all services inside the latter, will be the responsibility of the Swiss Consortium, with specific
parts or phases of the construction taking place in each of the three Institutes of the Zürich
area, and with just a few specific components provided by other Countries/Agencies.

In addition, the Swiss Consortium will perform the module construction for Layer 1, Layer 2,
and for a replacement of Layer 1.

The module construction for one-half Layer 3 will be performed in Italy by the INFN Consor-
tium, involving five INFN Sections located at five Italian Universities.

The modules for the other one-half Layer 3 will be constructed at CERN by a Consortium
composed of CERN itself, Taiwan and Finland.

The module construction for Layer 4 will be performed in Germany by a Consortium composed
of DESY and several German Institutes funded by BMBF.

In the above-outlined sharing of BPIX module construction, the relevant quantities of mod-
ule components are, as a general rule, procured at the expenses of the concerned Consortia,
although the procurement processes may be handled at a central site, typically CERN, in a
coordinated way.
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Concerning the production infrastructure:

• The Swiss Production Centre is distributed across the three participating Institutes,
basically already exists and is already fully equipped from the production of the
existing detector. PSI will mainly concentrate on the construction of modules and
services and on the Barrel mechanics, University of Zürich on the Supply Tube me-
chanical structures, ETH on testing equipment and operations.

• The INFN Production Centre will also be distributed, across five sites (Pisa, Padova,
Catania, Bari and Perugia), with each specific construction operation taking place at
a single site.

• The Production Centre of the CERN/Taiwan/Finland Consortium will be at CERN.

• The German Production Centre will consist of multiple laboratories as well: on the
DESY Campus, in Karlsruhe and in Aachen. The module construction will take place
at DESY for one half of Layer 4 and in Karlsruhe for the other half.

The internal organization of each Consortium derives from a number of considera-
tions, some of which apply in differently manner to each Consortium. Mainly, the
exploitation of existing infrastructure and expertise, the specific interests of groups
for developing new expertise on particular items, and the minimization of overall
construction costs (not just the M&S ones) for a Funding Agency comparing costs
for moving parts from one sito to another with costs for moving personnel from one
site to another.

12.3.3 Common Systems

The Common Systems include a variety of detector, and even module, components which are
identical in FPIX or BPIX, or are anyway procured through a common procedure, as well as the
services ”external” to the sensitive volume of the detector and common to its two partitions.

As a general approach, the common module components such as ROC and TBM wafers will
be procured with a common initiative and distributed to the different laboratories as necessary,
both in the USA and in Europe, and their cost will be shared among FAs proportionally to the
fraction of modules of assigned to each Consortium.

The needed modification of the current power supplies is being developed jointly by the Swiss
Consortium and the Aachen group, but will be paid for by most of the FAs funding this project.
The DC-DC converters, which are a novel part of the power system with respect to the existing
detector, will be the responsibility of the Groups who have developed them. These include the
Aachen (funded by BMBF) and CERN groups. A contribution by the Swiss Consortium is also
envisaged. The development of new power supplies will be again followed jointly by the Swiss
Consortium and the Aachen group and if a replacement is needed it would be paid by most of
the FAs funding this project.

The optical links will be taken care of and paid for for the most part by CERN, and for a minor
part by the USA.

The DAQ system cards for the upgraded detector will be the responsibility of the UK. Austria
will provide an interim DAQ solution for the FPIX pilot blade system. France will be involved
in the DAQ software development. All have expertise and technical interest in this item from
the existing Tracker.

Other major off-detector general services, namely the cooling system, interlocks and monitor-
ing system, will be provided by CERN, but with a financial contribution by France which is
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involved in the system design and will contribute to its assembly and commissioning.

A dedicated infrastructure for commissioning the detector during and after final integration at
the Tracker Integration Facility (TIF, in Building 186 at CERN) will also be the main responsi-
bility of CERN, with a substantial contribution by Taiwan and a small contribution by France
for the cooling system at TIF.

Costs for final detector installation inside CMS will be paid in part by CERN and in part by the
Swiss Consortium, e.g. through the development and construction of dedicated tools.

12.3.4 Institutional interests

In Figure 12.2 we show a synoptic view of the interests of the different participating Institutes
on specific construction activities. Responsibility for the delivery of a given part of the detector
or a given operation rests with the individual Institutes, whilst financial responsibility for the
procurement of the parts needed to carry out any construction activity rests with the Funding
Agencies, not the individual Institutes.
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Germany HAMBURG-UNIV H-L4 H-L4 H-L4 H-L4 H-L4
Germany KARLSRUHE-IEKP H-L4 H-L4 H-L4 H-L4 H-L4 H-L4
Italy BARI H-L3 X
Italy CATANIA L3 L3
Italy FIRENZE H-L3
Italy GENOVA X
Italy MILANO-BICOCCA X
Italy PADOVA BPIX H-L3 X
Italy PERUGIA H-L3 H-L3 H-L3 X X
Italy PISA H-L3 H-L3 H-L3 H-L3 X X X
Italy TORINO X X
Switzerland CERN H-L3 H-L3 H-L3 H-L3 H-L3 X X X X X X X
Switzerland PSI L12+1 BPIX L12+1 L12+1 L12+1 L12+1 BPIX BPIX BPIX X X BPIX BPIX
Switzerland ZURICH-ETH L12+1 BPIX BPIX X X BPIX BPIX
Switzerland ZURICH-UNIV BPIX BPIX BPIX BPIX BPIX
Taiwan TAIPEI-NTU H-L3 H-L3 H-L3 H-L3 X X X
United Kingdom BRISTOL X
United Kingdom RAL X
United Kingdom LONDON-IC X
United Kingdom BRUNEL X
USA CHICAGO-UIC FPIX FPIX FPIX X X
USA COLORADO FPIX FPIX FPIX
USA FERMILAB FPIX FPIX FPIX FPIX FPIX FPIX FPIX FPIX FPIX FPIX X X X FPIX FPIX X FPIX FPIX X X
USA JOHNS-HOPKINS FPIX
USA KANSAS-STATE X X X
USA KANSAS-UNIV X FPIX X
USA MISSISSIPPI X
USA NEBRASKA FPIX FPIX X
USA PRINCETON FPIX
USA PUERTO_RICO X
USA PURDUE FPIX FPIX FPIX FPIX FPIX X X FPIX FPIX FPIX
USA PURDUE-CALUMET FPIX FPIX X
USA RICE FPIX X FPIX FPIX
USA RUTGERS X FPIX
USA SUNY-BUFFALO
USA TEXAS-TAMU FPIX X FPIX
USA UCDAVIS FPIX
USA UCRIVERSIDE FPIX FPIX X FPIX FPIX
USA VANDERBILT X

Legend: X=interest in this item
FPIX=interest in this item for FPIX
BPIX=interest in this item for the entire BPIX
L12+1=interest in this item for BPIX Layer1, Layer2 and replacement Layer1
L3=interest in this item for BPIX Layer3
H-L3=interest in this item for half BPIX Layer3
L4=interest in this item for BPIX Layer4
H-L4=interest in this item for half BPIX Layer4

Figure 12.2: Preliminary interests of participating Institutes on construction deliverables

In addition to the listed construction activities, many Institutes are involved in software tasks
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to which the notion of M&S cost does not apply, namely in physics performance studies and
simulations.

12.4 Construction Schedule
The construction schedule, up to installation, is shown at a glance in Table 12.1 and then with
finer detail in Figures 12.3, 12.4 and 12.5, for the three areas (FPIX, BPIX, CSI) respectively.

This schedule aims at being ready for installation during a technical stop around the turn of
the year 2016-2017.

Milestone Date
Technical Design Report 9/2012
Start sensor production 10/2013
Submission of final ROC 10/2013
Re-installation of present detector and pilot blades 5/2014
Start of module production 5/2014
CO2 plant installed at Point 5 8/2014
uTCA FED readout of pilot blades 4/2015
Start of detector assembly and testing 6/2015
End of module production 2/2016
Pre-installation slice tests at CERN 6/2016
Ready for installation 9/2016

Table 12.1: Major milestones for the Pixel upgrade project

Phase-1-Pixels_20120822_FPIX

FPIX

Sensor Procurement and qualification 3.06 years

Order pilot sensors

Launch FPIX sensor production

Completion of FPIX sensor production

FPIX TBM and Data Keeper chip 2.21 years

Gatekeeper prototytpe submission

TBM and Gatekeep production completed

Modules 3.94 years

Bump-bonding of production module starts

Completion of HDI delivery and testing

Completion of delivery of bump-bonded pixel modules

Completion of  module assembly and testing

Readout Electronics 3.01 years

Completion of port card delivery and testing

Completion of Al cable delivery and testing

Mechanics 4.03 years

Completion of mechanical prototype and validation of design

Start of FPIX mechanics production

Completion of FPIX mechanics

Final  Assembly, integration and test 1.5 years

Completion of first half cylinder including all half disks

Complete assembly of FPIX in the US

Completion of FPIX system

Pilot Blades 4.2m

Pilot system ready for installation

Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4
2008 2009 2010 2011 2012 2013 2014 2015 2016

0 Phase-1-Pixels_20120822_FPIX

1 FPIX

2 Sensor Procurement and qualification

10 Order pilot sensors

11 Launch FPIX sensor production

12 Completion of FPIX sensor production

13 FPIX TBM and Data Keeper chip

20 Gatekeeper prototytpe submission

21 TBM and Gatekeep production completed

22 Modules

33 Bump-bonding of production module starts

34 Completion of HDI delivery and testing

35 Completion of delivery of bump-bonded pixel…

36 Completion of  module assembly and testing

37 Readout Electronics

44 Completion of port card delivery and testing

45 Completion of Al cable delivery and testing

46 Mechanics

62 Completion of mechanical prototype and valid…

63 Start of FPIX mechanics production

64 Completion of FPIX mechanics

65 Final  Assembly, integration and test

72 Completion of first half cylinder including all h…

73 Complete assembly of FPIX in the US

74 Completion of FPIX system

75 Pilot Blades

81 Pilot system ready for installation

Title#

Figure 12.3: Construction schedule for FPIX.



210 Chapter 12. Project Organisation, Responsibilities, Planning and Costs

Phase-1-Pixels_20120822_BPIX

BPix

Sensor 4.00 years

Order pilot sensors

Launch BPIX sensor production

Completion of BPIX sensor production

Modules 3.85 years ?

Completion of readout cables

Launch of BPX module production

Completion of BPIX HDI

Completion of BPIX module production

BPIX Mechanics 4.62 years ?

Test installation at P5 no beam pipe

Test installation at P5 with new beam pipe

Design signoff

Start BPIX Service Tube production

Completion of BPIX Service Tube production

Start of BPIX half shell final integration

Final integration and test 9.1 months

Launch of BPIX final system integration and tests

BPIX ready for installation

Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4
2008 2009 2010 2011 2012 2013 2014 2015 2016

0 Phase-1-Pixels_20120822_BPIX

1 BPix

2 Sensor

12 Order pilot sensors

13 Launch BPIX sensor production

14 Completion of BPIX sensor production

15 Modules

32 Completion of readout cables

33 Launch of BPX module production

34 Completion of BPIX HDI

35 Completion of BPIX module production

36 BPIX Mechanics

61 Test installation at P5 no beam pipe

62 Test installation at P5 with new beam pipe

63 Design signoff

64 Start BPIX Service Tube production

65 Completion of BPIX Service Tube production

66 Start of BPIX half shell final integration

67 Final integration and test

72 Launch of BPIX final system integration and tests

73 BPIX ready for installation

Title#

Figure 12.4: Construction schedule for BPIX.

12.5 Costs
12.5.1 Cost Estimate

The detailed cost estimate of the Phase-1 upgraded Pixel detector has been established, with
about 200 individual items in the Cost Book, on four levels of a Work Breakdown Structure
(WBS).

It should be noted that the cost estimates are for M&S only and concern only items which fall
into the allowed expense group 4.6.3 as defined by the CORE (LHCC Cost Review Committee)
and recently reformulated by the CMS Resource Manager specifically for the CMS Upgrade
project as follows:

1. Final prototype or pre-production fabrication required to validate a final design or prod-
uct quality, prior to production.

2. Engineering costs incurred during production at a vendor or contractor, not at a CMS
member Institution.

3. Production fabrication and construction costs, including QA and system testing during
the assembly process.

4. Transportation costs, integration and installation.

All quotes and estimates have been collected in calendar years 2010 and 2011 and verified
around the beginning of 2012. Quotes and estimates have been provided in CHF, EUR, or
USD, depending on the geographical location of Institutes, companies, vendors, or suppliers.
In this chapter, all monetary values are expressed in CHF. The following conventional exchange
rates have been used to convert EUR and USD to CHF:

• 1 USD = 1.0 CHF

• 1 EUR = 1.2 CHF
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Phase-1-Pixels_20120822_CSI

Common Systems and Integration

CO2 Cooling plants

P5 Cooling Services Design and Integration 1.82 years

Choice  of primary system and placement for P5 plant

TIF Prototype CO2 Plant 1.17 years

TIF start of construction

TIF plant installed

TIF plant commissioned

P5 CO2 Cooling plant 1.42 years

P5 plant start of construction

P5 plant ready for installation

P5 plant installed

Power System

DC-DC Converters 3.27 years ?

Start of final DC-DC ASIC production 

Start of final DC-DC converter production 

End of final DC-DC converter production

Modified A4603 Power Supplies 2.55 years ?

Modifications A4603 validated

A4603 Modification kits completed

Front end electronics

ROC (+ TBM, DLT) 4.12 years

Submission PSI46dig_v1 ROC

Submission corrected PSI46dig_v1

Submission PSI46dig_v2

Launch final production of ROC

ROC ready for distribution

Pixel readout optohybrid (POH) 3.55 years ?

Start laser diode procurement

Start production of POH

Completion of POH production

Off-detector electronics and DAQ

Prototype FED Development 2.02 years

Prototype FMC-FED hardware available

Standalone prototype FED, multi ROC readout

Prototype FEC Development 1.53 years

Standalone prototype FEC, multi-module control

Pilot Blade Testing 1.78 years

Demonstrator FED & FEC with readout & control of pilot blade…

DAQ Link & Architecture 2.02 years

Demonstrator fast link integrated with central DAQ hardware

Final FED Development 3.82 years

Combined FED/FEC review

Final FED hardware ready for production

Final firmware & software for full system ready for deployme…

FED Production & Integration Tests 2.29 years

Pre-installation slice tests at CERN

Delivery of full Pixel DAQ

Test beams

Test beam 1 SPS T2 H4

Test beam 2 SPS T2 H4

FNAL Test Beam (To be confirmed)

Beam Pipe 2.48 years

EDR on BeamPipe procurement

Beam Pipe at CERN

New Beam Pipe Ready for Installation

Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2
2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

0 Phase-1-Pixels_20120822_CSI

1 Common Systems and Integration

2 CO2 Cooling plants

3 P5 Cooling Services Design and Integration

9 Choice  of primary system and placement for P5 plant

10 TIF Prototype CO2 Plant

11 TIF start of construction

12 TIF plant installed

13 TIF plant commissioned

14 P5 CO2 Cooling plant

19 P5 plant start of construction

20 P5 plant ready for installation

21 P5 plant installed

22 Power System

23 DC-DC Converters

31 Start of final DC-DC ASIC production 

32 Start of final DC-DC converter production 

33 End of final DC-DC converter production

34 Modified A4603 Power Supplies

38 Modifications A4603 validated

39 A4603 Modification kits completed

40 Front end electronics

41 ROC (+ TBM, DLT)

53 Submission PSI46dig_v1 ROC

54 Submission corrected PSI46dig_v1

55 Submission PSI46dig_v2

56 Launch final production of ROC

57 ROC ready for distribution

58 Pixel readout optohybrid (POH)

63 Start laser diode procurement

64 Start production of POH

65 Completion of POH production

66 Off-detector electronics and DAQ

67 Prototype FED Development

79 Prototype FMC-FED hardware available

80 Standalone prototype FED, multi ROC readout

81 Prototype FEC Development

89 Standalone prototype FEC, multi-module control

90 Pilot Blade Testing

101 Demonstrator FED & FEC with readout & control of pilot blades

102 DAQ Link & Architecture

111 Demonstrator fast link integrated with central DAQ hardware

112 Final FED Development

129 Combined FED/FEC review

130 Final FED hardware ready for production

131 Final firmware & software for full system ready for deployment

132 FED Production & Integration Tests

147 Pre-installation slice tests at CERN

148 Delivery of full Pixel DAQ

149 Test beams

150 Test beam 1 SPS T2 H4

151 Test beam 2 SPS T2 H4

152 FNAL Test Beam (To be confirmed)

153 Beam Pipe

159 EDR on BeamPipe procurement

160 Beam Pipe at CERN

161 New Beam Pipe Ready for Installation

Title#

Figure 12.5: Construction schedule for common systems and integration.

As a general procedure, the cost of each individual item is estimated by using a unit cost
and an estimate of the quantity needed. The quantity is the sum of: the actual quantity to be
mounted on the detector; the additional quantity, varying from item to item, needed to com-
pensate for expected yields of certain fabrication operations; the number of spares estimated as
needed to a) safely overcome the assembly, integration, commissioning, and installation stages,
when handling of parts may result into accidental damage of them, thus needing immediate re-
placement, and b) leave in the end on the shelf about 5% spares available for later maintenance
of the detector.

Following CMS rules and guidelines, neither general contingency (for unexpected or unfore-
seen technical flaws or major accidents) nor financial contingency (for inflation, exchange rate
variations, or general evolution of economy or market conditions which may alter the cost of
procured materials and components) have been included in the estimates. For these issues, in
case of cost increase, we will have no other choice than turning to CMS for help or, ultimately,



212 Chapter 12. Project Organisation, Responsibilities, Planning and Costs

to the FAs with additional, ad-hoc requests for further funding.

The quality of the individual item cost estimates ranges from certain (i.e. a completed or-
der – applies to some final prototypes and/or production centre setups) down to educated
guesses. Whenever available, actual quotes already obtained from vendors and/or companies
have been used. In some cases, educated interpolation of market surveys not yet evolved to
the stage of a formal quote has been used. In other cases, careful extrapolations from similar
parts of the existing detector were carried out by the experts, or groups thereof, who took care
of the corresponding parts of the existing detectors.

In all cases, the uncertainty in the unit cost estimate of each individual item, in the currency
in which it was provided, is believed to be quite small, not more than 5%. This because
the quotes should be rather firm, but also the estimates based on extrapolations have been
done so carefully that we are confident their uncertainty is not larger than 5%. However, the
quantity needed may fluctuate a little more on some items for which the final technical so-
lution has not been frozen yet. Furthermore, we cannot guarantee the stability of any costs
against fluctuations of currency exchange rates or against market fluctuations for the base ma-
terials/components.

With these caveats in mind, we now proceed to show the estimated cost of the project. The
global cost of the Pixel Phase 1 Upgrade project is estimated to be 17’100 kCHF at the time of
writing.

A breakdown of the global cost down to the second WBS level, is presented in Table 12.2.

Area Item Cost (kCHF)
FPIX Detectors (incl. Bumpbonding) 2’224

Module Electronics 276
Module Mechanics 424
Service Cylinder 221
Module Production, Testing, Integration 222

FPIX Total 3’368
BPIX Detectors (incl. Bumpbonding) 4’892

Module Electronics 764
Module Mechanics 314
Supply Tube 704
Module Production, Testing, Integration 555

BPIX Total 7’229
CSI Cooling System 1’030

Power System 1’110
Readout Electronics and Data Links 2’415
DAQ 900
Interlocks & Monitoring 105
Commissioning hw @TIF 616
Installation @P5 147
Transportation 180

CSI Total 6’503
Grand Total 17’100

Table 12.2: Estimated cost of the project

The fact that the BPIX costs nearly twice the FPIX is not a surprise, as BPIX has about twice
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the number of modules of FPIX and the two areas conventionally contain mainly items whose
quantity or dimensions scale with the number of modules. Systems and operations which do
not scale linearly with the number of modules, such as for example the cooling plant, are in
fact included in the CSI partition.

For both FPIX and BPIX areas, the ”Detectors” costs include the Silicon sensor wafers, masks,
prototypes for bump bonding qualification and, as indicated, the bumpbonding of Sensors to
ROCs, but not the ROCs themselves. The main cost drivers are the sensor wafers and bump-
bonding, while masks and prototypes are minor items costwise.

ROCs are included in the ”Readout Electronics and Data Links” item along with TBMs, optical
links (lasers, transmitters, receivers, transceivers) and fibers. The main cost drivers here are the
optical links, followed by ROCs.

”Module Electronics” items include the HDI and the connector + cable connecting the module
to power, control and readout units. This item’s cost is dominated by the HDI.

Concerning the ”Power System”, about 2/3 of this item’s cost refers to the possible replacement
with new units after LS2, should this be eventually needed, while the initial modification of
the present ones is expected to cost only 134 kCHF. The DC-DC converters account for ˜25%.
Regarding the ”Commissioning hardware at TIF”, more than 2/3 of the cost are due to the
cooling system.

Any large production and major procurement will be preceded by dedicated Engineering De-
sign Review and/or Procurement Readiness Review.

12.5.2 Expected Funding and Cost Sharing

The global cost of the project is expected to be borne by all institutions participating in the
project.

Discussions with the Funding Agencies are ongoing to define the sharing of the total project
cost. The commitments of each Funding Agency will be formalised in a signed Memorandum
of Understanding (MoU).
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Appendix A

Evolution of Pixel Detector

A.1 Introduction and Motivations
The Phase 1 pixel detector upgrade should provide good performance for the whole of Phase
1 operation, until LS3 when a new Pixel detector for High Luminosity (HL) LHC will be in-
stalled. To meet the challenges coming from the increasing performance of the machine, we
plan to develop a new pixel detector that will be needed for the HL-LHC period, where an
instantaneous luminosity of 5× 1034 cm−2s−1, a pile-up of 100 (25 ns) and an integrated lumi-
nosity of 270 fb−1 per year are foreseen. The most important areas of improvement that have
been identified are:

• Increased radiation hardness of inner layers;

• Improved rate capability of the ROCs;

• Increased granularity, using smaller pixels;

• New trigger functionalities.

We have a 5-year development plan to focus on the critical technologies: the sensor, the ROC
and also the complete pixel system. While this plan aims at establishing the choices for the
HL-LHC pixel detector, it is also a path for continuous evolution of the pixel detector. Some of
these developments could also possibly be used earlier, replacing the inner parts of the Phase
1 pixel detector, to extend its lifetime and/or enhance its performance, should this be required.

The main challenge for the sensor technology is the radiation hardness related to cumulative ef-
fects, linearly dependent on total integrated luminosity. Preliminary estimates based on present
data give a fluence for the inner barrel layer above 1016neq(1 MeV)/cm2 for ten years of HL-LHC
at a total integrated luminosity of about 3000 fb−1. R&D work is ongoing on three sensors tech-
nologies, namely: planar silicon, 3D silicon and diamonds. Development of monolithic pixel
sensors on standard CMOS process is also underway: the qualification of these devices is still
in progress, and therefore this option will not be described in further details in the following.

One of the main challenge for the pixel Read-Out Chip (ROC) is to record the maximum instan-
taneous luminosity. The ROC has to record with high efficiency (>99%) signals at very high
rate and store them for a time determined by the trigger latency. The flux of particles in the
first barrel layer is expected to be higher than 500 MHz/cm2. The trigger latency is expected
to be at about 6.4 µs, more than one and a half times the present value. Another challenge is
to read out big events, considering a possible pile-up of 100 or higher, at a L1 trigger rate of at
least 100 kHz. A new ROC must be capable of working with a significantly smaller threshold
than present 3500 e−, since all sensors featuring high radiation hardness are characterized by
smaller signals.

215
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At HL-LHC the CMS L1 trigger rates are expected to increase due to reduced rejection power
at increased pile up. It will be important to combine calorimeter information with tracking
information at a trigger level before the HLT. If a new pixel readout chip can be developed
that supports fast ”level 0” readout of parts of the pixel detector (a region of interest), this
information may significantly improve the L1 electron/tau triggers and to multijet triggers at
very high instantaneous luminosity. Preliminary studies show that multijet triggers can benefit
from pixel information already with only one pixel layer.

Very high luminosity operation of the LHC involves tracking in dense jets, and two-track sep-
aration performance becomes very important. Increasing the granularity of the pixel detector
allows an improvement of two-track separation. In particular, with the present detector, the
b-tagging efficiency is limited by cluster merging in the high energy tail (b jets of a few hun-
dred GeV and above) and becomes quite poor for jets produced in the decays of multi-TeV final
states. Improving this limitation is a main goal for the high luminosity operation, which can be
achieved implementing smaller pixel size in a suitably optimized sensor.

A.2 Sensor Development
A variety of solutions have been pursued to increase substantially the radiation hardness of
sensors with respect to n-on-n silicon sensors foreseen for the Phase 1 pixel upgrade. These
include diamond sensors, 3D silicon sensors, magnetic-Czochralski (MCZ) planar silicon de-
tectors, epitaxial, p-type silicon wafers, and thin planar silicon detectors. These sensors, if
proven to be practical, will be a major improvement for the lifetime of the inner parts of the
pixel detector.

The current common understanding [76] shows that planar sensors are basically good up to 2×
1015 neq(1 MeV)/cm2, while beyond this new materials or sensor concepts are interesting. 3D
detectors offer a shorter collection distance that mitigates the limiting effect of charge trapping.
Nevertheless, 3D devices have higher capacitance and are also insensitive to magnetic field [77]
and the detector resolution in this case is determined by the track incidence angle, pixel size,
and effective threshold. Diamond offers the advantage of small leakage current and lower
dielectric constant, thus reducing the electronic noise, with the disadvantage of a smaller signal.

A.2.1 Thin Planar Sensors

Thinner sensors together with smaller pixel cell dimensions, will greatly moderate the problem
of cluster merging. A ROC chip with a lower detection threshold also mitigates the loss of sig-
nal from the trapping of carriers and the overall radiation tolerance will improve. With reduced
detector thickness, the carrier drift path is reduced, resulting in shorter drift times at constant
bias and less carrier trapping, mitigating the reduction of signal due radiation damage.

Optimal rφ resolution is achieved when the pixel dimension is comparable to the Lorentz
width, implying that optimal segmentation depends on sensor thickness. Radiation damage
plays a role in the “breakage” of clusters at high rapidity where tracks traverse the pixel cells
along the z (beam axis) direction producing long clusters. These clusters can “break” into sepa-
rate clusters as more charge is lost. Decreasing the ratio of thickness to the pixel cell dimension
in z helps limiting cluster breakage.

The PIXELAV [78] simulation was used to model data taken in the 2003-2005 CERN beam tests
of pixel sensors irradiated at fluences up to 1.2× 1015 neq(1 MeV)/cm2and is currently used
to generate information for the CMS pixel reconstruction algorithms. Linear but conservative
extrapolations allow tuning of sensor thickness and cell size parameters vs. voltage and chip
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parameters (e.g. threshold). Studies were done for two examples, with a low ROC threshold
(1000 e−) and a 100 µm z pixel dimension for a thickness of 220 µm and 100 µm. Results
are shown in figure A.1. The effect of radiation damage on a pixel geometry of (75 x 100 x

(a) (b)

 Intermediate Pixels
   75x100x220 mm

(b)(a)

Thin Phase2 Detector
30x100x100 mm pixels

Figure A.1: Global-z (left) and azimuthal (right) resolution for the planar silicon sensors with
(30 x 100 x 100) µm3 (upper plots) and (75 x 100 x 220) µm3 (lower plots) cells coupled to a low
threshold ROC before and after irradiation.

220 µm3 cell) is qualitatively similar to the current pixel geometry. This detector would still
function at 2.4× 1015 neq(1 MeV)/cm2 with a loss of about 50% in resolution. The poor global-z
resolution high-rapidity seen at 4.8× 1015 neq(1 MeV)/cm2 is evidence of cluster breakage. The
thin geometry (30 x 100 x 100 µm3 cell) maintains instead good resolution up to the largest
fluence.

In general, the thin planar detector concept is quite attractive if the threshold of the readout
chip can be reduced to about 1000 e−. Final parameters need to be established by simulations
and real sensor beam test studies.

A.2.2 3D Pixel Sensors

Since 2010, CMS has an active 3D R&D program with several vendors and different geometry
configurations. We received single-chip devices from SINTEF, FBK, and CNM. SINTEF fabri-
cates 3D sensors with an active edge, manufactured using support wafers. The SINTEF sensors
have both the n+ (readout) and p+ (ohmic) electrodes etched from the same side and penetrat-
ing through the entire wafer thickness. Double side Double Type Column (3D-DDTC) devices
have been developed independently at FBK and CNM. They have n+ and p+ electrodes etched
from the front and backside of the wafer respectively. Both electrode types completely pass
through the silicon bulk.

Different pixel configurations were designed and manufactured, each of them compatible with
the existing CMS pixel ROCs. The pixel configurations can have one (1E), two (2E), or four
(4E) n-type electrodes per pixel. SINTEF has produced 2E and 4E sensors, while FBK and
CNM have manufactured all types. The distance between n-type and p-type electrodes is of
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great importance since it affects parameters such as capacitance and noise, depletion voltage
and breakdown, charge collection, and radiation hardness. The inter-electrode distances in
the 1E, 2E, and 4E configurations are 90 µm, 62.5 µm, and 45 µm, respectively. The sensor
thickness varies between 200 and 230 µm. A thorough simulation [77], [79], [80] of all devices
has been performed with the Synopsys TCAD. The sensors are diced and bump bonded to the
CMS pixel ROC of the type PSI46v2 at IZM (Germany) and SELEX (Italy). The bump bonded
sensors, assembled at Fermilab, Purdue University, and INFN Torino, have been irradiated.

Several SINTEF, CNM and FBK sensors with standard guard rings and with different electrode
configurations were characterized with a 90Sr radioactive source and then tested at Fermilab
with a proton beam of 120 GeV/c. Data were taken for various values of depletion voltages,
detection thresholds, temperatures and angles with respect to the beam. Some of these devices
were irradiated at Los Alamos National Laboratory (USA) with 800 MeV protons at fluences up
to 5× 1015 neq(1 MeV)/cm2 and re-tested. The data analysis is presently ongoing. In Figure A.2,

Figure A.2: Collected charge versus voltage for FBK 1E, 2E and 4E devices before and after
irradiation.

we show preliminary measurements of collected charge as a function of bias voltage for the FBK
sensors before and after irradiation. These devices are about 200 µm thick and have a depletion
voltage lower than 10 V. The measurements show that we can collect almost 8000 e− after an
irradiation of 5× 1015 p/cm2 by applying only 20 V. Operating the sensor at such low voltage
is attractive, as it lowers the requirements on the power and cooling systems, and offers some
potential for reducing the amount of inactive material as well.

A.2.3 Diamond

Diamond is a promising candidate for a highly radiation tolerant sensor for a pixel detector.
Chemical Vapor Deposition (CVD) diamond sensors have been studied for about 20 years as
extremely radiation hard tracking detectors. The quality of diamond sensors, as measured by
their Charge Collection Distance (CCD), has improved tremendously. Mono-crystal sensors,
which have essentially full charge collection (CCD thickness of sensor), are now a viable choice
for some tracking applications, such as the CMS Pixel Luminosity Telescope (PLT).

Currently, the size of mono-crystal diamond is limited to 8 x 8 mm2, about the size of a sin-
gle PSI46 ROC. On the other hand, large size polycrystalline diamond module (e.g. a 2 x 8
module) is available. The best product on the market these days for polycrystalline diamond
is 750 µm thickness with a CCD > 250 µm (which gives a signal of ∼9000 e−). Both silicon and
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carbon have a max in NIEL for neutrons at 25 MeV (170 MeV mb and 17 MeV mb, respectively)
and large NIEL for protons at this energy (350 MeV mb and 52 MeV mb). It appears as if the
charge loss due to irradiation is about a factor of 7-10 between Si and C across the spectrum.
This means that the basic detecting performance of the sensor, expressed in CCD, deteriorates
in diamond at a much slower rate than in silicon. Since the ionization released per radiation
length by a MIP is a factor 2 larger in silicon, the signals detected by both sensors end up to be
roughly comparable at doses around 1016 neq(1 MeV)/cm2as long as one can keep the silicon
over-depleted. At this point, the additional advantages presented by diamond become deci-
sive: on one side, the negligible leakage current, practically independent from the absorbed
dose, and a factor two smaller capacitance of pixels (factor two smaller dielectric constant)
translate into a superior S/N ratio.The high thermal conductivity can be exploited to directly
cool the front-end electronics thus reducing the amount of material in the detector. Further-
more, diamond sensors can be safely operated at room temperature and, because of the higher
carrier mobility, much faster signals can be delivered to the preamplifiers. In a strong magnetic
field, the tiny leakage current is further reduced. The CMS PLT group has done tests of mono-
crystal diamond in a magnetic field. Based on their results, one would expect a Lorentz angle
of 13.4◦ ± 2.1◦ in a 4 T field with an applied bias of 1 V/µm. Recent tests on irradiated sam-

Figure A.3: Diamond detection efficiency as a function of the proton impact point within the
100 × 150 µm2 pixel cell and current ROC: low efficiency due to the high threshold (about
2500 e−)

ples have demonstrated that after 2× 1016 neq(1 MeV)/cm2, diamond still collects more than
30% of its initial MIP signal. Several diamond pixel detectors, including large diamond pixel
modules, have already been built and successfully tested with ATLAS or CMS readout chips.
The performance of the pixel detector was recently tested at the Fermilab test-beam facility us-
ing a polycrystalline diamond with 500 µm thickness and a CCD around 200 µm at 500 V bias,
bonded to the PSI46v2 ROC with a threshold setting of ∼ 2500 e−. The detecting efficiency for
normally incident 120 GeV protons on the detector is plotted in Figure A.3 as a function of X
and Y-coordinates of the proton impact point within the pixel cells. The efficiency decreases
moving from the centre and reaches its minimum at the cell corners. The low detection effi-
ciency is due to the threshold-cut, which becomes even more important toward the edges just
because the fraction of proton-induced signal shared with the nearby cells increases. With a
lower threshold these effects will practically vanish or eventually be confined in a very small
region near the corners. Recent results obtained with a low threshold of 1500 e− (using FEI4
chip for ATLAS IBL [81]) show that order of 97% detection efficiencies can be achieved with
polycrystalline sensors.
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A.3 Trigger Studies
Studies of pixel detector contributions to the L1 trigger have started very recently. These early
studies are nevertheless very useful to understand what capabilities can be required from the
detector and the front-end electronics. Two different approaches have been investigated for a
L1 trigger based on pixels to evaluate the possible impact on the design of the ROC.

The first scheme requires a Level-0 (L0) trigger from the calorimeter system that selects a frac-
tion of the pixel detector to search for clusters to build up a L1 trigger. A second approach is
based on self-triggered pixel chips, which detect nearby clusters of pixels from tracks coming
from the same origin. In both cases the cluster size contains important information, especially
along the z-direction since it is proportional to the tangent of the track dip angle. Shallow
tracks coming from distant vertices result in larger clusters with respect to those tracks origi-
nating near-by. Similarly, tracks coming from the same vertex show a similar pattern along z,
and this could be used for track isolation at L1. A desirable feature of a new ROC is to include
cluster position and dimensions in the fast trigger readout.

A.4 Readout Chip
A new pixel ROC will be required to match the pixel size of a new pixel detector and cope
with the hit rates expected for the high luminosity running of the LHC. The choice of pixel size
is a delicate optimization between general physics requirements (required resolution, multiple
scattering, etc.), the pixel sensor (segmentation, collected signal, radiation damage, etc.), bump
bonding technology, and what can be implemented in IC technologies available to our commu-
nity. Initial studies indicate that a pixel size of ∼ 50 µm x 100 µm could be a good compromise
in this optimization with an option of using smaller pixels (e.g. 50 µm x 50 µm or equivalent
pixel area).

Preliminary studies of the particle and pixel rates for these two pixel sizes are indicated in Fig-
ure A.4 for a 2D planar sensor in the inner most layer (highest rates) for different options of
sensor thickness. It can be seen that a new pixel ASIC must be capable of sustaining hit rates
up to 2 GHz/cm2 with sufficient safety margins and the significant statistical fluctuations that
can be expected from occasional very large events, e.g. due to beam gas interactions. A list
of technical requirements for the new pixel ROC is summarized in Table A.1. In order to ful-
fil those, the architecture of the new pixel ROC has to be carefully optimized, with emphasis
on the digital part. Low-noise analogue front-ends circuits in each pixel should have a low
threshold, converting sensor signals as early as possible into the digital domain, where exten-
sive buffering and intelligent logic enables the handling of hit rates in a high granularity chip.

A.4.1 Readout Chip Technology

The IC technology required for such a new pixel ROC development depends strongly on the
pixel size, the required hit rates, data buffering and required trigger and readout functions and
interfaces. In addition the technology must have a very high radiation tolerance (300 Mrad and
1016neq(1 MeV) cm−2) for a nearly 10 year lifetime in the hostile HL-LHC radiation environ-
ment. The technology must also be appropriate for the integration of many thousands of very
low noise pre-amplifiers, shapers and discriminators together with large amounts of digital
logic for data buffering and readout.

The current (and Phase 1 upgrade) CMS pixel detector ROC has been developed in a 250 nm
CMOS technology that has been made sufficiently radiation hard by using special layout tech-
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Figure A.4: Estimated pixel hit rates per cm2 (left plot) and cluster width (right plot) versus
theta for a planar 2D pixel detector in layer 1 for different sensor geometries: 50 × 50 µm2

(open) and 50× 100 µm2 (black) pixel cell size for a thickness of 200 µm (square) and 100 µm
(circle).

Track rate: 500 MHz/cm2 Pixel deadtime: <50 ns for MIPs
Efficiency:>99 % at 2 GHz/cm2 Leakage current compensation
Threshold: =1000-1800 e− Power: < 1 W/cm2

Polarity: neg. & pos. Trigger rate: Up to 200 KHz
Pixel size: < 50× 100 µm2 Trigger latency: < 6.4µs
Amplitude resolution: ˜4 bit Readout: To LPGBT link chip
Time walk: < 25ns Radiation hard: 300 Mrad & 1016neq(1 MeV)/cm2

Sensor: 2D Si, 3D Si, Diamond Support for intermediate trigger
with Region of interest information

Sensor capacitance: < 200 fF Modes: Triggered, Self triggered, Non triggered,
Testing, Calibration

Front-end noise: <200 e−

Table A.1: General specifications of CMS pixel ROC.

niques (enclosed gate layout) for all transistors in both analogue and digital functions. To cope
with the significantly increased requirements for a HL-LHC pixel detector a denser IC technol-
ogy will be required. A 130 nm CMOS technology, is currently used for several short-mid term
pixel projects in the HEP community (ATLAS IBL, Medipix, LHCb VELO pixel, etc.), and has
been considered as a possible option for the high luminosity CMS pixel upgrade. It is however
estimated not to offer sufficient logic density to fulfill all the requirements for a HL-LHC pixel
upgrade.

On the other hand, experience is currently being gained in the HEP community with 65 nm
CMOS technologies. It offers about four times higher logic density compared to the 130 nm
node and has recently been radiation qualified by CERN [82]. It is found not to require special
layout of transistors in digital functions to tolerate the HL-LHC radiation environment. This
gives an effective logic density gain of a factor nearly 30 compared to the 250 nm technology.
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The handling of radiation induced Single Event Upsets (SEU) in the 65 nm CMOS technology
is the same as used in previous technologies, using triple modular redundancy (TMR) and
Hamming encoding for critical functions. The SEU cross-section of the 65 nm technology is
slightly better than previous technology generations, though with an increased risk of multiple
bit upsets in neighbouring elements. This technology has in addition significantly lower power
consumption for digital functions and also some power reduction for small dynamic range
analogue functions. It will therefore allow the design of a pixel ROC implementation with
significantly increased complexity and acceptable power dissipation. This has a direct impact
on the required local infrastructure for cooling and powering and the material budget of the
pixel detector.

The 65 nm technology node is known to be a mature and high yield modern technology that
is expected to remain commercially available for the full time frame of the HL-LHC CMS up-
grade. Demonstrator circuits of analogue pixel front-ends have been made in the context of the
technology evaluation at CERN. A Pixel front-end has already been shown to have very good
performance and radiation tolerance [83, 84]. The 65 nm CMOS technology has therefore been
chosen as the baseline for a new ROC development.

A.4.2 Analog Front-end

To be capable of working with the different sensor options currently under evaluation, the
analog front-end must have sufficiently low noise and sufficiently good threshold uniformity
between pixels to function reliably with detection thresholds lower than 1800 e−(ideally ∼
1000 e−). The signal polarity must be programmable and active leakage current compensation
is required in particular for the planar Si sensor options.

A four bit amplitude measurement for all hits above threshold is sufficient to perform centre
of gravity calculations for hit clusters and also continuously monitor the optimal function of
the pixel sensor. An amplitude measurement using the simple Time Over Threshold (TOT)
principle is the baseline option if the related deadtime can be made sufficiently short (< 50 ns
for minimum ionizing particles (MIPs)). An alternative option under evaluation is the use of
a self triggered 4 bits Successive Approximation Register (SAR) ADC that can be implemented
very efficiently in deep sub-micron CMOS technologies. It has been shown that the time walk
requirement, to assure that all hits are correctly assigned to their bunch crossing (and thereby
also the right trigger), will be a determining factor for the power consumption of the analog
pixel front-end. The use of digital time walk compensation, based on the amplitude measure-
ment, will enable the analog power consumption to be minimized. From initial test circuits of
similar pixel front-ends in 65 nm, it is estimated that the analog front-end with its local thresh-
old adjust DAC, biasing and configuration bits can possibly occupy an area of less than (50 x
50) µm2.

A.4.3 Pixel Groups

After the basic pixel signal discrimination and amplitude measurement all further signal pro-
cessing and data storage will be fully digital. Hit information will need to be stored locally in
the pixel cells until the arrival of the trigger determining which event data to read out. For the
relatively small pixel size required, it will be marginal to fit sufficient logic and storage into the
remaining area of each pixel, even in a 65 nm technology. Since pixel hits are highly clustered
(average cluster size: ∼4) an architecture based on local pixel regions can decrease significantly
the amount of local buffering required. The use of pixel regions also enables functions and logic
to be shared across pixels, making much more efficient use of the digital resources. This is espe-
cially beneficial for a pixel ROC that must be capable of working with various types of sensors
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in an environment which is not yet well known and with trigger functions that are not yet
frozen. The recent FEI4 pixel chip for the ATLAS IBL [81], together with several other pixel
chips from the community (ALICE/LHCb, Medipix), have very successfully used this hierar-
chical pixel architecture. Simulation studies have been made for different pixel region sizes (1

Figure A.5: General architecture of a 65 nm ∼ 2 cm x 2 cm pixel ROC with 256k 50× 50 µm2

pixels.

Figure A.6: Pixel module with two rows of five 2 x 2 cm2 pixel ROCs’ and a single optical link
interface.

x 1, 2 x 2, 3 x 3, 4 x 4, 5 x 5) for CMS HL-LHC conditions (500 MHz/cm2 particles) for a trigger
latency of 6.4 µs and a buffer overflow probability required to be below 10−4. The necessary
number of buffers (normalized to per basic pixel cell) decreases significantly with larger pixel
regions. The required number of memory bits (per pixel cell) is minimal, across most cluster
size distributions, for a pixel region of 2 x 2. For larger pixel regions a smaller number of buffer
locations will effectively be occupied (active) which translates into lower digital activity and
lower dynamic power consumption.

A pixel region of 4 x 4 is a promising compromise between minimizing buffer memories and
buffer occupancy (power) and have sufficient silicon area to implement digital functions. Such
a 4 x 4 pixel region architecture has also been shown to be appropriate for efficient IC layout
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with good isolation between analog and digital functions. It is estimated that the power con-
sumption of such a pixel ROC with an optimized architecture can be kept below 1 W/cm2 in a
65 nm CMOS technology.

At the arrival of a positive trigger, each pixel region extracts address and amplitude measure-
ment for each cell with a signal and sends them via column buses to the End Of Column (EOC)
logic. Hit data from all columns are merged into a common data stream with appropriate for-
matting and encoding. The global pixel chip architecture with the main data buffering and
data buses together with the general configuration and monitoring functions are shown in
Figure A.5. The readout interface from the pixel ROC to the low power GBT optical link trans-
mitter chip [85] will be done with local low power serial links with a programmable speed
between 80 Mbits/s and 640 Mbits/s. Initial estimates for a ∼ 2 cm x 2 cm pixel chip in the
inner pixel layer indicates that ∼ 300 Mbits/s bandwidth is required per chip for a 100 KHz
trigger rate. This fits well with a pixel module having ten pixel chips and low power GBT link
interface chip as indicated in Figure A.6. Local power converter/conditioning electronics and
the electrical to optical conversion will most likely be located at ∼ 1 m distance from the pixel
detector module itself for reasons of material budget and radiation hardness, as in the case for
the Phase 1 upgrade. For the inner pixel layer a pixel module consisting of only one row of 5
pixel chips may be mechanically more appropriate and will also ensure better data bandwidth
margins for the readout link.

Figure A.7: General data flow with readout data and ROI data.

A.4.4 Pixel Trigger

The high-density 65 nm technology will, from first estimates, also offer the possibility that the
pixel detector contributes Regions Of Interest (ROI) information to a two-stage trigger system.
In this approach a fraction of the Pixel ROCs will, after a latency of about 100 clock cycles, be
requested to send pixel information to the trigger system. At this level only relatively coarse
pixel hit information will be required and the pixel address of the central hit in a cluster could
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be sufficient. The data rate from each pixel chip is of the order of 100 Mbits/s for a scenario
where the first stage trigger reduces the rate to ∼ 1 MHz and ∼ 10% of the ROCs are requested
to send ROI data. A pixel ROC with 4 serial output ports of up to 640 Mbits/s each assures
sufficient bandwidth and flexibility for the normal readout data and the optional ROI informa-
tion. The global data flow in the pixel ASIC is indicated in Figure A.7, where the two levels of
multiplexing shown are the shared column buses and the final data merging in the EOC logic.
If required, one of the readout ports can be configured to use a readout protocol compatible
with the current readout system.

Another option is to send direct synchronous data extracted locally in the ROC to the trigger
system. This can be coarse hit information from OR’ed pixels in columns or basic counts of
clusters and/or hits in each bunch crossing. More sophisticated data extraction analyzing the
local configuration of clusters (e.g. cluster widths or groups of clusters) will also be studied in
more detail.

A.5 Organization and Development Plan
A development plan is presented here covering the next 5 years, in parallel with the Phase 1
construction project. The plan takes into account a coherent effort toward the ultimate pixel
detector for the HL-LHC, but should also be flexible to make use of any opportunity between
LS2 and LS3 to improve the performance and the longevity of the pixel detector by replacing
the innermost barrel layer. The main target is the development of the critical technologies,
namely the sensor, the ROC and the electronic system

A.5.1 ROC Development

For the ROC development it is important to form a strong collaboration among several ASIC
designers in a few research centers. Collaboration has begun between Fermilab, INFN Torino
and Perugia, CERN and other European groups are also expressing their interest to participate.

Sharing of tools is essential for the collaborative effort of designing the new ROC. According to
past experience, five years is considered a reasonable time to develop of a new ROC. The basic
5-year plan is shown in Figure A.8. During the first years, several Multi Project Wafer (MPW)
submissions will be made via Europractice, and only at a later and more mature stage will a
full engineering run be made.

The first MPW submission will be focused on studying analog building blocks for the ROC ,
including a pixel front-end and an ADC. The second submission will be a small-scale prototype,
bondable to a sensor. A third MPW will include a complete pixel column with full analogue
and digital functions in the pixel cells/regions, made as a folded column so it can fit within
a limited sized test chip. The definition of the whole architecture of the chip is developed in
parallel, and tested with architecture simulation tools among the different centers with ASIC
expertise. The goal is to define the architecture of the ROC in two years, during which time
also the pixel dimensions will be defined following simulation and performance studies.

The third MPW prototype will adopt the chosen pixel geometry and architecture, with a sim-
plified end of column logic. The aim is to be able to test a full column of the ROC chip. All
submissions will be tested in laboratory, with the prototype bonded to a sensor measured in a
test beam. Irradiation tests will be essential to understand the radiation hardness of the chip
design. Other groups, in addition to those involved to the ROC design, are interested to join in
the testing, characterization and irradiation studies of the chip.
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Figure A.8: Working 5-year plan for new ROC development.

Item Approximate Comments
Item Cost
3 MPW with small prototypes in
65 nm CMOS technology

250 KCHF Third submission more expensive than
first and second

1 Engineering run 1 MCHF Investigating cheaper options, like
Multi Layer Masking, shared reticule

Table A.2: Cost for a new ROC development 5-year plan.

An engineering run will be needed to realise the first full scale chip and understand system
aspects. This chip will be fully characterized and tested in test beams, before and after irra-
diation. The cost of the development of the new ROC, is shown in Table A.2, where costs are
approximate since a contract with the vendor still needs to be finalized. Experience shows that
there would possibly be a need for a second engineering run after this. Eventual production
costs are not included here, but correspond to about 250 kCHF per square meter.

A.5.2 Sensor Development

For sensors, R&D work is ongoing on different technologies: on 3D pixel sensors, groups from
USA (FNAL, Purdue, SUNY, TAMU, UMiss), INFN (Bari and Torino) and PSI are involved; on
diamond detector USA (Colorado, FNAL, Rutgers, Tennessee) and Europe (Milano, Perugia,
Strasbourg, ETH); testing thin planar, silicon pixel sensors in performed in several USA groups
(JHU, FNAL, Purdue, TAMU).

The development plan for sensor is shown in Figure A.9. In the first year the irradiation stud-
ies from various vendors (3D: FBK, CMN, SINTEF; Diamond: DDL, II-IV; planar: HPK) will
be finished. New submissions for 3D pixel, and diamond detectors will be done. For silicon
planar sensors studies of different combination of materials, thicknesses and production tech-
nologies are under way. In particular, Float Zone, magnetic-Czochralski and epitaxial for 100,
200, 300 µm thickness: first conclusions are expected already at the end of this year. Thin pla-
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Item Approximate Cost Comments
Planar silicon part of silicon strips R&D Using sensors from HPK
3D pixel 150 kCHF One run per FBK and CNM
Diamond 50 kCHF
Engineering run 150 kCHF Sensor type to be decided

Table A.3: Cost for the sensor development 5-year plan.

nar sensors from Hamamatsu will be bump bonded and tested with the new PSIdig chip that
has a lower threshold than the present one, to understand more in depth the signal collection
after irradiation and in general the performance.

Figure A.9: Development 5-year plan for new sensors.

Simulation studies will be done to optimise the sensor design. After the pixel cell size will be
chosen, the sensor will be produced with the required geometry and about one year later the
sensor technology will be chosen. For 3D pixel sensors, additional valuable information will
come from ATLAS IBL detector, which implements sensors from two different vendors (FBK
and CNM). The cost of the sensor development program is shown in Table A.3.

A.5.3 System Development

It is important to understand and study system aspects. A module concept will be studied
in more detail, in particular the powering scheme, the readout of the module and the inter-

Figure A.10: Planning for system aspects.
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Item Approximate Groups involved
Cost

Development of New Pixel
ROC in 65 nm CMOS

1.25 MCHF INFN (Torino, Perugia, Pisa) and FNAL com-
mitted; (CERN and other institutes interested)

Development of New sen-
sors

350 kCHF USA (FNAL, Purdue, SUNY, TAMU, UMiss,
Colorado, Rutgers, Tennesse, JHU)
INFN (Milano, Bari, Torino, Perugia)
PSI, ETH, Strasbourg

Table A.4: Cost for New Pixel detector 5-year development plan.

connections with the trigger for a HL-LHC detector. The option for the replacement of the
inner barrel layer will be studied, to understand the compatibility with available services and
backend electronics. A general plan for the system development is shown in Figure A.10.

The total costs for the 5 year development plan is shown in a summary Table A.4 together with
the currently interested countries.
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Glossary

List of acronyms used in this document:

1E: 1 n-type Electrode

2D: 2-Dimentional

2E: 2 n-type Electrodes

2PACL: 2-Phase Accumulator Controlled Loop

3D: 3-Dimentional

4E: 4 n-type Electrodes

AC: Alternate Current

ADC: Analog-to-Digital Converter

ALARA: As Low As Reasonably Achiev-
able

ALT: Analogue Level Translator

AMC: Advanced Mezzanine Card

AMS: Alpha Magnetic Spectrometer

AOH: Analog Opto-Hybrid

API: Application Programming Interface

ASIC: Application-Specific Integrated Cir-
cuit

AWG: American Wire Gauge

BBM: Bump-Bonded Module

BCM: Beam Condition Monitor

BER: Bit Error Rate

BP: Beam Pipe

BPIX: Barrel Pixel Detector

BRM: Beam Radiation Monitor

CAD: Computer-Aided Design

CADI: CMS Analysis Database Interface

C-C: Carbon-fiber reinforced Carbon

CCD: Charge Collection Distance

CCU: Communication and Control Unit

CDC: Column Drain Cluster

CF: Carbon Fiber

CFK: Carbon-Carbon Filling K1100

CFRP: Carbon-Fiber Reinforced Plastic

CHF: Swiss Franc

CM: Center of Mass

CMM: Coordinate Measuring Machine

CMOS: Complementary Metal Oxide Semi-
conductor

CMS: Compact Muon Solenoid

CMSSW: Compact Muon Solenoid SoftWare

CNC: Computerized Numerical Control

CORA: CO2 Research Apparatus

CORE: (LHCC) COst REview committee

CPLD: Complex Programmable Logic De-
vice

CSI: Common Systems and Integration

CSV: Comma Separated Values

CT2: CASTOR-T2 (beam pipe)

CTE: Coefficient of Thermal Expansion

CVD: Chemical Vapor Deposition

229
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DAC: Digital-to-Analog Converter

DAQ: Data AcQuisition

DB: Database

DC: Direct Current

DCS: Detector Control System

DDR: Double Data Rate (RAM)

DDTC: Double side Double Type Column

DLT: Digital Linear Tape

DOFZ: Diffusion Oxygenated Float Zone

DOH: Digital Opto-Hybrid

DQM: Data Quality Monitoring

DR: Digital Receiver

DSS: Detector Safety System

DTR: Digital Trasmitter/Receiver

ECAL: Electromagnetic Calorimeter

EDR: Engineering Design Review

EE: ECAL Endcap

EMC: ElectroMagnetic Cmpatibility

EOC: End Of Column

ES : ECAL preShower detector

EUR: Euro

FA: Funding Agency

FB: Finance Board

FE: Front End

FE: Finite-Element (simulation)

FEA: Finite Element Analysis

FEC: Front End Controller

FED: Front End Driver

FIFO: Fan-In/Fan-Out

FMC: FPGA Mezzanine Card

FPGA: Field Programmable Gate Array

FPIX: Forward Pixel Detector

FRL: Frontend Readout Link

FTE: Full Time Equivalent

FZ: Float Zone

GbE: Gigabit Ethernet

HAL: Hardware Access Library

HC: Half Cylinder

HD: Half Disk

HDI: High-Density Interconnect

HF: Hadron Forward (Calorimeter)

HL: High Luminosity

HL-LHC: High-Luminosity LHC

HLT: High Level Trigger

HMX: Heat and Mass eXchanger

HPC: High Pin Count

I2C: Inter-Integrated Circuit

IBL: Insertable Barrel layer

IC: Integrated Circuit

ID: Identification

ID: Inner Diameter

IP: Interaction Point

IP: Internet Protocol

IPMI: Intelligent Platform Management In-
terface

ISS: International Space Station

IV: Current vs. Voltage (curve)

JTAG: Joint Test Action Group

L0: Level 0

L1: Layer 1 (referred to BPIX)

L1: Level 1 (referred to Trigger)
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L1A: Level-1 (Trigger) Accept

L2: Layer 2

L3: Layer 3

L4: Layer 4

LC: Lucent Connector

LDMOS: Laterally Diffused Metal Oxide Semi-
conductor

LED: Light-Emitting Diode

LHC: Large Hadron Collider

LHCb: Large Hadron Collider beauty

LHCC: Large Hadron Collider Committee

LLD: Linear Laser Driver

LPGBT: Low Power GigaBit Transceiver

LS1: Long Shutdown 1

LS2: Long Shutdown 2

LS3: Long Shutdown 3

LSS: Long Straight Section (referred to LHC)

LT: Laser Transmitter

LVDS: Low Voltage Differential Signal

M&S: Materials and Services

MARCO: Multipurpose Apparatus for Re-
search on CO2

MB: Management Board

MCH: MicroTCA Carrier Hub

MCZ: Magnetic CZochralski

MIB: Machine Induced Background

MIP: Minimum Ionizing Particle

MMC: Memory Management Controller

MOS: Metal Oxide Semiconductor

MoU: Memorandum of Understanding

MP7: Master Processor board, Virtex-7

MPW: Multi Project Wafer

MS: Multi-Service (cable)

µTCA: Micro Telecommunications Comput-
ing Architecture

µTP: Micro Transfer Protocol

Mx: Metric size x (referred to screws, threads,
nuts)

NIEL: Non Ionizing Energy Loss

NRZI: Non-Return-to-Zero, Inverted

NRZI: Non-Return-to-Zero

OG: Orbit Gap

OMA: Optical Modulation Amplitude

P5: LHC Access Point n. 5

PACL: Phase Accumulator Controlled Loop

PBS: Project Breakdown Structure

PC: Personal Computer

PCB: Printed Circuit Board

PCIe: Peripheral Component Interconnect
express

PEEK: Poly-Ether Ether Ketone

PFN: Physical File Name

PIO: Programmed Input/Output

PLC: Programmable Logic Controller

PLL: Phase-Locked Loop

PLT: Pixel Luminosity Telescope

PM: Project Manager

POD: Plain Old Data

POH: Pixel Opto-Hybrids

PP0: Patch Panel 0

PP1: Patch Panel 1

PRBS: Pseudo-Random Bit Stream
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PROM: Programmable Read-Only Memory

PRR: Procurement Readiness Review

PS: Power Supply

PSU: Poer Supply Unit

PT: Pressure Transmitter

PU: Pile-up

PUC: Pixel Unit Cell

PVSS: ProzessVisualisierungs und SteuerungsSys-
tem (Process Visualization and Control
System)

QA: Quality Assurance

QC: Quality Control

QDR: Quad Data Rate (RAM)

QFN: Quad Flat No-leads (package)

R&D: Research and Development

RAM: Random-Access Memory

RJ: Registered Jack

RMS: Root Mean Square

ROC: Read-Out Chip

ROI: Regions Of Interest

ROSE: Research and development On Sili-
con for future Experiments

RRB: Resource Review Board

RTD: Resistance Temperature Detector

S/N: Signal-to-Noise (ratio)

S1: A group of racks in USC

S1G01-4: A rack belonging to the S1 group

S1G02: A rack belonging to the S1 group

SAR: Successive Approximation Register

SATA: Serial Advanced Technology Attach-
ment

SC: Service Cavern

SDHC: Secure Digital High capacity (referred
to Memory Cards)

SEU: Single Event Upset

SFP: Small Form-factor Pluggable (transceiver)

SFP+: Small Form-factor Pluggable plus (transceiver)

SQL: Structured Query Language

SRAM: Static Random-Access Memory

SS: Stainless Steel

sTTS: synchronous Trigger Throttling Sys-
tem

TAS: Front Quadrupole Absorber (sic!)

TBD: To Be Determined

TBM: Token Bit Manager

TCAD: Technology Computer-Aided Design

TDR: Technical Design Report

TE: Technology (Department at CERN)

TE: TEmperature sensor

TEC: Tracker End Cap

TIB: Tracker Inner Barrel

TIB: Tracker Institution Board

TID: Tracker Inner Disks

TID: Total Ionizing Dose

TIF: Tracker Integration Facility

TIM: Thermal Interface Materials

TMR: Triple Modular Redundancy

TOB: Tracker Outer Barrel

TOSA: Transmitter Optical Sub-Assembly

TOT: Time Over Threshold

TPG: Thermal Pyrolytic Graphite

TS: Thermal Screen

TTC: Trigger Timing and Control
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TTs: Trigger Throttling system

UBM: Under Bump Metal

UDP: User Datagram Protocol

uHAL: (see HAL)

UNICOS: UNIx Cray Operating System

URL: Uniform Resource Locator

USB: Universal Serial Bus

USC: Underground Service Cavern

USD: United States of America Dollar

UXC: Underground eXperimental Cavern

VBF: Vector Boson Fusion

VCR: Vacuum Coupling Radiation (fitting)

VELO: VErtex LOcator

VHDI: Very High-Density Interconnect

VME: VERSA Module Eurocard (a data bus
standard)

WG: Working Group

X2: A group of racks in UXC

XML: eXtensible Markup Language

YB0: Yoke Barrel 0

YE1: Yoke Endcap 1

YETS: Year-End Technical Stop
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